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Abstract. Non-verbal cues used during social interactions, such as facial ex-
pressions, are largely inaccessible to individuals who are blind. This work  
explores the use of affective haptics for communicating emotions displayed 
during social interactions. We introduce a novel haptic device, called the Haptic 
Face Display (HFD), consisting of a two-dimensional array of vibration motors 
capable of displaying rich spatiotemporal vibrotactile patterns presented 
through passive or active interaction styles. This work investigates users’ emo-
tional responses to vibrotactile patterns using a passive interaction style in 
which the display is embedded on the back of an ergonomic chair. Such a tech-
nology could enhance social interactions for individuals who are blind in which 
emotions of interaction partners, once recognized by a frontend system such as 
computer vision algorithms, are conveyed through the HFD. We present the re-
sults of an experiment exploring the relationship between vibrotactile pattern 
design and elicited emotional response. Results indicate that pattern shape,  
duration, among other dimensions, influence emotional response, which is an 
important consideration when designing technologies for affective haptics. 

Keywords: Affective haptics, emotions, vibrotactile stimulation, interpersonal 
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1 Introduction 

Social interactions play an important role in our health and wellbeing: building and 
maintaining personal and professional relationships; achieving education and career 
goals; and shaping who we are as individuals. However, social interactions are still 
not universally accessible to individuals who are blind. Nearly 65% of information 
exchanged during a typical social interaction is nonverbal, and 72% of nonverbal 
communication is visual [1]. Visual nonverbal cues include facial expressions, eye 
gaze, body language, posture and appearance, which are largely inaccessible to indi-
viduals who are blind. Awkward and embarrassing situations are not uncommon  
for individuals who are blind during interactions with their sighted peers due to an 
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inaccessible visual channel through which most social cues are conveyed. Such situa-
tions can ultimately lead to social avoidance and isolation, and prevent individuals 
who are blind from fully participating in society. 

Previously, we developed the Social Interaction Assistant (SIA) to sense, process and 
deliver specific visual nonverbal social cues to individuals who are blind using a weara-
ble platform [2-6]. The social cues we targeted include the identity of a user’s interac-
tion partner; interpersonal distance between a user and interaction partner; and facial 
expressions of a user’s interaction partner. Facial expressions are communicated 
through the sense of touch by displaying spatiotemporal vibration patterns on the back 
of the hand through a custom-made device called the VibroGlove [5-6]. Vibrations were 
chosen as the communication modality since audio output can obstruct a user’s hearing, 
especially during a social interaction. The back of the hand was chosen for its impres-
sive temporal and spatial acuity. While the palm and fingers are more sensitive (glabr-
ous, hair-less skin), their backs were chosen for display to not limit the use of the hands 
during social interactions, especially social touch cues such as handshakes and pats on 
the back. Spatiotemporal vibrotactile patterns were designed to represent the following 
six basic emotions plus the neutral expression: happy, sad, surprise, anger, fear and 
disgust. Happy, sad and surprise are represented by displaying their respective common 
mouth expressions: vibrotactile shapes in the form of a U (smile), inverted U (frown), 
and circle. Anger, fear and disgust are represented by complex patterns found to evoke 
these emotions in the wearer of the VibroGlove. 

While study participants could accurately distinguish between these patterns with 
minimal training and found them intuitive, individuals who are blind requested a rich-
er display device. The device requested was one that could switch between symbolic 
representations to convey emotions being displayed by an interaction partner; and a 
literal representation that could allow users to feel the facial movements of interaction 
partners. To address these needs, in this work, we propose the Haptic Face Display 
(HFD)—an assistive technology to communicate emotions and facial expressions 
through rich spatiotemporal vibrotactile patterns displayed passively (back of a chair) 
or actively (tabletop). This technology also provides a useful research platform for 
exploring Affective Haptics—a subfield of computational science that explores how 
the emotional state of a user can be stimulated and influenced. As a first step, this 
work explores how affective haptics can be used to elicit the six basic emotions in a 
user to naturally communicate emotions of an interaction partner using symbolic vi-
brotactile patterns. Our implementation is a passive display on the back of a chair, 
which could be used during dyadic (one-on-one) social interactions. Our implementa-
tion, detailed later in this paper, can be easily transformed into a tabletop display for 
investigating active exploration of symbolic (or literal) vibration patterns. 

The rest of the paper is organized as follows: Section 2 provides a literature review 
of research on affective haptics and communicating facial expressions/emotions to 
individuals who are blind. Section 3introduces our proposed approach and technolo-
gy. Section 4 presents the design and results of an Institutional Review Board-
approved user study exploring the linkage between symbolic vibrotactile patterns and 
the emotions they naturally represent using a forced-choice paradigm. Section 5 con-
cludes and presents possible directions for future research. 
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2 Related Work 

Very little work has explored the presentation of facial expressions and emotions to 
enrich social interactions for individuals who are blind. Rehman et al. [7] proposed 
mapping the manifold of facial expressions to the back of a chair for vibrotactile ren-
dering. To compute the manifold of facial expressions, they proposed an extended 
locally linear embedding (LLE) algorithm for analyzing the emotional content of 
facial expression videos in real-time. Their proposed vibrotactile display consisted of 
nine actuators arranged into three axes representing happy, sad and surprise where 
stimulation along one of three axes not only determines the type of emotion but also 
its intensity. While Rehman et al. have proposed a useful approach to mapping video-
based facial expressions to vibrotactile renderings, their approach handles only three 
of the six basic emotions. 

Leveraging existing work in affective haptics, the current work attempts to identify 
symbolic representations of vibrotactile patterns that evoke the six basic emotions in 
users by engaging the sense of touch. Existing work in affective haptics has focused 
mainly on two applications: enriched telepresence or movie viewing. Tsetserukou et 
al. [8] have proposed haptic devices to augment online and mobile interactions with 
enriched emotional experiences. Their haptic devices include HaptiHug, HaptiHeart, 
HaptiButterfly, HaptiShiver, HaptiTemper and HaptiTickler. HaptiHug simulates a 
hug by generating pressure around a user’s chest and back. HaptiHeart conveys heart-
beat patterns by generating heartbeat sensations on a user’s chest. HaptiButterfly  
reproduces the sensation of “butterflies in the stomach” through vibrotactile stimula-
tions delivered to a user’s abdomen. HaptiShiver reproduces the sensation of “shivers 
up and down the spine” through vibrotactile stimulations. HaptiTemper reproduces 
the sensation of “chills up and down the spine” through temperature changes using 
fans and a Peltier. HaptiTickler simulates being tickled by generating random vibro-
tactile stimulations on a user’s ribs. 

To enhance immersion and emotions during movie viewing, Lemmens et al. [9] 
developed a body-conforming jacket consisting of 64 vibrotactile actuators distributed 
across the torso. Their proposed device allows the exploration of users’ emotional 
immersion while watching movies and feeling stimulations from the jacket. Rich 
vibrotactile patterns can be conveyed through the jacket; in their study, they designed 
40 vibrotactile patterns created from knowledge of touch behaviors in humans, com-
mon expressions (e.g., “butterflies in the stomach”) and abstract patterns. 

The aforementioned approaches have yet to explore a large set of vibrotactile pat-
terns for conveying the six basic emotions of interaction partners during a dyadic 
interaction. As described in Section 1, such a system would be useful to individuals 
who blind, providing universal access to visual non-verbal cues, specifically facial 
expressions, during social interactions. In the next section, we present the implemen-
tation details of the Haptic Face Display. We then present a user study to explore a 
large set of symbolic vibrotactile patterns via the Haptic Face Display through the use 
of a forced-choice paradigm, in contrast to commonly-used open-response paradigms 
[10], to better identify emotional responses across patterns. 
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3 Haptic Face Display 

The Haptic Face Display (HFD) is a research platform consisting of a two-
dimensional array of vibration motors (eccentric rotating mass) for exploring haptic 
representations of facial expressions and emotions between interaction styles—
passive or active—and at different levels of mediation—literal, semi-literal, semi-
symbolic and symbolic. Examples of different levels of mediation are in Table 1. 

Table 1. Literal, semi-literal, semi-symbolic and symbolic levels of mediation for haptic 
representation of facial expressions and emotions 

Level of Mediation Example 
Literal Facial features and fiducial points as is 

Semi-Literal Lip curved upwards, eye brow curved 

Semi-Symbolic Smile, eyes wide open 

Symbolic Happy 

 
The current work explores the passive display of spatiotemporal vibration patterns 

represented at a symbolic level to elicit emotional responses. Patterns that naturally 
elicit emotional responses will be used as part of an assistive technology for individu-
als who are blind to improve universal access to visual nonverbal social cues during 
dyadic interactions. For this purpose, the HFD was embedded in the back of an ergo-
nomic chair, depicted in Fig. 1(a). Vibration motors are attached to custom-designed 
boards, referred to as tactor strips. There are eight vibration motors per tactor strips, 
and tactor strips may be connected to build larger two-dimensional displays with ad-
justable spacing between tactor strips. Each tactor strip is embedded within the mesh 
backing of the chair, but vibration motors are placed on the outer mesh via Velcro for 
direct contact with the skin, depicted in Fig. 1(b). Horizontal inter-tactor spacing is 2 
cm, and vertical inter-tactor spacing is 4 cm. A close-up of an individual tactor strip is 
depicted in Fig. 1(c). 

3.1 Hardware Design 

The HFD control module, which communicates with the tactor strips, is based on the 
Arduino platform for ease of prototyping and community support. The control module 
uses a custom shield design for the Arduino FIO, and can easily support a range of 
10-20 vibration motors to be actuated at the same time. We have also developed and 
manufactured a custom control module to miniaturize its size and improve wearability 
for other related research projects. The control module connects to the tactor strips via 
the I2C bus, which has an upper limit of 128 devices. Our current software protocol 
limits the number of devices to 64. 
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Fig. 3. Screenshot of software for prompting participants and collecting responses 

“High”-5 elicitation) and provide further description through an open-ended comment 
box. Participants also have the option of selecting ‘none at all’ if no emotion was 
elicited. Fig. 3 depicts a screenshot of the software, which is implemented as a form 
in a web browser. The vibrotactile patterns are depicted in Fig. 4-19, and run from left 
to right. The basis of these patterns is 16 shapes each with 3 timing variations for 48 
patterns. Timing variations include pulse widths of 250 ms, 500 ms and 1000 ms; gap 
width was kept constant at 50 ms. Six saltation [14] versions of the following patterns 
were also included in the pattern set: Snake (Horizontal), Snake (Vertical), Spiral (In), 
Spiral (Out), Spine (Up) and Spine (Down). 

Certain shapes were more likely to elicit specific emotions compared to others. The 
following results are averaged across gender, vibration duration (three variations) and 
with/without saltation. 

 
• Shoulder Tap (Fig. 8), elicited anger with a 22.4% consensus. 
• Six Motor Burst (Fig. 9), elicited anger with a 26% consensus. 
• Snake (Fig. 10-11), regardless of directionality, elicited happiness with a 

28.1% consensus. 
• Spine (Fig. 12-13), regardless of directionality, elicited happiness with a 

27.2%. 
• Spiral (Fig. 14-15), regardless of directionality, elicited neutrality with a 

22.9% consensus. 
• Wave (Fig. 16-19), regardless of directionality, elicited anger with a 

20.9% consensus. 
 
Considering duration variations, patterns of 1000 ms pulse width elicited sadness 

with 131.6% greater frequency compared to 250 ms; whereas shorter pulse widths 
were more likely to elicit positive emotions. Patterns of 250 ms pulse width were 
103.6% and 23.7% more likely to elicit surprise and happiness, respectively, com-
pared to 500 ms and 1000 ms pulse widths. Considering with/without saltation, those 
patterns utilizing saltation elicited anger or disgust 59.4% and 18.7% more often, 
respectively. Patterns without saltation elicited surprise or neutrality 36.5% and 
19.2% more often, respectively. 
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Fig. 8. Shoulder Tap 

 

Fig. 9. Six Motor Burst 

Fig. 10. Snake (Horizontal) 

Fig. 11. Snake (Vertical) 

Fig. 12. Spine (Down) 

Fig. 13. Spine (Up) 

Fig. 14. Spiral (In) 
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Fig. 16. Wave (Down) 

Fig. 17. Wave (Up) 

Fig. 18. Wave (Left) 

Fig. 19. Wave (Right) 
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