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Abstract. This paper represents an implementation of a computer vision based 
interface; iPanel which employs an arbitrary panel and tip pointers as a 
spontaneous, wireless and mobility device. Also the proposed system can 
accurately identify the tip movements of the panel and simulate the relevant 
events on the target environment. By detecting the key pressing, mouse clicking 
and dragging actions, the system can fulfill many tasks. Therefore, it enables 
users to use their fingers naturally to interact with any application as well as 
with any mobility enabled devices. 
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1 Introduction 

Human computer interaction is the technique of studding the relations between people 
and computer or computer mediated information. Thus it involves the design, devel-
opment and evaluation of models, systems and applications from a human-centered 
perspective. Since its inception in the 1980s, HCI has been primarily concerned with 
designing more usable computer systems, attractive conventional computing devices, 
be it the computer desktop, the Web, or the mobile phone. It evaluates the existing 
designs and shows how to improve them. And, it attempts to apply its methods to 
design more user friendly systems from the start. Human-computer interaction com-
prise many sub domains such as gesture reconstruction, event detection, video track-
ing, object recognition, learning, indexing, motion estimation, and image restoration. 
Each sub domain is a unique concept of computer vision and it attempt to address a 
particular area of HCI, where the computers are pre-programmed to solve tasks or the 
interactions (e.g. touch screens, tablet PCs). 

It has been identified and observed that many researches are adopting gesture re-
construction and ended up with implementing excellent results (e.g. Microsoft is re-
searching on how user can interact with computers or computational devices in  
more efficient and user friendly manner [7]. Thus gesture recognition, sensor based 
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interactions and augmented realities are becoming more and more popular. This is the 
main reason that gesture recognition is more important and required to simplify the 
user interaction with the computers of computational devices. As an example, several 
people are discussing in a meeting room using a large display. They may need to 
draw, to suggest their ideas. However, it is unrealistic to facilitate every user a key-
board and a mouse. Even more, in a large lecture room, the lecturer sometimes needs 
to write down something on a small whiteboard. However, the audience far from him 
or remote audience may not be able to see clearly what he writes on the board. There-
fore, need for a vision based system is necessary to analyze and understand what the 
lecturer writes and retrieve on a remote display, while avoiding bandwidth con-
straints. Furthermore, most of the smart mobile provide a QWERTY keyboard with 
tiny keys. It is really difficult to type with those keys. Yet, providing a large screen 
would lead to unnecessary problems such as size of the phone. In order to address the 
above a vision based solution has been suggested. 

2 Human Computer Interaction 

Human-Computer Interaction (HCI) is a technology researching on people, computer 
and the communications between them. Designing interactive computer systems to be 
effective, efficient, easy and enjoyable to use is important, so that people and society 
may realize the benefits of computation based devices such as mouse or keyboard. 
According to [2] use of these devices are recognized way of interaction with interfaces 
based on Window, Icon, Menu and Pointer (WIMP) paradigms which have succeeded 
for decades. Eventually software interfaces have got improved and interactive, lot of 
effort and code has been put behind the development of interactive software. None-
theless, the use of traditional computational devices such as keyboard and mouse do 
not provide an expected way of interaction. 

Most of the innovative interfaces such as Microsoft Surface [11] tend to support 
multi user interaction and are recognized to be augmented reality based products. Due 
to that reason there has been lot of concern on development on alternative and natural 
interaction methods to support interaction with such interfaces, while supporting for 
the existing conventional computing devices. Thus human-computer interaction de-
sign is human centered approach where human is given more priority. Also the pre-
vious work done by [2] note that “The human, the user, is, after all, the one whom 
computer systems are designed to assist. The requirements of the users should there-
fore be our first priority”.  

3 Computer Vision and Gesture Recognition 

In its most general meaning, a gesture is any physical configuration of the body, 
whether the person is aware of it or not, whether performed with the entire body or 
just the facial muscles, whether static in nature or involving a movement. In the com-
puter vision literature, gesture usually refers to a continuous, dynamic motion, whe-
reas a posture is a static configuration. 



38 H.C.D. Hettipathirana and P. Weerakoon 

Computer vision based gesture recognition is a sub domain of HCI and it compris-
es of a wide range of shapes, motions and texture based variations. And also it in-
cludes different gesture recognition methods such as applying Fourier transform ([6]), 
wavelet transform ([4]) or Principal Component Analysis (PCA) ([16]) on images, 
Edge orientation histogram, temporal templates ([17]) and oriented rectangular 
patches ([8]). Thus, it is very important to study on these gesture recognition method 
differences and select good features to define simple and natural gestures which will 
be easily adoptable to be used for human computer interaction. Recognition of ges-
tures includes object detection, motion analysis, extraction of features, and machine 
learning. Besides real time recognition has been a stimulating task in all the time. 
Efficient recognition of positions can be adopted for an effectively simulation of key-
board events. For example, posture classification refers to the estimation of finger 
configurations, that is, the ability to distinguish a fist from a flat palm and so on. As 
described by [9] describes different kinds of gestures from what has become known as 
Kendon's Gesture Continuum. However practical limitations due to varying luminous 
conditions and complex backgrounds can exist. Thus, finger tracking and use of non-
geometric features such as color and outline are also important for a reliable and 
strong recognition. There is an extensive body of related computer vision research 
which could fill many books. Here, author has summarized the major works that 
could fit the bill for real-time user interface operation through hand gesture recogni-
tion in a fairly unconstrained environment. To get an independent overview, the read-
er is referred to a paper by [5] a survey on “computer vision for interactive computer 
graphics” and an evaluation of the state of the art by [15]. Three common tasks for 
computer vision processing are; (1) The detection of the presence of an object in an 
image. (2) The spatial tracking of a once-acquired object over time. (3) Recognition 
of one of many object types 

3.1 Preprocessing 

Preprocessing is the progression of color space conversion, edge detection, morpho-
logical operations, noise removal and thresholding. Therefore, it is implemented in 
almost every vision based algorithms as an entry point to be suitable for the image 
processing. According to [14] color space conversion, noise removal, edge detection 
and outlines extraction has to be carried out during the preprocessing stage. 

3.2 Detection 

As [3] showed in early neuron scientific experiments the human visual system has the 
amazing ability to detect hands in almost any configuration and situation, and possi-
bly a single “hand neuron” is responsible for recording and signaling such an event. 
The computer vision researches have not quite yet achieved this goal. However, it is 
vital that a hand is supposed to function as an input mechanism to the computer is 
strongly and consistently perceived in front of arbitrary background, for the  
reason that all further stages and functionalities depends on it. Object detection of 
artificial objects, such as colored sticks as in [18] can achieve very high detection rates 



 iPanel: A Computer-Vision Based Solution for Interactive Keyboard and Mouse 39 

regardless of low false positive rates. According to [20] face detection has attracted a 
great amount of interest and many methods relying on shape, texture, and/or temporal 
information have been thoroughly investigated over the years. Author has carried out 
some researches on finding hands in grey-level images based on their appearance and 
texture. As assert by [19] “Combining with skin color segmentation, view independent 
posture recognition can be used to detect hands. Since skin color segmentation has 
already limited the searching range, hand detection can be very efficient”. [12] dem-
onstrated that, lately improved classifiers have succeeded compelling results for view 
and posture independent hand detection. However, most of the hand detection me-
thods resort to less object-specific approaches and as an alternative employ color 
information (see, for example [21]), sometimes in combination with location priors 
(for example [10]), motion flow or background differencing (for example [13]). 

3.3 Tracking 

Background subtraction is very important for motion analysis and object tracking 
because of it’s a basic function that enables to build statistical model of background. 
And used for segmenting moving objects for the background. If the detection method 
is flexible and fast enough to operate at image acquisition frame rate, it can be used 
for tracking as well. However, tracking hands is extremely difficult since they can 
move very fast and their appearance can change enormously within a few frames. As 
[1] asserts that some of the most effective head trackers, for example, use a fixed oval 
shape model which is fast and appropriate for the inelastic head structure. Similarly, 
more or flexible hand models work well for a few select hand configurations and 
relatively static lighting conditions. Since tracking with an inflexible appearance 
model is not possible for hands in general, most approaches alternative to shape-free 
color information or background differencing as in the mentioned works by [10], and 
[13]. Other methods incorporate for example, texture and color information and can 
then recognize and track a small number of fixed shapes regardless of arbitrary back-
grounds (for example, [22]). As per the research work, a particle filtering method is 
optimized for speed mean shift, and dynamic weights determine the blend of color 
with motion data. That explains, the faster the object moves, the more weight is given 
to the motion data, and slower object movements result in the color cue being 
weighted higher. Some of their performance is surely due to simple, however usually 
effective dynamical model (of the object velocity), which could add to the suggested 
solution as well. Object breakdown based on visual flow (for example, normalized 
graph cuts as proposed by [23]) can produce good results for tracking objects that 
display a limited amount of twists during global motions and, thus have a fairly un-
changing flow ([24]) 

3.4 Skin Color 

Skin color detection is widely used to detect hand configurations and thus it is  
very important in gesture recognition. Skin color classification is preferred for fast 
processing and due to its effective response to non-rigid objects such as hands.  
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Previously absorbed results shows it can be achieved only by skin color properties, 
for example, by [25] who used it in combination with a neural network to estimate 
gaze direction. [26] Demonstrate interface quality hand gesture recognition only with 
color segmentation means. Their method uses an HSV like color space, which is pos-
sibly beneficial to skin color identification. 

The appearance of skin color differs mostly in intensity while the chrominance re-
mains fairly consistent. Thus, and according to [27], color spaces that separate intensi-
ty from chrominance are suitable to skin segmentation when simple threshold-based 
segmentation is used. However, their results are based on a few images only, while a 
paper from [28] examined a huge number of images and found an excellent classifica-
tion performance with a histogram-based method in RGB color space. It appears that 
very simple threshold methods or other linear filters accomplish better results in HSV 
space, while more complex methods, particularly learning-based, nonlinear models 
excel in any color space. [28] Also state that Gaussian mixture models are lower to 
histogram based approaches. This is true as long as a large enough training set is 
available. Otherwise, Gaussians can fill in for inadequate training data and achieve 
better classification results. [29] Showed that object tracking based on color informa-
tion is possible with a method called CamShift which is based on the mean shift algo-
rithm. These methods dynamically slide a “color window” along the color probability 
distribution to dynamically parameterize thresholding segmentation. A certain amount 
of lighting changes can be allocated with. Patches or drops of uniform color have also 
been used, especially in fairly controlled scenes. According to [30] achieve excellent 
segmentation with dynamic adaptation of the skin color model based on the observed 
image. 

3.5 Contours Extraction 

Contour processing is performed on images typically after performing edge detection 
or thresholding. Contour extraction is used after canny edge detection algorithm, to 
detect an inserted object using color cluster feature. In theory, the contour or outline 
of an object reveals a lot about its shape and orientation. If perfect segmentation is 
possible, comparison based on curve matching is a feasible approach to object classi-
fication. For example as [31] assert that, based on polar coordinates above can be 
done. One can benefit even more from curve descriptors that are invariant to scale 
differences and rigid transformations such as those by [32] and Shape Context de-
scriptors. For less-than-perfect conditions however, more powerful 2D methods must 
be used. Those usually set on finding enough local clues in the image to place a shape 
model close to where the most likely placed of this shape can be found in the image 
data. Iterative methods frequently try to minimize an energy defined as images which 
are not aligned properly (far from an edge). For a hand in top view, these modes could 
theoretically be the movements of each finger. Statistical models of an object's 3D 
shape, often called “point clouds,” can also be built (as did, for example, [33]), but 
they shall not be further measured since their speed performance might drop. Accord-
ing to [34] took a popular approach and had their recognition method learn from ex-
tracted hand images instead of from actual photographs. During testing, edge data 
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between the observation and the learned database are compared and 3D hand configu-
rations can be estimated from 2D grey-level edges. According to their paper, match-
ing takes less than a second for an approximate result, but too long for interactive 
frame rates. [35] assert that; detect hands uniquely in postures regardless of messy 
backgrounds. The distance between two curves or contours is the mean of the dis-
tances between each point on one curve and its closest point on the other curve.  

4 Implementation 

4.1 Hand Gesture Recognition 

Hand gestures can be recognized with various means and varying fidelity. They are 
not in one particular identification technique, but with various sensing mechanisms. 
Hand detection for user interfaces must favor reliability over expressiveness: false 
positives are less tolerable than false negatives. Since detecting hands in arbitrary 
configurations is a largely unsolved problem in computer vision, the detector for iPa-
nel allows reliable and fast detection of the hand in one particular posture from a par-
ticular view direction. Starting the interaction from this initiation pose is particularly 
important for a hand gesture interface that serves as the sole input modality as it func-
tions as a switch to turn on the interface: without this and instead with an always-on 
interface, any gesture might inadvertently be interpreted as a command. The output of 
the detection stage amounts to the extent of the detected hand area in image coordi-
nates. This software system is capable of detecting the human hand in monocular 
video, tracking its location over time, and recognizing a set of finger configurations 
(postures). It operates in real time on commodity hardware and its output can thus 
function as a user interface. 

The software system that realizes the vision-based hand gesture recognition and al-
lows for its utilization as a user interface consists of a number of software compo-
nents that will be described in the following. iPanel main component pronounced 
“skindetector" is a library and the core gesture recognition module that implements all 
of the computer vision methods for detection, tracking, and recognition of hand ges-
tures. This module receives the direct video feed from a camera and generated the 
analyzed gesture results to the main application. This application called WinTalk 
class library, which handles pipeline initialization and implements convenience func-
tions. In addition to these runtime components, there is also an offline module that 
implements ANN (Artificial Neural Networking) training for the detection and recog-
nition components.  

The core module is a combination of recently developed methods with novel algo-
rithms to achieve real-time performance and robustness. A careful orchestration and 
automatic parameterization is largely responsible for the high speed performance 
while multi-modal image cue integration guarantees robustness. Yet, initially an hard-
coded values has been used to identify the hand gestures of the author in order to 
make sure that, development phase has not been misguided with different values. 
There are three stages: the first stage detects the presence of the hand in series of 
posture (It is required to have the vision interface always active since hand gestures 
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which are used as mouse movements may be used as commands). Yet, identifying a 
series of postures could cause different errors in the application due to the misleading 
of generated events. However, the issue has been addressed by a different mechanism, 
and to be discussed in the following paragraphs. After this gesture based activation, 
the second stage serves as an initialization to the third stage, the main tracking- and 
posture recognition stage. This multi-stage approach makes it possible to take advan-
tage of less general situations at each stage. Exploiting spatial and other constraints 
that limit the dimensionality and/or extent of the search space achieves better quality 
and faster processing speed. Author uses this at a number of places: the generic skin 
color model is adapted to the specifics of the observed user for posture recognition is 
positioned with fast model free tracking. However, staged systems are more prone to 
error propagation and failures at each stage. To avoid these pitfalls, every stage makes 
conservative estimations and uses multiple image cues (grey-level texture and local 
color information) to increase confidence in the results. “SkinDetector” assists as a 
library for gesture recognition that can be built into any windows application that 
demands a hand gesture user interface. However, it does not handle any user display-
specific operations such as image acquisition or display. Thus, it requires some pro-
gramming before it can be used. The final output of the vision system indicates for 
every frame the 2D location of the hand with the number of fingers if is tracked, or 
that it has not been detected yet. If the dominant hand's posture is recognized, it is 
described with a string identifier as a classification into a set of predefined, recogniz-
able hand configurations. 

4.2 Hand Detection 

  

Fig. 1. (1) Actual output of the custom YCrCb based skin detection algorithm. (2) Output - Hsv 
based skin detection algorithm. 

YCrCb / Custom YCrCb Based Skin Detection. Y′ is the luminance component 
and Cr and Cb are the red-difference and blue-difference chroma components. Y′ 
(with prime) is distinguished from Y which is luminance, meaning that light intensity 
is nonlinearly encoded based on gamma corrected RGB primaries. Yet, identifying 
the skin using YCrCb algorithm is very challenging because of the difficulty of identi-
fying the correct Ycc color range.  

Hsv Based Skin Detection. In the HSV color system, the colors of maximum satura-
tion are not necessarily pure. The HSV, an alternate representation of a given RGB 
color space, and the saturated colors in HSV are in fact the colors bordering the  
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corresponding RGB triangle in the chromaticity diagram. For this reason, the HSV 
color system has be identified as device dependent, meaning that it is not an absolute 
colorimetric space, but relative to the gamut of the RGB color space it describes. The 
third coordinate in HSV has the value or brightness; black has zero brightness. Start-
ing from the hues disk one can imagine the HSV space as a collection of hues circles 
with varying color value, one on top of the other and of the same size or of sizes di-
minishing with value. The Fig.1 (2) shows, the identified hand postures using the Hsv 
skin detection algorithm. 

Both algorithms custom YCrCb and Hsv based skin detection can used to identify 
the user skin of hand gestures. However, most of the researches shows, that the source 
frame is converted to both Ycc and Hsv color spaces and observed that Hsv color 
space provides better segmentation in practice over Ycc. Furthermore, it has been 
tested with different skin colors during various times of the day. The reason was Hsv 
provides clear separation of luminance and chrominance. Yet, it is more vital to train 
the algorithms through an ANN approach to recognize any type of skin in order to 
ensure that the every skin component has been identified in the image stream. 

4.3 Recognition 

In order to place flock features, initially context hulls are recognized through the iden-
tified counters, a centered point on top of the detected skin and a clock wise rotation. 
The Flock of Features follows small grey-level image artifacts. A weak global con-
straint on the features' locations is enforced, keeping the features tightly together. 
Features that are not likely to still be on an area of the hand appearance are relocated 
to close proximity of the remaining features and on an area with high skin color prob-
ability. This technique integrates grey-level texture and dimensionless color cues, 
resulting in more robustness towards tracking disturbances cause by background arti-
facts. From the feature locations a small area is determined that is scanned for the key 
postures that recognition is attempted for. Once prefect detection has been performed 
events are bind with the fingers. 

4.4 Execution 

In order to perform key pressing events author has been developed on his own algo-
rithm though out series of researches. The identified method was to capture three 
different postures of figure movements and analyze them to meet the requirements of 
performing key press actions. In the algorithm each of the fingertip positions are 
stored on a collection along with a finger number. When a key press is performed 
through the gestures it is noticeable that particular fingertip’s positions are change 
through Y axis of the screen while X axis on constant (But X axis could be slightly 
changed based on the movement). For example, if the initial X and Y position of a 
fingertip is X = 150, Y = 200; in the event of performing key press tip positions are 
changed to X = 155, Y = 265 and then again it changes to a position X = 152, Y = 
225. [37] Discussed a similar algorithm in there research related to wearable multi-
touch interaction. According to their solution three dimensional (X, Y and Z) fingertip 



44 H.C.D. Hettipathirana and P. Weerakoon 

detection has been used. However, author insists to use his own algorithm in order to 
minimize the complexity and to improve effective mechanism to identify the event of 
key press. 

4.5 Finding Rectangles and Identify Characters 

Finding rectangles involves finding axis aligned rectangles in binary image. These 
rectangles will help in separating the area of the image that contains text from the rest 
of the image. Even though, this is a huge process to carry out Tesseract API, provide 
all the required processing and identifying algorithms. Therefore, no custom algo-
rithms have been developed in order to analyze images or to identify. Furthermore, to 
identify language dependent characters Tesseract API required initializing with rele-
vant tesseract data and language dictionaries. Following Fig.4 (1) illustrates charac-
ters identified by the module. 

  

Fig. 2. (1) Characters identified by the OCR module. (2) User designed key arrangement and 
module generated virtual keyboard. 

5 Evaluation 

5.1 Expert Evaluation    

An expert evaluation was conducted on the research to measure the validity and ap-
propriateness of the approaches, methodologies, and models used by the author. The 
expert evaluation process has been started at the requirement gathering stage in order 
to understand and evaluate the user requirements. Then a thorough analysis and eval-
uation has been conducted in the design phase to avoid expensive mistakes, since the 
design can be altered prior to any major recourses commitment. Therefore, sample 
design and prototypes have been provided though it is difficult to get an accurate 
assessment of the experience of interaction. [4] assert that four different approaches 
that could adopt to expert analysis: (1) cognitive walkthrough, (2) heuristic evalua-
tion, (3) the use of models and (4) use of previous work. The author uses three ap-
proaches in order evaluate system properly. 

Cognitive walkthrough approach has been adopted and it evaluation is the code 
walkthrough to check certain characteristics (for example, that coding style is adhered 
to proper coding standards). The general idea behind the heuristic evaluation is that 
several evaluators independently critique the system to identify potential usability 
problems and to understand the severity of the problems. The final approach used to 
evaluate the iPanel system is “use of previous work”. Expert knowledge on previous 
experience also has been involved in order to provide the feedback for the system. 
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Furthermore, their comment regarding research holds a significant impact for the 
future enhancements on the application. A questioner has been used to gather expert 
reviews on the iPanel. With the intension of understanding the accuracy of the output, 
and the suitability of implemented algorithms, along with identifying the independen-
cy on user hand gestures; 71% of the participation has been awarded “Excellent” for 
the accuracy of the hand gesture recognition algorithm, while 28% stated “Good”. 
Also it is notable to discuss all the experts have been agreed that, Hsv based skin col-
or detection along with structural analysis can provide an effective person indepen-
dent hand and finger detection.  

6 Conclusion 

Author has been developed the iPanel, a computer vision system for recognition of 
hand gestures in real-time and perform key strokes in order to allow real time interac-
tion with a virtual keyboard. Novel and improved vision methods had to be devised to 
meet the strict demands of user interfaces. Tailoring system and applications for hand 
motions within a comfort zone that we have established improves user satisfaction 
and helps optimizing the vision methods. Multiple applications demonstrated such as 
windows, web, and mobile showed iPanel in action and indicated that it adds to the 
options of interaction with non-traditional computing environments. 
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