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Effectively consuming information from large amounts of texts, which are often
largely redundant in their content, is an old but increasingly pressing challenge.
It is well illustrated by the perpetual attempts to move away from the flat result
lists of search engines towards more structured fact-based presentations. Some
recent attempts at this challenge are based on presenting structured informa-
tion that was formulated according to pre-defined knowledge schemes, such as
Freebase and Google’s knowledge graph. We propose an alternative, as well as
complementary, approach that attempts to consolidate and structure all textual
statements in a document collection based on the inference relations between
them. Generic textual inference techniques, formulated under the Textual En-
tailment paradigm, are used to consolidate redundant information into unique
”core” statements, and then present them in an intuitive general-to-specific hi-
erarchy. The talk will review some of the underlying concepts and algorithms
behind our approach and present an initial demo.
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