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Abstract. Using acoustic analysis to classify and identify speech disorders non-
invasively can reduce waiting times for patients and specialists while also increas-
ing the accuracy of diagnoses. In order to identify models to use in a vocal disease
diagnosis system, we want to know which models have higher success rates in
distinguishing between healthy and pathological sounds. For this purpose, 708
diseased people spread throughout 19 pathologies, and 194 control people were
used. There are nine sound files per subject, three vowels in three tones, for each
subject. From each sound file, 13 parameters were extracted. For the classifica-
tion of healthy/pathological individuals, a variety of classifiers based on Machine
Learningmodels were used, including decision trees, discriminant analyses, logis-
tic regression classifiers, naive Bayes classifiers, support vector machines, classi-
fiers of closely related variables, ensemble classifiers and artificial neural network
classifiers. For each patient, 118 parameters were used initially. The first analy-
sis aimed to find the best classifier, thus obtaining an accuracy of 81.3% for the
Ensemble Sub-space Discriminant classifier. The second and third analyses aimed
to improve ground accuracy using preprocessing methodologies. Therefore, in the
second analysis, the PCA technique was used, with an accuracy of 80.2%. The
third analysis combined several outlier treatment models with several data nor-
malizationmodels and, in general, accuracy improved, obtaining the best accuracy
(82.9%) with the combination of the Greebs model for outliers treatment and the
range model for the normalization of data procedure.

Keywords: Outliers · Normalization · Speech Pathologies · Speech Features ·
Machine Learning · Vocal Acoustic Analysis

1 Introduction

This research aims to develop a straightforward artificial intelligence model that can
distinguish between healthy and pathological subjects with high accuracy rates and can
be implemented in a system for the early detection of vocal pathologies. In its initial
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trial stage, this technology will be installed in hospitals, where it will be used to record
people’s voices and determine if they are healthy or pathological.

Some unique data points differ significantly from other observations in a dataset.
These observations are called outliers. Finding these outlying/anomalous observations
in datasets has recently attracted much attention and is significant in many applications
[1, 2].

As a rule, the appearance of outliers in databases is mainly due to human errors,
instrument errors, population deviation, fraudulent behaviour and changes or failures
in the system’s behaviour. Some outliers can be observed as natural data points [3].
Detecting outliers in a dataset is important for many applications, such as network
analysis, medical diagnostics, agricultural intelligence and financial fraud detection [4].
The statistics-based outlier detectionmethodsmodel the objects usingmean and standard
deviation for a Gaussian distribution dataset or the median and inter-quartile range for
non-Gaussian distribution [5–8].

Because normalization operations are designed to reduce issues like data redundancy
and skewed results in the presence of anomalies, several modelling techniques, like
Neural Networks, KNN, and clustering, benefit from improved performance [9].

The data set underwent some modifications. Making a scale to stabilize variance,
lessen asymmetry, and bring the variable closer to the normal distribution is therefore
what is needed [9].

In sets of searches with excessive information due to the inclusion of many features,
issues like high dimensionality, overfitting risk, and biased results are dealt with by the
selection of features. Low relevance and redundant input data have an impact on learning
algorithms [10, 11].

As a result, the initial data set’s size is reduced, computational costs are decreased,
and the forecast accuracy of the predictors is increased as a result of the selection and
elimination of less important attributes. The search direction, the search methodology,
and the stopping criterion are the three dimensions that make up the selection of features
[12].

This work intends to find a classification model and optimize the accuracy in the
classification between healthy and pathological subjects. Therefore, it is necessary to
treat and correct the anomalies identified in the automatically extracted feature values
available in systems related to the diagnosis of voice pathologies, which have as input
parameters relative jitter, absolute jitter, RAP jitter, PPQ5 jitter, absolute shimmer, rel-
ative shimmer, APQ3 shimmer, APQ5 shimmer, Fundamental Frequency, Harmonic
to Noise Ratio (HNR), autocorrelation, Shannon entropy, logarithmic entropy and the
subject’s sex [13–17].

This work includes 4 section, the first being the introduction. The second describes
the database, extracted parameters, outlier identification and treatmentmethods, data nor-
malization and main component analysis. In the third chapter, the results and discussion
are described. Lastly, the conclusion.
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2 Materials and Methods

In this section, the Database used, the parameters used, the outliers identification meth-
ods, the normalization methods, Principal Component Analysis (PCA) and evaluation
measurements will be described.

2.1 Database

The German Saarbrucken Voice Database (SVD), made available online by the Institute
of Phonetics at the University of Saarland, was used as the source for the speech files
[18].

The collection includes voice signals from more than 2000 individuals with both
healthy voices and vocal problems. Each subject has recordings of the German greeting
“Good morning, how are you?” with the phonemes /a/, /i/, and /u/ in the low, neu-
tral/normal, and high tones and shifting between tones. The sound files have a duration
of between one and three seconds, were recorded inmono at a sample rate of 50 kHz, and
have a resolution of 16 bits [19]. Table 1 includes the mean age and standard deviation
as well as the distribution of subjects by various pathologies (19 diseases, a total of 708
diseased subjects, and 194 control subjects).

2.2 Feature Extraction

In this section, the various parameters that will be extracted from the speech signal will
be described.

Jitter is the glottal fluctuation between vocal cord vibration cycles. Higher jitter
values are typically observed in subjects who have trouble modulating their vocal cords.
Absolute Jitter (jitta), Relative Jitter (jitter), Relative Average Perturbation Jitter (RAP),
and Five-point Period Perturbation Quotients Jitter (PPQ5) will be used as input features
[15, 17, 19].

Shimmer is the amplitude variation over the glottal periods. Variations in glottal
magnitude are mostly caused by lesions and decreased glottal resistance. Reduced glot-
tal resistance and injuries can result in higher shimmer values, which can change the
glottal magnitude. Absolute Shimmer (ShdB), Relative Shimmer (shim), Three-Point
Amplitude Perturbation Quotient Shimmer (APQ3), and Five-Point Amplitude Pertur-
bation Quotient Shimmer (APQ5) will be used as the shimmer measurements [15, 17,
19].

Fundamental Frequency (F0) is thought to correspond to the vibration frequency
of the vocal cords. The Autocorrelation method is used to calculate the F0, with a frame
window length of 100 ms and a minimum F0 of 50 Hz [20].

Harmonic to Noise Ratio (HNR) enables for assessing the relationship between
the harmonic and noise components of a speech signal. Different vocal tract topologies
result in various amplitudes for the harmonics, which can cause the HNR value of a
signal to change [16, 21–24].



290 J. F. T. Fernandes et al.

Table 1. Groups used for the study, sample size, mean and standard deviation of the ages.

Groups Sample size Average
Ages

Standard
Deviation Agesubjects %

Control 194 21.51 38.06 14.36

Pathological Dysphonia 69 7.65 47.38 16.27

Chronic Laryngitis 41 4.55 49.69 13.47

Vocal Cord
Paralysis

169 18.74 57.75 13.77

Cyst 3 0.33 47.50 15.56

Vocal Strings Polyp 27 2.99 52.28 13.41

Carcinoma of Vocal
Strings

19 2.11 57.00 6.60

Laryngeal Tumor 4 0.44 53.50 8.17

Granuloma 2 0.22 44.50 4.50

Intubation
granuloma

3 0.33 53.00 11.22

Hypopharyngeal
Tumor

6 0.67 59.50 9.29

Fibroma 1 0.11 46.00 0.00

Dysplastic Larynx 1 0.11 69.00 0.00

Reinke’s edema 34 3.77 56.10 11.37

Functional
Dysphonia

75 8.31 47.12 14.54

Hypofunctional
Dysphonia

12 1.33 41.63 15.07

Hyperfunctional
Dysphonia

127 14.08 42.32 13.62

Hypotonic
Dysphonia

2 0.22 49.50 12.50

Psychogenic
Dysphonia

51 5.65 51.40 9.40

Spasmodic
Dysphonia

62 6.87 57.15 15.75
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Autocorrelation.
The autocorrelation gives an indication of how similar succeeding phonatory periods that
are repeated throughout the signal are to one another. The signal’s periodicity increases
as the autocorrelation value rises [19, 21, 25].

Entropy.
In order to quantitatively quantify the level of unpredictability and uncertainty of a
particular data sequence, it takes into account the energy that is present in a complex
system. Entropy analysis makes it feasible to precisely evaluate the nonlinear behavior
characteristic of voice signals [26].

2.3 Identification and Treatment of Outliers

The basic methods for finding outliers can be distinguished by the criteria used, such as
classification, distance, densities, clusters, and statistics [3].

The calculation of mean, standard deviation and histograms is affected by outliers.
As a result, it distorts generalizations and inferences about the studied data set. As a
result, the inclusion of outliers in the dataset can result in incorrect interpretations [3].

In the Median method, Outliers are items that deviate more than three MED from
the median. Equation 1 provides the MED scale’s definition.

c ∗ median(|A − median(A)|) (1)

where A is the data and c is described by Eq. 2, where erfcinv is the inverse
complementary error function [27].

c = −1√
2 ∗ erfcinv

( 3
2

) (2)

TheMeanmethod defines Outliers by the Mean method as components that deviate
from the mean by more than three standard deviations. This approach is quicker but less
reliable than the median approach [8, 27, 28].

In theQuartilemethod, itemswithmore than 1.5 inter-quartile range above the upper
quartile (75%) or below the lower quartile (25%), are considered outliers. This approach
is advantageous when the data has not a normal distribution [27, 28].

The Grubbs test, which eliminates one outlier per iteration based on the hypothesis
test, is used by the Grubbsmethod to identify outliers. The data will be assumed to have
a normal distribution for this method [27].

By employing the Grubbs test, which eliminates one outlier per iteration based on
the hypothesis test, theGesd technique finds outliers. According to this strategy, the data
should have normal distribution [27].

Once an outlier has been identified, filling is the procedure used to handle it. The
limit value, which is determined in accordance with the selected method, takes the place
of the outlier.

When new subjects (samples) are included in the dataset, the recognition process
must be verified using the threshold value that was previously established using the
original data set.



292 J. F. T. Fernandes et al.

2.4 Normalization

Somemodeling tools, such as neural networks, the k-nearest neighbors algorithm (KNN),
and clustering, benefit from normalization since these normalizing operations aim to
reduce issues such data redundancy and skewed findings in the presence of anomalies.
The dataset underwent several modifications. Therefore, the goal is to create a scale
that will stabilize a variance, reduce asymmetry, and approach the variable’s normal
distribution [3].

The Z-Score calculates a data point’s distance from the mean, related to standard
deviation,. The original data set’s shape characteristics are preserved in the standardized
data set (same skewness and kurtosis), which has a mean of 0 and a standard deviation
of 1 [29, 30].

The general definition of the P-norm of a vector v with N elements according to the
P-Norm technique is: where p is any positive real value, Inf or -Inf. Typical values of p
include 1, 2, and Inf [29, 30].

• The sum of the absolute values of the vector elements is the 1-norm that results if p
is 1.

• The vector magnitude, or Euclidean length of the vector, is determined by the 2-norm
that results if p is 2.

• When p is Inf, then ‖v‖∞ = maxi(|v(i)|).
By stretching or compressing the points along the number line, the Resizingmethod

modifies the distance between the minimum and maximum values in a data collection.
The data’s z-scores are kept, therefore the statistical distribution’s form is unaltered. The
formula for scaling data X to a range [a, b] is: If A is constant, normalize returns the
interval’s lower limit (which is 0 by default) or NaN (when the range contains Inf) [29,
30].

A data set’s Interquartile Range (IQR) describes the range of the middle 50% of
values after sorting the values. In this case, the median of the data would be Q2, the
median of the lower half would be Q1, and the median of the upper half would be Q3.
When the data contains outliers (extremely big or very tiny values), the IQR is typically
favored over examining the entire range of the data because it excludes the largest 25%
and smallest 25% of values in the data [30].

The median value of the absolute deviations from the median of the data is known
as the Median Absolute Deviation (MAD) of a data collection. As a result, the MAD
illustrates how variable the data are in regard to the median. When the data contains
outliers (extremely big or very tiny values), the MAD is typically favored over using the
standard deviation of the data since the standard deviation squares differences from the
mean, giving outliers an excessively significant impact. In contrast, the MAD value is
unaffected by the deviations of a few outliers [30].

2.5 Principal Component Analysis (PCA)

This technique uses mathematical concepts such as standard deviation, covariance of
eigenvalues and eigenvector. To determine the number of principal components, eigen-
vectors and eigenvalues must be determined starting from the covariance matrix. Then,
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calculating the cumulative proportion of the eigenvalues is all that is required. As a result,
the first eigenvectors that correspond to 90% or 95% of the collected percentage will
be chosen, meaning that the first eigenvectors account for 90% or 95% of the data. The
final step is to multiply the fitted data by the inverse of the chosen eigenvector matrix
[31].

2.6 Evaluation Measurements

In order to evaluate the performance, accuracy will be used. This measure is observed
in Eq. 3. However, the data used are unbalanced, hence the need to present 4 measures
in addition to accuracy, namely precision, sensitivity, specificity and F1-score. These
measures are presented in Eq. 4, 5, 6 and 7 respectively. Where TP stands for True
Positive, FN stands for False Negative, FP is False Positive, TN is True Negative, P
stands Precision and S is Sensibility.

Accuracy = TP + TN

TP + FN + FP + TN
(3)

Precision = TP

TP + FP
(4)

Sensibility = TP

TP + FN
(5)

Specificity = TN

TN + FP
(6)

F1 − score = 2 × P × S

P + S
(7)

3 Results and Discussion

In this chapter the results are presented as well as a discussion about them.

3.1 Results

For the analysis, 9 sound files were used per subject, and 13 parameters were extracted
from each file (relative jitter, absolute jitter, RAP jitter, PPQ5 jitter, absolute shim-
mer, relative shimmer, APQ3 shimmer, APQ5 shimmer, fundamental frequency, HNR,
autocorrelation, Shannon entropy and logarithmic entropy), giving 117 parameters per
subject, to which sex was added. Therefore, the input matrix is composed of 118 lines
× N number of subjects.

Having the input matrix, the classification between healthy and pathological began.
As classifiers we used Decision Trees, Discriminant Analysis, Logistic Regression Clas-
sifiers, Naive Bayes Classifiers, Support VectorMachines, Nearest Neighbor Classifiers,
Ensemble Classifiers and Artificial Neural Network. The cross-validation technique of
10 folds was applied during the training process.
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The classifier that obtained the best result without any data pre-processing, with a
binary output (control/pathological) was the Ensemble Subspace Discriminant [32] with
an accuracy of 81.3%. This model had 30 learners and subspace dimension 59.

In order to improve this accuracy, the technique of reducing the dimension was
used, using Principal Component Analysis (PCA). This analysis was applied to the 118
parameters, with a variance of 95%, resulting in 7 new features and an accuracy of 80.2%
was obtained.

Given that the accuracy obtainedwith the PCA technique is lower than those obtained
without any feature dimension reduction and considering thework of Silva et al. 2019 [3],
where it obtained an improvement of up to 13 percentage points, an attempt was made to
understand whether, with the treatment of outliers and data normalization, the accuracy
of the classifier increased. Therefore, in Table 2 it is possible to observe the result of the
various combinations between the various models for treating outliers with the various
models for normalizing the data. In this analysis, PCA was not used, since there was a
loss of accuracy. In the normalization using the range model (resizing method), the data
were normalized between [−1, 1].

Table 2. Accuracy using the Ensemble Subspace Discriminant model with the various outlier
detection and data normalization techniques.

Accuracy (%) Normalization method

zscore norm scale range center medianiqr

Outliers method Median 82.3 82 82.3 81.6 81.6 82.4

Mean 81.6 81.2 82 81.9 82.2 81.5

Quartiles 82.3 82.0 82.4 82.5 82.5 82.5

Grubbs 82.5 81.7 82.3 82.9 82.3 82.2

Gesd 82.2 82.0 81.2 81.8 82.3 81.6

Table 2 shows that using the outlier identification method and data normalization
allows for improvements in accuracy over the baseline accuracy of 81.3%.

The combination between the outlier identification method and the data normal-
ization method that obtained the best results was with the Grubbs method for outliers
and the range method for data normalization, which obtained an accuracy of 82.9%. In
this way, an improvement of 1.6 percentage points was achieved compared to the result
where there was no data pre-processing, and an improvement of 2.7 percentage points
compared to the accuracy obtained by the PCA method.

In Fig. 1, it is possible to see that the Area Under Curve (AUC) improved
considerably, changing from 0.78 to 0.82.

3.2 Discussion

Comparing the results obtained in this work with those obtained by Silva et al. 2019 [3],
it is possible to notice that the results obtained in this work are similar. In both works,
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a) Classifier ROC curve without data pre-processing.

b) ROC curve of the classifier using the outliers and normalization method with better 

accuracy.

Fig. 1. a) Classifier ROC curve without data pre-processing; b) ROC curve of the classifier using
the outliers and normalization method with better accuracy.
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an improvement in the classification was obtained. However, in the work developed by
Silva et al. 2019, the results obtained with the treatment of outliers showed a greater
improvement at a percentage level between the results without processing outliers and
those obtained with the treatment of outliers. This can be justified by the classifier used,
since different classifiers are used and without any treatment of the data, in this work a
higher accuracy was obtained, as well as, by the fact that in this work more pathologies
are used, which leads to a great diversification of data, while in the work by Silva et al.
2019 [3] try to classify only between control and dysphonia, control and laryngitis and
control and vocal cord paralysis and the data difference between control and pathology
is smaller, that is, the data are not unbalanced. Besides, the baseline accuracy used in
[3] was lower, between 63% and 80%, for different classification cases, leaving more
space for improvements. Also, the methods of identification and treatment of outliers
and data normalization used in this work and [3] are different. In Silva et al. 2019 [3]
used the boxplot method and the standard deviation method as a method of identifying
and treating outliers, and the z-score, logarithmic and square root method as a data
normalization method.

For the situationwith the best accuracy, precision, sensitivity, specificity andF1-score
were calculated, obtaining 73.8%, 32%, 96.9% and 44.6% respectively.

TheF1-score value is significantly different from the accuracy value, since the dataset
is not balanced.

4 Conclusion

In order to try to obtain greater accuracy in the subject classification process
(healthy/pathological) we tried to understand whether the results were better with the
data from the input matrix in 3 ways: without any pre-processing, with PCA and without
PCA with technique of identification and treatment of outliers and data normalization.
Therefore, for this analysis we had 708 sick participants and 194 control individuals
were used in this study, since it took into account 19 different pathologies.

Each subject comprises nine sound files, corresponding to three vowels and three
tones, where 13 parameters were taken from each sound file, totalling 117 input features
for each subject, to which the subject’s sex was also added. The input matrix is thus
made up of N subjects x 118 lines.

In this work, a first classification was started where the input matrix did not have
any type of data pre-processing 8 types of classifiers with several models. The cross-
validation technique of 10 validations was applied to these classifiers.From this first
analysis, an accuracy of 81.3% was obtained for the Ensemble Subspace Discriminant
classifier.

Then a second analysis was carried out where the Principal Component Analysis
(PCA) technique was applied to the input matrix. In this analysis, only the classifier
that obtained the best accuracy was used, but the accuracy results were not better, as an
accuracy of 80.2% was obtained.

In work by Silva et al. 2019 [3], using different outlier treatment methods and data
normalization, improved accuracy by up to 13 percentage points from a lower baseline
accuracy. In this way, an analysis was initiated in which 5 outlier treatment models
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were combined with 6 data normalization models without the use of PCA, for the same
classification model. Therefore, an improvement of 1.6 percentage points was achieved,
with an accuracy of 82.9%. This accuracy was obtained with the combination of the
grubbs model in the treatment of outliers, with the range model in the normalization of
the data.

As future work, it is intended to classify the types of signals. In signal classification
there are 3 types of signals. In type 1 the signals are periodic, in type 2 they have some
periodicity and in type 3 the signals are chaotic. Signals that are classified as type 3 cannot
use these parameters since they are signals without any type of periodicity, which leads
to extremely high jitter and shimmer values, thus impairing the classification. Later, it
is intended to identify the pathology and the degree of severity.

In order to increase the database, this system is implemented in a hospital in order
to collect more speech signals.
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