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Abstract This work focuses on the following question: is it possible to influence 
the behavior of self-interested agents through the strategic provision of information? 
This ‘sweet talk’ is ubiquitous among all sorts of economics and non-economics 
activities. In this work, we model these multi-agent systems as games between an 
informed sender and one or multiple receivers. We study the computational problem 
faced by an informed sender that wants to use his information advantage to influence 
rational receivers with the partial disclosure of information. In particular, the sender 
faces an information structure design problem that amounts to deciding ‘who gets 
to know what’. Bayesian persuasion provides a formal framework to model these 
settings as asymmetric-information games. In recent years, much attention has been 
given to Bayesian persuasion in the economics and artificial intelligence communities 
due also to the applicability of this framework to a large class of scenarios like online 
advertising, voting, traffic routing, recommendation systems, security, and product 
marketing. However, there is still a large gap between the theoretical study of infor-
mation in games and its applications in real-world scenarios. This work contributes 
to close this gap along two directions. First, we study the persuasion problem in 
real-world scenarios, focusing on voting, routing, and auctions. While the Bayesian 
persuasion framework can be applied to all these settings, the algorithmic problem 
of designing optimal information disclosure polices introduces computational chal-
lenges related to the specific problem under study. Our goal is to settle the complexity 
of computing optimal sender’s strategies, showing when an optimal strategy can be 
implemented efficiently. Then, we relax stringent assumptions that limit the applica-
bility of the Bayesian persuasion framework in practice. In particular, the classical 
model assumes that the sender has perfect knowledge of the receiver’s utility. We 
remove this assumption initiating the study of an online version of the persuasion 
problem. This is the first step in designing adaptive information disclosure policies 
that deal with the uncertainty intrinsic in all real-world applications. 
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1 Introduction 

This work considers the following question: is it possible to influence the behav-
ior of self-interested agents through the strategic provision of information? This  
‘sweet talk’ is ubiquitous among all sorts of economic activities, and it was famously 
attributed to 30% of the GDP in the United States [ 3]. Moreover, information is the 
foundation of any democratic election, as it allows voters for better choices. In many 
settings, uninformed voters have to rely on inquiries of third party entities to make 
their decision. With the advent of modern media environments, malicious actors have 
unprecedented opportunities to garble this information and influence the outcome 
of the election via misinformation and fake news [ 1]. Reaching voters with targeted 
messages has never been easier. As another example, consider a multi-agent routing 
problem in which agents seek to minimize their own costs selfishly. In real-world 
problems, the state of the network may be uncertain, and not known to its users (e.g., 
drivers may not be aware of road works and accidents in a road network). A central 
authority or a navigation app may mitigate inefficiencies and reduce the social cost 
providing players with partial information about the state of the network. 

Bayesian persuasion [ 28] provides a framework to model the problem faced by 
an informed sender trying to influence the behavior of self-interested receivers. In 
particular, the sender faces an information structure design problem which amounts 
to deciding ’who gets to know what’ about some exogenous parameters collectively 
termed state of nature. Since the seminal work of [ 28], a large attention has been given 
to the Bayesian persuasion framework in the economics and artificial intelligence 
community due also to the applicability of this framework to a large class of scenarios 
like online advertising [ 7, 8, 12, 27], voting [ 2, 25], traffic routing [ 11, 33], recom-
mendation systems [ 29], security [ 31, 35], and product marketing [ 5, 13]. However, 
there is still a large gap between the theoretical study of information in games and 
its applications in real-world scenarios. This work contributes to close this gap along 
two directions. First, we study the Bayesian persuasion framework in real-world 
scenarios, focusing on voting, routing, and auctions. While the Bayesian persuasion 
framework can be applied to all these settings, the algorithmic problem of designing 
optimal information disclosure polices introduces computational challenges related 
to the specific problem under study. Then, we relax stringent assumptions that limit 
the applicability of the classical bayesian persuasion framework in practice. In par-
ticular, one of the most limiting assumption is, arguably, that the sender is required 
to know the receiver’s utility function to compute an optimal signaling scheme. We 
remove this assumption by studying a repeated Bayesian persuasion problem in an 
online learning framework where, at each round, the receiver’s type is adversarially 
chosen from a finite set of types. This is the first step in designing adaptive infor-
mation disclosure policies that deals with the uncertainty intrinsic in all real-world 
applications.
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2 The Bayesian Persuasion Framework 

Bayesian persuasion [ 28] studies the problem faced by an informed agent (the sender) 
trying to influence the behavior of other self-interested agents (the receivers) via the 
partial disclosure of payoff-relevant information. Agents’ payoffs are determined 
by the actions played by the receivers and by an exogenous parameter represented 
as a state of nature, which is drawn by a known prior probability distribution and 
observed by the sender only. The sender commits to a public randomized information-
disclosure policy, which is customarily called signaling scheme. In particular, it 
defines how the sender should send signals to the receivers. Depending on the appli-
cation various types of signaling schemes have been introduced to represent the pos-
sible communication constraints between the sender and the receivers. In a private 
signaling scheme, the sender can use a private communication channel per receiver, 
in a public signaling scheme the sender can use a single communication channel 
for all the receivers, while we introduce semi-public signaling schemes in which the 
sender can use a single communication channel for a subset of the receivers. 

Arguably, one of the most severe obstacle to the application of the classical 
bayesian persuasion model by [ 28] to real-world scenarios is that the sender must 
know exactly the receiver’s utility function to compute an optimal signaling scheme. 
This assumption is unreasonable in practice. However, only recently some works 
tries to relax this assumption. In particular, [ 6] study a game with a single receiver 
and binary-actions in which the sender does not know the receiver utility, focusing 
on the problem of designing a signaling scheme that perform well for each possible 
receiver’s utility. Zu et al. [ 37] relax the perfect knowledge assumption assuming 
that the sender and the receiver do not know the prior distribution over the states 
of nature. They study the problem of computing a sequence of persuasive signaling 
schemes that achieve small regret with respect to the optimal signaling scheme with 
the knowledge of the prior distribution. Bernasconi et al. [ 10] extends the analysis 
to sequential settings. In this work, we follow a different approach and we deal with 
uncertainty about the receiver’s utility by framing the Bayesian persuasion problem 
in an online learning framework [ 9]. In particular, we advance the state of the art 
on algorithmic Bayesian persuasion along two directions. First, we study Bayesian 
persuasion in games with structure, focusing on voting, routing, and auctions. Then, 
we initiate the study of Bayesian persuasion with payoff uncertainly. 

3 Persuading in Election 

In this section, we study Bayesian persuasion in voting scenarios. Information is 
the foundation of any democratic election, as it allows voters for better choices. In 
many settings, uninformed voters have to rely on inquiries of third-party entities to 
make their decision. For example, in most trials, jurors are not given the possibility 
of choosing which tests to perform during the investigation or which questions are
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asked to witnesses. They have to rely on the prosecutor’s investigation and questions. 
The same happens in elections, in which voters gather information from third-party 
sources. Hence, we pose the question: can a malicious actor influence the outcome 
of a voting process only by the provision of information to voters who update their 
beliefs rationally? We study majority voting, plurality voting and district-based elec-
tions, showing a sharp contrast in term of efficiency in manipulating elections and 
computational tractability between the case in which private signals are allowed and 
the more restrictive setting in which only public signals are allowed. In particular, we 
show that it is possible to compute an optimal private signaling scheme in polyno-
mial time in all the elections that we considered, while the problem of approximating 
the optimal public signaling scheme is.NP-hard even for majority voting. Moreover, 
we show that, assuming the Exponential Time Hypothesis (ETH), the problem of 
approximating the optimal public signaling scheme in majority voting requires quasi-
polynomial time even relaxing persuasiveness. In doing so, we provide some insights 
on the complexity of general persuasion problems, such as the characterization of 
bi-criteria approximations in public signaling problems. A complete version of our 
results appears in [ 14, 15, 19]. 

4 Persuading in Routing 

The study of how to influence traffic congestion has receive an increasing attention 
in recent years [ 22, 30, 33, 34]. Network congestion games, where players seek 
to minimize their own costs selfishly, are a canonical example of a setting where 
externalities may induce socially inefficient outcomes [ 32]. In real-world problems, 
the state of the network may be uncertain, and not known to its users (e.g., drivers 
may not be aware of road works and accidents in a road network). This setting is 
modeled via Bayesian network congestion games (BNCGs). Here, we explore how 
information can be used to reduce the social cost in routing games. In particular, we 
study Bayesian games with atomic players, where network vagaries are modeled via 
a (random) state of nature which determines the costs incurred by the players. We 
investigate whether it is possible to efficiently compute optimal, i.e., minimizing the 
social cost, ex ante persuasive signaling schemes in BNCGs, showing that symmetry 
is a crucial property for its solution. We focus on the notion of ex ante persuasive-
ness, as introduced by [ 24, 36], where the receivers are incentivized to follow the 
sender’s recommendations having observed only the signaling scheme. We show 
that an optimal ex ante persuasive signaling scheme can be computed in polynomial 
time in symmetric BNCGs (i.e., where all the players share the same source and 
destination pair) with edge costs defined as affine functions of the edge congestion. 
Then, we show that symmetry is a crucial property for efficient signaling by prov-
ing that it is .NP-hard to compute an optimal ex ante persuasive signaling scheme 
in asymmetric BNCGs. Our reduction proves an even stronger hardness result, as 
it works for non-Bayesian singleton congestion games with affine costs, which is 
arguably the simplest class of asymmetric congestion games. Furthermore, in such
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setting, a solution to our problem is an optimal coarse correlated equilibrium and, 
thus, computing optimal coarse correlated equilibria is.NP-hard. A complete version 
of our results appears in [ 17]. 

5 Persuading in Auctions 

In this section, we study persuasion in posted price auctions. In these auctions a 
seller tries to sell an item by proposing take-it-or-leave-it prices to buyers arriving 
sequentially. Each buyer has to choose between declining the offer—without having 
the possibility of coming back—or accepting it, thus ending the auction. We study 
Bayesian posted price auctions, where the buyers valuations for the item depend on 
a random state of nature, which is known to the seller only. Thus, the seller does 
not only have to decide price proposals for the buyers, but also how to partially 
disclose information about the state so as to maximize revenue. Our model finds 
application in several real-world scenarios. For instance, in an e-commerce platform, 
the state of nature may reflect the condition (or quality) of the item being sold 
and/or some of its features. These are known to the seller only since the buyers 
cannot see the item given that the auction is carried out on the web. We focus on 
two different settings: public signaling, where the signals are publicly visible to 
all buyers, and private signaling, in which the seller can send a different signal 
to each buyer through private communication channels. As a first negative result, 
we prove that, in both public and private signaling, the problem of computing an 
optimal seller’s strategy does not admit an FPTAS unless . P =.NP. Indeed, the result 
holds for basic instances with a single buyer. Then, we provide tight positive results 
by designing a PTAS for each setting. To do so, we provide a preliminary result 
that allows us to assume without loss of generality that the seller commits to price 
functions with specific structures. Indeed, in a Bayesian posted price auction, the 
seller may commit to a price function that selects the prices to be proposed to the 
buyers stochastically on the basis of the signals being sent to all the buyers. This 
introduces considerable additional challenges compared to standard posted price 
auctions. In order to overcome such difficulties, we show that the seller can commit 
to a price function that deterministically proposes a price to each buyer on the basis 
of the signal being sent to that buyer only, without incurring in any revenue loss. This 
holds in both the public and the private signaling settings. Finally, we conclude the 
analysis comparing the effectiveness of different classes of signaling schemes. We 
show that the seller can increase their revenue by revealing information on the state 
of nature through signaling, with respect to the case in which they do not disclose 
anything. Moreover, we shows that the seller may get an higher revenue by using 
private signaling rather than public signaling. A complete version of our results 
appears in [ 23].
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6 Online Bayesian Persuasion 

In this section, we study Bayesian persuasion with payoff uncertainty. First, we 
consider the setting with a single receiver and we deal with uncertainty about the 
receiver’s type by framing the Bayesian persuasion problem in an online learning 
framework. In particular, we study a repeated Bayesian persuasion problem where, 
at each round, the receiver’s type is adversarially chosen from a finite set of types. 
Our goal is the design of an online algorithm that recommends a signaling scheme 
at each round, guaranteeing an expected utility for the sender close to that of the 
best-in-hindsight signaling scheme. We study this problem under two models of 
feedback: in the full information model, the sender selects a signaling scheme and 
later observes the type of the receiver; in the partial information model, the sender 
only observes the actions taken by the receiver. First, we study the computational 
complexity of the online Bayesian persuasion problem. We provide a negative result 
that rules out, even in the full information setting, the possibility of designing a 
no-regret algorithm with polynomial per-round running time. The same hardness 
result holds when employing the notion of no-.α-regret (in the additive sense) for 
any .α < 1. Formally, we show that for any .α ≤ 1, a no-.α-regret algorithm for the 
online Bayesian persuasion problem requiring a per-round running time polynomial 
in the size of the instance cannot exist, unless .NP .⊆ .RP. In order to prove this 
negative result we show, as an intermediate step, that the problem of approximating 
an optimal signaling scheme is .NP-Hard even in the offline Bayesian persuasion 
problem in which the sender knows the probability distribution according to which 
receiver’s types are selected. 

Then, we study whether it is possible to devise a no-regret algorithm for the online 
Bayesian persuasion problem by relaxing the (per-round) running time constraint. 
This is not a trivial problem even in the full information feedback setting since, at 
each round, the sender has to choose a signaling scheme among an infinite number of 
alternatives. Moreover, the sender’s utility depends on the receiver’s best response, 
which yields an objective function which is not linear nor convex (or even continuous 
in the space of the signaling schemes). In the full information feedback setting, we 
show how to construct an algorithm that guarantees a regret polynomial in the size of 
the problem instance, and sublinear in the number of rounds . T with order .O(T 1/2). 
In the partial information feedback setting, we develop an algorithm guaranteeing a 
regret polynomial in the size of the problem instance, and sublinear in . T with order 
.O(T 4/5). In this case, the main idea is to use a full-information no-regret algorithm 
in combination with a mechanism to estimate the sender’s utilities corresponding to 
signaling schemes different from the one recommended by the algorithm. Finally, we 
show that, relaxing the persuasiveness constraints, we can design polynomial-time 
algorithms with small regret. 

Finally, we extend the online Bayesian persuasion framework to include multiple 
receivers. We focus on the case with no-externalities and binary actions. Moreover, 
to focus only on the receivers’ coordination problem, we overcome the intractability 
of the single-receiver problem assuming that each receiver has a constant number of
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types. First, we prove a negative result: for any .0 < α ≤ 1, there is no polynomial-
time no-.α-regret algorithm when the sender’s utility function is supermodular or 
anonymous. Then, we focus on the case of submodular sender’s utility functions and 
we show that, in this case, it is possible to design a polynomial-time no-.(1 − 1/e)-
regret algorithm, which is tight. A complete version of our results appears in [ 16, 
18, 20]. 

7 Efficient Online Learning Through Mechanism Design 

In the previous section, we show that, both for the setting with a single and multiple 
receivers, the design of polynomial-time no-regret algorithms is impossible due to 
the.NP-Hardness of the underline offline problems in which the distribution over the 
types is known. Hence, the design of efficient algorithms for the offline problem is 
the bottleneck to the design of efficient online learning algorithms. In this section, we 
show how to circumvent this issue by leveraging ideas from mechanism design. In 
particular, we introduce a type reporting step in which the receiver is asked to report 
her type to the sender, after the latter has committed to a menu defining a signaling 
scheme for each possible receiver’s type. Surprisingly, we prove that, with a single 
receiver, the addition of this type reporting stage makes the sender’s computational 
problem tractable. Our main result is to show the existence of a menu of direct and 
persuasive signaling schemes. In the classical model in which the sender perfectly 
knows the receiver payoff, a signaling scheme is direct if signals represent action 
recommendations and persuasive if the receiver is incentivized to follow the recom-
mendations. We extend this definition to menus of signaling schemes. In particular, 
a menu is direct if the signals used by all the signaling schemes are action recom-
mendations, and it is persuasive if a receiver has an incentive to follow the action 
recommendation if they reported their true type. Using this result, an optimal menu 
of signaling schemes can be computed efficiently by a linear program of polynomial 
size. 

Then, we extend our Bayesian persuasion framework with type reporting to set-
tings with multiple receivers, focusing on the widely-studied case of no-externalities 
and binary actions. Moreover, we focus on most common classes of sender’s utility 
functions: supermodular, submodular and anonymous [ 4, 5, 26, 36]. In such setting, 
we show that it is possible to find a sender-optimal solution in polynomial-time for 
supermodular and anonymous sender’s utility functions. As for the case of submodu-
lar sender’s utility functions, we provide a .(1 − 1/e)-approximation to the problem, 
which is tight. A complete version of our results appears in [ 21].
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8 Conclusions and Future Research 

In this work, we significantly advance the state of the art on algorithmic Bayesian 
persuasion along two different directions. First, we study the algorithmic problem of 
designing optimal information disclosure policies in real-world scenarios. In particu-
lar, we study several voting problems, including majority voting, plurality voting and 
district-based elections characterizing the computational complexity of each prob-
lem under private and public signaling. In doing so, we provide some insights on the 
complexity of general persuasion problems, such as the characterization of bi-criteria 
approximations in public signaling problems. Moreover, we show how the partial 
disclosure of information can be used to reduce the social cost in routing games and to 
increase the revenue in posted price auctions. Then, we relax the assumptions that the 
sender knows the receiver’s utility function, initiating the study of online Bayesian 
persuasion. This is the first step in designing adaptive information disclosure policies 
that deals with the uncertainty intrinsic in all real-world applications. 

We conclude proposing some future research directions. Despite the great atten-
tion received by the economics and artificial intelligence communities and the large 
class of potential real-world applications, the use of Bayesian persuasion in the 
real world is still limited. We believe that one of the main obstacle to the design 
of information disclosure policies in practice is the perfect knowledge assumption. 
An interesting direction is to study how the general online Bayesian persuasion 
framework introduced in this work can be applied to structured games. This posses 
various challenges. First, despite the design of no-regret algorithms is computation-
ally intractable in general, it would be interesting to find some structured games for 
which it is possible to design efficient no-regret algorithms. As a second point, while 
for the single-receiver online Bayesian persuasion problem we provide no-regret 
algorithms with both full information and partial information feedback, our analysis 
of settings with multiple-receiver is limited to the case with full feedback and no 
externalities. While this assumptions are reasonable in some settings, they do not 
fit with some applications. For instance, routing games requires to take in account 
externalities among the players. Another interesting direction is to deal with the 
computational challenges introduced by the online learning framework. In particu-
lar, we showed that the computation of no-regret algorithms in the online Bayesian 
persuasion problem is often computational intractable, making it difficult to apply 
in practice. We propose a way to solve this problem, showing that the intractability 
of an offline version of the problem can be circumvented with a type reporting step. 
It remains an open question if a type reporting step can be used to design efficient 
online learning algorithms. Moreover, in our online learning framework we assume 
that the receivers have a finite number of known possible types. Despite this is a 
significant improvement over the perfect knowledge of the receivers’ utilities, this 
approach assumes some prior knowledge of the receivers. It would be interesting to 
extend our results to the case in which the receivers can have arbitrary utilities and 
hence an infinite number of possible types. Finally, we show how to deal with uncer-
tainly over the receivers’ utility functions. However, this is not the only unreasonable
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assumption of the classical Bayesian persuasion framework. For instance, another 
important assumption is that the sender and receivers share the same prior belief. 
In practice, these beliefs come from past observations, and thus are uncertain and 
approximated. References [ 10, 37] study a game between a sender and a receiver that 
do not know the prior distribution. It would be interesting to consider uncertainly on 
the receiver’s payoffs and the prior belief simultaneously. 
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