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Preface 

This volume collects the best results from students who obtained a Ph.D. in Informa-
tion Technology (IT) at the Dipartimento di Elettronica, Informazione e Bioingeg-
neria of the Politecnico di Milano, during the academic year 2022–2023. Among 
more than 65 students who graduated in 2022–2023, the IT Ph.D. Board selected the 
authors of the following chapters and awarded them the IT Ph.D. Award. 

As the topics covered in this volume highlight, the IT Ph.D. Program covers a 
wide range of domains, according to the broad articulation of the program in the 
areas of computer science and engineering, electronics, systems and control, and 
telecommunications. The theoretical-oriented and application-oriented contributions 
illustrated in the following emphasize the interdisciplinary nature of IT. 

Doctoral studies in the IT Ph.D. Program pursue excellence in research through the 
development of innovative cutting-edge methodologies, methods, and technologies, 
and aim at preparing generations of young researchers and professionals that will 
shape future innovation both in academia and in industry, as the authors of this 
volume will undoubtedly do. Overall, the volume gives an overview of some of the 
most exciting research trends in IT followed at the Politecnico di Milano, presenting 
them in a mostly easy-to-read format that can be enjoyed also by non-specialists. 

Milan, Italy 
October 2022 

Francesco Amigoni
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Reducing the Gap Between Theory 
and Applications in Algorithmic 
Bayesian Persuasion 

Matteo Castiglioni 

Abstract This work focuses on the following question: is it possible to influence 
the behavior of self-interested agents through the strategic provision of information? 
This ‘sweet talk’ is ubiquitous among all sorts of economics and non-economics 
activities. In this work, we model these multi-agent systems as games between an 
informed sender and one or multiple receivers. We study the computational problem 
faced by an informed sender that wants to use his information advantage to influence 
rational receivers with the partial disclosure of information. In particular, the sender 
faces an information structure design problem that amounts to deciding ‘who gets 
to know what’. Bayesian persuasion provides a formal framework to model these 
settings as asymmetric-information games. In recent years, much attention has been 
given to Bayesian persuasion in the economics and artificial intelligence communities 
due also to the applicability of this framework to a large class of scenarios like online 
advertising, voting, traffic routing, recommendation systems, security, and product 
marketing. However, there is still a large gap between the theoretical study of infor-
mation in games and its applications in real-world scenarios. This work contributes 
to close this gap along two directions. First, we study the persuasion problem in 
real-world scenarios, focusing on voting, routing, and auctions. While the Bayesian 
persuasion framework can be applied to all these settings, the algorithmic problem 
of designing optimal information disclosure polices introduces computational chal-
lenges related to the specific problem under study. Our goal is to settle the complexity 
of computing optimal sender’s strategies, showing when an optimal strategy can be 
implemented efficiently. Then, we relax stringent assumptions that limit the applica-
bility of the Bayesian persuasion framework in practice. In particular, the classical 
model assumes that the sender has perfect knowledge of the receiver’s utility. We 
remove this assumption initiating the study of an online version of the persuasion 
problem. This is the first step in designing adaptive information disclosure policies 
that deal with the uncertainty intrinsic in all real-world applications. 

M. Castiglioni (B) 
Politecnico di Milano, Piazza Leonardo da Vinci 32, Milan, Italy 
e-mail: matteo.castiglioni@polimi.it 

© The Author(s) 2024 
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PoliMI SpringerBriefs, https://doi.org/10.1007/978-3-031-51500-2_1 
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1 Introduction 

This work considers the following question: is it possible to influence the behav-
ior of self-interested agents through the strategic provision of information? This  
‘sweet talk’ is ubiquitous among all sorts of economic activities, and it was famously 
attributed to 30% of the GDP in the United States [ 3]. Moreover, information is the 
foundation of any democratic election, as it allows voters for better choices. In many 
settings, uninformed voters have to rely on inquiries of third party entities to make 
their decision. With the advent of modern media environments, malicious actors have 
unprecedented opportunities to garble this information and influence the outcome 
of the election via misinformation and fake news [ 1]. Reaching voters with targeted 
messages has never been easier. As another example, consider a multi-agent routing 
problem in which agents seek to minimize their own costs selfishly. In real-world 
problems, the state of the network may be uncertain, and not known to its users (e.g., 
drivers may not be aware of road works and accidents in a road network). A central 
authority or a navigation app may mitigate inefficiencies and reduce the social cost 
providing players with partial information about the state of the network. 

Bayesian persuasion [ 28] provides a framework to model the problem faced by 
an informed sender trying to influence the behavior of self-interested receivers. In 
particular, the sender faces an information structure design problem which amounts 
to deciding ’who gets to know what’ about some exogenous parameters collectively 
termed state of nature. Since the seminal work of [ 28], a large attention has been given 
to the Bayesian persuasion framework in the economics and artificial intelligence 
community due also to the applicability of this framework to a large class of scenarios 
like online advertising [ 7, 8, 12, 27], voting [ 2, 25], traffic routing [ 11, 33], recom-
mendation systems [ 29], security [ 31, 35], and product marketing [ 5, 13]. However, 
there is still a large gap between the theoretical study of information in games and 
its applications in real-world scenarios. This work contributes to close this gap along 
two directions. First, we study the Bayesian persuasion framework in real-world 
scenarios, focusing on voting, routing, and auctions. While the Bayesian persuasion 
framework can be applied to all these settings, the algorithmic problem of designing 
optimal information disclosure polices introduces computational challenges related 
to the specific problem under study. Then, we relax stringent assumptions that limit 
the applicability of the classical bayesian persuasion framework in practice. In par-
ticular, one of the most limiting assumption is, arguably, that the sender is required 
to know the receiver’s utility function to compute an optimal signaling scheme. We 
remove this assumption by studying a repeated Bayesian persuasion problem in an 
online learning framework where, at each round, the receiver’s type is adversarially 
chosen from a finite set of types. This is the first step in designing adaptive infor-
mation disclosure policies that deals with the uncertainty intrinsic in all real-world 
applications.
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2 The Bayesian Persuasion Framework 

Bayesian persuasion [ 28] studies the problem faced by an informed agent (the sender) 
trying to influence the behavior of other self-interested agents (the receivers) via the 
partial disclosure of payoff-relevant information. Agents’ payoffs are determined 
by the actions played by the receivers and by an exogenous parameter represented 
as a state of nature, which is drawn by a known prior probability distribution and 
observed by the sender only. The sender commits to a public randomized information-
disclosure policy, which is customarily called signaling scheme. In particular, it 
defines how the sender should send signals to the receivers. Depending on the appli-
cation various types of signaling schemes have been introduced to represent the pos-
sible communication constraints between the sender and the receivers. In a private 
signaling scheme, the sender can use a private communication channel per receiver, 
in a public signaling scheme the sender can use a single communication channel 
for all the receivers, while we introduce semi-public signaling schemes in which the 
sender can use a single communication channel for a subset of the receivers. 

Arguably, one of the most severe obstacle to the application of the classical 
bayesian persuasion model by [ 28] to real-world scenarios is that the sender must 
know exactly the receiver’s utility function to compute an optimal signaling scheme. 
This assumption is unreasonable in practice. However, only recently some works 
tries to relax this assumption. In particular, [ 6] study a game with a single receiver 
and binary-actions in which the sender does not know the receiver utility, focusing 
on the problem of designing a signaling scheme that perform well for each possible 
receiver’s utility. Zu et al. [ 37] relax the perfect knowledge assumption assuming 
that the sender and the receiver do not know the prior distribution over the states 
of nature. They study the problem of computing a sequence of persuasive signaling 
schemes that achieve small regret with respect to the optimal signaling scheme with 
the knowledge of the prior distribution. Bernasconi et al. [ 10] extends the analysis 
to sequential settings. In this work, we follow a different approach and we deal with 
uncertainty about the receiver’s utility by framing the Bayesian persuasion problem 
in an online learning framework [ 9]. In particular, we advance the state of the art 
on algorithmic Bayesian persuasion along two directions. First, we study Bayesian 
persuasion in games with structure, focusing on voting, routing, and auctions. Then, 
we initiate the study of Bayesian persuasion with payoff uncertainly. 

3 Persuading in Election 

In this section, we study Bayesian persuasion in voting scenarios. Information is 
the foundation of any democratic election, as it allows voters for better choices. In 
many settings, uninformed voters have to rely on inquiries of third-party entities to 
make their decision. For example, in most trials, jurors are not given the possibility 
of choosing which tests to perform during the investigation or which questions are
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asked to witnesses. They have to rely on the prosecutor’s investigation and questions. 
The same happens in elections, in which voters gather information from third-party 
sources. Hence, we pose the question: can a malicious actor influence the outcome 
of a voting process only by the provision of information to voters who update their 
beliefs rationally? We study majority voting, plurality voting and district-based elec-
tions, showing a sharp contrast in term of efficiency in manipulating elections and 
computational tractability between the case in which private signals are allowed and 
the more restrictive setting in which only public signals are allowed. In particular, we 
show that it is possible to compute an optimal private signaling scheme in polyno-
mial time in all the elections that we considered, while the problem of approximating 
the optimal public signaling scheme is.NP-hard even for majority voting. Moreover, 
we show that, assuming the Exponential Time Hypothesis (ETH), the problem of 
approximating the optimal public signaling scheme in majority voting requires quasi-
polynomial time even relaxing persuasiveness. In doing so, we provide some insights 
on the complexity of general persuasion problems, such as the characterization of 
bi-criteria approximations in public signaling problems. A complete version of our 
results appears in [ 14, 15, 19]. 

4 Persuading in Routing 

The study of how to influence traffic congestion has receive an increasing attention 
in recent years [ 22, 30, 33, 34]. Network congestion games, where players seek 
to minimize their own costs selfishly, are a canonical example of a setting where 
externalities may induce socially inefficient outcomes [ 32]. In real-world problems, 
the state of the network may be uncertain, and not known to its users (e.g., drivers 
may not be aware of road works and accidents in a road network). This setting is 
modeled via Bayesian network congestion games (BNCGs). Here, we explore how 
information can be used to reduce the social cost in routing games. In particular, we 
study Bayesian games with atomic players, where network vagaries are modeled via 
a (random) state of nature which determines the costs incurred by the players. We 
investigate whether it is possible to efficiently compute optimal, i.e., minimizing the 
social cost, ex ante persuasive signaling schemes in BNCGs, showing that symmetry 
is a crucial property for its solution. We focus on the notion of ex ante persuasive-
ness, as introduced by [ 24, 36], where the receivers are incentivized to follow the 
sender’s recommendations having observed only the signaling scheme. We show 
that an optimal ex ante persuasive signaling scheme can be computed in polynomial 
time in symmetric BNCGs (i.e., where all the players share the same source and 
destination pair) with edge costs defined as affine functions of the edge congestion. 
Then, we show that symmetry is a crucial property for efficient signaling by prov-
ing that it is .NP-hard to compute an optimal ex ante persuasive signaling scheme 
in asymmetric BNCGs. Our reduction proves an even stronger hardness result, as 
it works for non-Bayesian singleton congestion games with affine costs, which is 
arguably the simplest class of asymmetric congestion games. Furthermore, in such
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setting, a solution to our problem is an optimal coarse correlated equilibrium and, 
thus, computing optimal coarse correlated equilibria is.NP-hard. A complete version 
of our results appears in [ 17]. 

5 Persuading in Auctions 

In this section, we study persuasion in posted price auctions. In these auctions a 
seller tries to sell an item by proposing take-it-or-leave-it prices to buyers arriving 
sequentially. Each buyer has to choose between declining the offer—without having 
the possibility of coming back—or accepting it, thus ending the auction. We study 
Bayesian posted price auctions, where the buyers valuations for the item depend on 
a random state of nature, which is known to the seller only. Thus, the seller does 
not only have to decide price proposals for the buyers, but also how to partially 
disclose information about the state so as to maximize revenue. Our model finds 
application in several real-world scenarios. For instance, in an e-commerce platform, 
the state of nature may reflect the condition (or quality) of the item being sold 
and/or some of its features. These are known to the seller only since the buyers 
cannot see the item given that the auction is carried out on the web. We focus on 
two different settings: public signaling, where the signals are publicly visible to 
all buyers, and private signaling, in which the seller can send a different signal 
to each buyer through private communication channels. As a first negative result, 
we prove that, in both public and private signaling, the problem of computing an 
optimal seller’s strategy does not admit an FPTAS unless . P =.NP. Indeed, the result 
holds for basic instances with a single buyer. Then, we provide tight positive results 
by designing a PTAS for each setting. To do so, we provide a preliminary result 
that allows us to assume without loss of generality that the seller commits to price 
functions with specific structures. Indeed, in a Bayesian posted price auction, the 
seller may commit to a price function that selects the prices to be proposed to the 
buyers stochastically on the basis of the signals being sent to all the buyers. This 
introduces considerable additional challenges compared to standard posted price 
auctions. In order to overcome such difficulties, we show that the seller can commit 
to a price function that deterministically proposes a price to each buyer on the basis 
of the signal being sent to that buyer only, without incurring in any revenue loss. This 
holds in both the public and the private signaling settings. Finally, we conclude the 
analysis comparing the effectiveness of different classes of signaling schemes. We 
show that the seller can increase their revenue by revealing information on the state 
of nature through signaling, with respect to the case in which they do not disclose 
anything. Moreover, we shows that the seller may get an higher revenue by using 
private signaling rather than public signaling. A complete version of our results 
appears in [ 23].
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6 Online Bayesian Persuasion 

In this section, we study Bayesian persuasion with payoff uncertainty. First, we 
consider the setting with a single receiver and we deal with uncertainty about the 
receiver’s type by framing the Bayesian persuasion problem in an online learning 
framework. In particular, we study a repeated Bayesian persuasion problem where, 
at each round, the receiver’s type is adversarially chosen from a finite set of types. 
Our goal is the design of an online algorithm that recommends a signaling scheme 
at each round, guaranteeing an expected utility for the sender close to that of the 
best-in-hindsight signaling scheme. We study this problem under two models of 
feedback: in the full information model, the sender selects a signaling scheme and 
later observes the type of the receiver; in the partial information model, the sender 
only observes the actions taken by the receiver. First, we study the computational 
complexity of the online Bayesian persuasion problem. We provide a negative result 
that rules out, even in the full information setting, the possibility of designing a 
no-regret algorithm with polynomial per-round running time. The same hardness 
result holds when employing the notion of no-.α-regret (in the additive sense) for 
any .α < 1. Formally, we show that for any .α ≤ 1, a no-.α-regret algorithm for the 
online Bayesian persuasion problem requiring a per-round running time polynomial 
in the size of the instance cannot exist, unless .NP .⊆ .RP. In order to prove this 
negative result we show, as an intermediate step, that the problem of approximating 
an optimal signaling scheme is .NP-Hard even in the offline Bayesian persuasion 
problem in which the sender knows the probability distribution according to which 
receiver’s types are selected. 

Then, we study whether it is possible to devise a no-regret algorithm for the online 
Bayesian persuasion problem by relaxing the (per-round) running time constraint. 
This is not a trivial problem even in the full information feedback setting since, at 
each round, the sender has to choose a signaling scheme among an infinite number of 
alternatives. Moreover, the sender’s utility depends on the receiver’s best response, 
which yields an objective function which is not linear nor convex (or even continuous 
in the space of the signaling schemes). In the full information feedback setting, we 
show how to construct an algorithm that guarantees a regret polynomial in the size of 
the problem instance, and sublinear in the number of rounds . T with order .O(T 1/2). 
In the partial information feedback setting, we develop an algorithm guaranteeing a 
regret polynomial in the size of the problem instance, and sublinear in . T with order 
.O(T 4/5). In this case, the main idea is to use a full-information no-regret algorithm 
in combination with a mechanism to estimate the sender’s utilities corresponding to 
signaling schemes different from the one recommended by the algorithm. Finally, we 
show that, relaxing the persuasiveness constraints, we can design polynomial-time 
algorithms with small regret. 

Finally, we extend the online Bayesian persuasion framework to include multiple 
receivers. We focus on the case with no-externalities and binary actions. Moreover, 
to focus only on the receivers’ coordination problem, we overcome the intractability 
of the single-receiver problem assuming that each receiver has a constant number of
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types. First, we prove a negative result: for any .0 < α ≤ 1, there is no polynomial-
time no-.α-regret algorithm when the sender’s utility function is supermodular or 
anonymous. Then, we focus on the case of submodular sender’s utility functions and 
we show that, in this case, it is possible to design a polynomial-time no-.(1 − 1/e)-
regret algorithm, which is tight. A complete version of our results appears in [ 16, 
18, 20]. 

7 Efficient Online Learning Through Mechanism Design 

In the previous section, we show that, both for the setting with a single and multiple 
receivers, the design of polynomial-time no-regret algorithms is impossible due to 
the.NP-Hardness of the underline offline problems in which the distribution over the 
types is known. Hence, the design of efficient algorithms for the offline problem is 
the bottleneck to the design of efficient online learning algorithms. In this section, we 
show how to circumvent this issue by leveraging ideas from mechanism design. In 
particular, we introduce a type reporting step in which the receiver is asked to report 
her type to the sender, after the latter has committed to a menu defining a signaling 
scheme for each possible receiver’s type. Surprisingly, we prove that, with a single 
receiver, the addition of this type reporting stage makes the sender’s computational 
problem tractable. Our main result is to show the existence of a menu of direct and 
persuasive signaling schemes. In the classical model in which the sender perfectly 
knows the receiver payoff, a signaling scheme is direct if signals represent action 
recommendations and persuasive if the receiver is incentivized to follow the recom-
mendations. We extend this definition to menus of signaling schemes. In particular, 
a menu is direct if the signals used by all the signaling schemes are action recom-
mendations, and it is persuasive if a receiver has an incentive to follow the action 
recommendation if they reported their true type. Using this result, an optimal menu 
of signaling schemes can be computed efficiently by a linear program of polynomial 
size. 

Then, we extend our Bayesian persuasion framework with type reporting to set-
tings with multiple receivers, focusing on the widely-studied case of no-externalities 
and binary actions. Moreover, we focus on most common classes of sender’s utility 
functions: supermodular, submodular and anonymous [ 4, 5, 26, 36]. In such setting, 
we show that it is possible to find a sender-optimal solution in polynomial-time for 
supermodular and anonymous sender’s utility functions. As for the case of submodu-
lar sender’s utility functions, we provide a .(1 − 1/e)-approximation to the problem, 
which is tight. A complete version of our results appears in [ 21].
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8 Conclusions and Future Research 

In this work, we significantly advance the state of the art on algorithmic Bayesian 
persuasion along two different directions. First, we study the algorithmic problem of 
designing optimal information disclosure policies in real-world scenarios. In particu-
lar, we study several voting problems, including majority voting, plurality voting and 
district-based elections characterizing the computational complexity of each prob-
lem under private and public signaling. In doing so, we provide some insights on the 
complexity of general persuasion problems, such as the characterization of bi-criteria 
approximations in public signaling problems. Moreover, we show how the partial 
disclosure of information can be used to reduce the social cost in routing games and to 
increase the revenue in posted price auctions. Then, we relax the assumptions that the 
sender knows the receiver’s utility function, initiating the study of online Bayesian 
persuasion. This is the first step in designing adaptive information disclosure policies 
that deals with the uncertainty intrinsic in all real-world applications. 

We conclude proposing some future research directions. Despite the great atten-
tion received by the economics and artificial intelligence communities and the large 
class of potential real-world applications, the use of Bayesian persuasion in the 
real world is still limited. We believe that one of the main obstacle to the design 
of information disclosure policies in practice is the perfect knowledge assumption. 
An interesting direction is to study how the general online Bayesian persuasion 
framework introduced in this work can be applied to structured games. This posses 
various challenges. First, despite the design of no-regret algorithms is computation-
ally intractable in general, it would be interesting to find some structured games for 
which it is possible to design efficient no-regret algorithms. As a second point, while 
for the single-receiver online Bayesian persuasion problem we provide no-regret 
algorithms with both full information and partial information feedback, our analysis 
of settings with multiple-receiver is limited to the case with full feedback and no 
externalities. While this assumptions are reasonable in some settings, they do not 
fit with some applications. For instance, routing games requires to take in account 
externalities among the players. Another interesting direction is to deal with the 
computational challenges introduced by the online learning framework. In particu-
lar, we showed that the computation of no-regret algorithms in the online Bayesian 
persuasion problem is often computational intractable, making it difficult to apply 
in practice. We propose a way to solve this problem, showing that the intractability 
of an offline version of the problem can be circumvented with a type reporting step. 
It remains an open question if a type reporting step can be used to design efficient 
online learning algorithms. Moreover, in our online learning framework we assume 
that the receivers have a finite number of known possible types. Despite this is a 
significant improvement over the perfect knowledge of the receivers’ utilities, this 
approach assumes some prior knowledge of the receivers. It would be interesting to 
extend our results to the case in which the receivers can have arbitrary utilities and 
hence an infinite number of possible types. Finally, we show how to deal with uncer-
tainly over the receivers’ utility functions. However, this is not the only unreasonable
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assumption of the classical Bayesian persuasion framework. For instance, another 
important assumption is that the sender and receivers share the same prior belief. 
In practice, these beliefs come from past observations, and thus are uncertain and 
approximated. References [ 10, 37] study a game between a sender and a receiver that 
do not know the prior distribution. It would be interesting to consider uncertainly on 
the receiver’s payoffs and the prior belief simultaneously. 
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Modern High-Level Synthesis: Improving 
Productivity with a Multi-level Approach 

Serena Curzel 

Abstract High-Level Synthesis (HLS) tools simplify the design of hardware accel-
erators by automatically generating Verilog/VHDL code starting from a general-
purpose software programming language. Because of the mismatch between the 
requirements of hardware descriptions and the characteristics of input languages, 
HLS tools still require hardware design knowledge and non-trivial design space 
exploration, which might be an obstacle for domain scientists seeking to accelerate 
applications written, for example, in Python-based programming frameworks. This 
research proposes a modern approach based on multi-level compiler technologies to 
bridge the gap between HLS and high-level frameworks, and to use domain-specific 
abstractions to solve domain-specific problems. The key enabling technology is the 
Multi-Level Intermediate Representation (MLIR), a framework that supports build-
ing reusable compiler infrastructure. The proposed approach uses MLIR to introduce 
new optimizations at appropriate levels of abstraction outside the HLS tool while still 
relying on years of HLS research in the low-level hardware generation steps; users 
and developers of HLS tools can thus increase their productivity, obtain accelerators 
with higher performance, and not be limited by the features of a specific (possibly 
closed-source) backend. The presented tools and techniques were designed, imple-
mented, and tested to synthesize machine learning algorithms, but they are broadly 
applicable to any input specification written in a language that has a translation to 
MLIR. Generated accelerators can be deployed on Field Programmable Gate Arrays 
or Application-Specific Integrated Circuits, and they can reach high energy efficiency 
without any manual optimization of the code. 
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1 Introduction 

The exponential growth of data science and machine learning (ML), coupled with the 
diminishing performance returns of silicon at the end of Moore’s law and Dennard 
scaling, is leading to widespread interest in domain-specific architectures and accel-
erators [ 16]. Field Programmable Gate Arrays (FPGAs) and Application-Specific 
Integrated Circuits (ASICs) can provide the necessary hardware specialization with 
higher performance and energy efficiency than multi-core processors or Graphic 
Processing Units (GPUs). ASICs are the best solution in terms of performance, but 
they incur higher development costs; FPGAs are more accessible and can be quickly 
reconfigured, allowing to update accelerators according to the requirements of new 
applications or to try multiple configurations in a prototyping phase before commit-
ting to ASIC manufacturing. 

ASICs and FPGAs are designed and programmed through hardware description 
languages (HDLs) such as Verilog or VHDL, which require developers to identify 
critical kernels, build specialized functional units and memory components, and 
explicitly manage low-level concerns such as clock and reset signals or wiring delays. 
The distance between traditional software programming and HDLs creates significant 
productivity and time-to-market gaps [ 19, 20] and traditionally required manual 
coding from expert hardware developers. The introduction of High-Level Synthesis 
(HLS) simplified this process, as HLS tools allow to automatically translate general-
purpose software specifications, primarily written in C/C++, into an HDL description 
ready for logic synthesis and implementation [ 7, 8]. Thanks to HLS, developers can 
describe the kernels they want to accelerate at a high level of abstraction and obtain 
efficient designs without being experts in low-level circuit design. 

Due to the mismatch between the levels of abstraction of hardware descriptions 
and general-purpose programming languages, HLS tools often require users to aug-
ment their input code through pragma annotations (i.e., compiler directives) and con-
figuration options that guide the synthesis process, for example, towards a specific 
performance-area trade-off. Different combinations of pragmas and options result in 
accelerator designs with different latency, resource utilization, or power consump-
tion. An exhaustive exploration of the design space requires few modifications to the 
input code, and it does not change the functional correctness of the algorithm, but it 
is still not a trivial process: the effect of combining multiple optimization directives 
can be unpredictable, and the HLS user needs a good understanding of their impact 
on the generated hardware. 

Data scientists who develop and test algorithms in high-level, Python-based pro-
gramming frameworks (e.g., TensorFlow [ 1] or PyTorch [ 18]) typically do not have 
any hardware design expertise: therefore, the abstraction gap that needs to be over-
come is not anymore from C/C++ software to HDL (covered by mature commercial 
and academic HLS tools), but from Python to annotated C/C++ for HLS. The issue 
is exacerbated by the rapid evolution of data science and ML, as no accelerator can 
be general enough to support new methods efficiently, and a manual translation of 
each algorithm into HLS code is highly impractical.
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The aim of this research is to bridge the gap between high-level frameworks and 
HLS through a multi-level, compiler-based approach. The key enabling technology is 
the Multi-Level Intermediate Representation (MLIR) [ 17], a reusable and extensible 
infrastructure in the LLVM project for the development of domain-specific compilers. 
MLIR allows defining specialized intermediate representations (IRs) called dialects 
to implement analysis and transformation passes at different levels of abstraction, and 
it can interface with multiple software programming frameworks. An MLIR-based 
approach is a “modern” solution to automate the design of hardware accelerators for 
high-level applications through HLS, as opposed to “classic” approaches that rely 
on hand-written template libraries [ 4, 11, 14]. 

A practical realization of the proposed approach is the SOftware Defined Archi-
tectures (SODA) Synthesizer [ 2, 6], an open-source hardware compiler composed of 
an MLIR frontend [ 5] and an HLS backend [ 15]. SODA provides an end-to-end agile 
development path from high-level software frameworks to FPGA and ASIC acceler-
ators, supports the design of complex systems, and allows to introduce and explore 
optimizations at many different levels of abstraction, from high-level algorithmic 
transformations to low-level hardware-oriented ones. Translation across different 
levels of abstraction is performed through progressive lowering between IRs, allow-
ing each step to leverage information gathered in other phases of the compilation. In 
the frontend, domain-specific MLIR dialects allow developers to work on special-
ized abstractions to address system-level concerns and pre-optimize the code. The 
integration of an open-source tool in the backend allows to exploit years of HLS 
research and to introduce new features in the low-level hardware generation steps 
when necessary. The rest of the paper will focus on the main features of SODA 
(Sect. 2) and describe the results it allowed to obtain (Sect. 3). 

2 The SODA Synthesizer 

The SODA Synthesizer (Fig. 1) is an open-source, modular, compiler-based toolchain 
that uses a multi-level approach, able to generate optimized FPGA and ASIC acceler-
ators for ML through MLIR and HLS. It can accept as inputs pre-trained ML models 
developed in a high-level framework such as TensorFlow or PyTorch and translated 
into an MLIR representation. The SODA frontend (SODA-OPT) provides a search 
and outlining methodology to automatically extract accelerator kernels and their data 
dependencies from the input specification; the kernels are then optimized through a 
set of compiler passes that can be tuned to explore different design points, while host 
code containing calls to the kernel functions can be compiled by a standard LLVM 
compiler. SODA-OPT provides a default optimization pipeline that privileges passes 
resulting in faster accelerators (e.g., passes that increase instruction- and data-level 
parallelism or remove unnecessary operations), but many others exist that can be indi-
vidually enabled or disabled, such as the ones listed in Table 1. Optimized kernels 
are synthesized by the backend HLS tool to generate FSMD accelerators and later 
composed in multi-accelerator systems; when using the Bambu HLS backend, the
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Fig. 1 The SODA Synthesizer: and end-to-end toolchain from ML algorithms to hardware accel-
erators through MLIR and HLS 

Table 1 Partial list of high-level optimizations available in SODA-OPT 

Optimization pass Effect Default 

Loop unrolling Expose instruction-level 
parallelism 

Yes 

Loop tiling Balance computation and 
memory transfer 

No 

Loop pipelining Parallelize loop iterations No 

If-conversion Speculative execution of 
if-else blocks 

Yes 

Results forwarding Remove unnecessary memory 
transfers 

Yes 

Temporary buffer allocation Reduce accesses to external 
memory 

Yes 

Common sub-expression 
elimination 

Remove unnecessary 
operations 

Yes 

SODA Synthesizer is fully open-source from the algorithm to the HDL description. 
The outputs of SODA-OPT are fully tool-agnostic LLVM IRs that do not contain 
anything specific to Bambu, so they can also be synthesized through recent versions 
of Vitis HLS [ 3]. 

The multi-level, MLIR-based structure of the SODA Synthesizer provides ample 
opportunities to explore high-level compiler transformations that can improve the 
quality of HLS results without needing to modify the HLS tool itself [ 12]. Such 
“higher-level” optimizations can improve the performance of the generated accel-
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erators, the portability across HLS tools (since they do not introduce tool-specific 
annotations or code patterns), and the productivity of users and developers: optimiza-
tions can be explored more easily and safely through compiler passes than through 
manual code rewriting, and there is no need to access the backend HLS code nor to 
be expert in low-level synthesis techniques. Moreover, dedicated MLIR dialects can 
be built and exploited to solve domain-specific optimization problems: for example, 
the soda dialect has been introduced to support the outlining process for accelera-
tor kernels, and many SODA-OPT passes exploit the affine dialect to apply loop 
optimizations. 

Following this approach, a new loop pipelining pass has been introduced in SODA-
OPT leveraging the MLIR affine dialect, implementing high-level code optimiza-
tions that provide a pre-scheduled input description to HLS [13]. Theaffine dialect 
provides structures and methods to analyze and transform loops (in fact, it was ini-
tially introduced to support polyhedral optimizations for ML frameworks), and the 
higher level of abstraction allows to identify more complex dependencies than what 
is possible on an LLVM IR or low-level HLS IR. The proposed implementation 
can analyze dependencies between operations in the loop body of an affine.for 
operation and schedule them to overlap the execution of loop iterations, following 
standard software pipelining techniques; it can forward results from one iteration 
to the other, support loops with variable bounds, and speculate execution of if-else 
blocks. 

The SODA Synthesizer also integrates a low-level synthesis methodology for the 
generation of complex system-on-chip (SoC) architectures composed of multiple 
kernels, either connected to a central microcontroller, or directly to each other in 
a custom dataflow architecture [ 9]. In fact, large and compute-intensive deep neu-
ral networks frequently represent a challenge for HLS tools, and they need to be 
manually broken down into smaller kernels; the issue is especially evident when the 
model needs to process streaming inputs in a pipelined fashion, as the complexity 
of the finite state machine (FSM) driving the execution becomes unmanageable. In 
a SoC with a central general-purpose microcontroller driving multiple accelerators, 
the data movement between the host microcontroller, the accelerators, and memory 
quickly becomes a performance bottleneck. For this reason, the SODA Synthesizer 
has been extended to support the generation of a second type of system: a dynamically 
scheduled architecture where custom accelerators are composed in a dataflow system 
and are driven by a distributed controller. In this architecture, multiple accelerators 
can perform computations in parallel on different portions of streaming input data 
without requiring orchestration from the host microcontroller, and can communicate 
with each other without going through external memory. Analysis and transformation 
passes in the MLIR frontend have access to high-level representations that explic-
itly describe the flow of data through operators and memory in a computational 
graph, removing the need for complex alias analysis in the HLS backend and thus 
simplifying the low-level generation steps.
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3 Experimental Results 

A multi-level approach to HLS improves productivity, portability, and performance 
for users that want to accelerate high-level applications and do not have hardware 
design expertise. While productivity is not a feature that can be precisely measured, 
there are evident advantages when comparing the SODA Synthesizer with other state-
of-the-art design flows based on HLS: unlike hls4ml [ 14] and FINN [ 4], SODA does 
not require to maintain a library of templated operators, so it is more easily adapted to 
new classes of input applications; SODA also generates backend-agnostic low-level 
code, while ScaleHLS [ 21] focuses on extracting performance from one specific HLS 
tool. 

Table 2 presents execution times obtained with SODA and ScaleHLS on Poly-
Bench kernels, 1 highlighting for every kernel and every input size which is the fron-
tend/backend combination that resulted in the lowest number of clock cycles (more 
results are available in [ 5]). To avoid focusing on performance differences that derive 
solely from capabilities of different HLS backends, the table also reports separate 
baselines that are obtained without frontend optimizations. The experiments were 
run targeting a Xilinx Virtex7 FPGA with 100 MHz frequency; errors sometimes 
occurred when Verilog code generated by ScaleHLS required more resources than 
the ones available in the target FPGA. 

Looking at absolute numbers of clock cycles, SODA outperforms ScaleHLS in 12 
kernels out of 16, through either the Bambu or the Vitis HLS backend. The SODA-
OPT optimization pipeline is particularly well suited to kernels with dot product or 
matrix multiplication structures (providing 66.38.× performance increase on 2mm 
and 50.43.× on gemm); its effect is more limited, instead, on kernels that contain 
irregular loop structures such as syr2k. The performance improvement is generally 
smaller when comparing SODA-OPT for Vitis HLS against the Vitis HLS baseline, 
because Vitis HLS applies loop optimizations even in absence of user directives, and 
the optimizations introduced by SODA-OPT can provide only a slight improvement 
over the default ones. The optimizations introduced by ScaleHLS greatly improve 
accelerator performance with respect to baseline designs synthesized by Vivado HLS; 
however, the annotated C++ code it produces is not portable, while the MLIR-based 
approach of SODA does not rely on pragma annotations and generates designs that 
can be synthesized with different HLS backends. 

The SODA Synthesizer can generate complex multi-accelerator SoC for neural 
networks following either a centralized or a dataflow architecture, as presented in 
[ 9]. In a centralized architecture individual accelerators are attached to a central 
bus and a microcontroller drives their execution; all data is stored in and retrieved 
from external memory. The dataflow architecture, instead, is a system that uses a 
distributed controller to orchestrate the execution of accelerators accessing shared 
memory. 

Figure 2 shows, on the right, part of the computational graph of a convolutional 
neural network (CNN) divided into four accelerator kernels. In the centralized archi-

1 http://web.cse.ohio-state.edu/~pouchet.2/software/polybench/. 
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Table 2 Execution times of accelerators optimized with different synthesis tools 

Kernel Backend Frontend 2. ×2 4. ×4 8. ×8 16. ×16 Avg. 
speedup 

2 mm Bambu None 176 1375 11218 87842 

SODA-
OPT 

25 43 98 784 66.38. ×

Vitis HLS None 43 115 599 4239 

SODA-
OPT 

26 48 106 848 3.67. ×

Vivado 
HLS 

None 162 1138 9698 75586 

ScaleHLS 38 63 114 410 72.94. ×
3 mm Bambu None 220 1743 14042 111410 

SODA-
OPT 

22 40 320 2560 35.24. ×

Vitis HLS None 37 109 593 4233 

SODA-
OPT 

23 45 103 824 3.73. ×

Vivado 
HLS 

None 207 1467 12723 99939 

ScaleHLS 57 97 169 797 54.86. ×
gemm Bambu None 103 794 6538 42514 

SODA-
OPT 

16 28 71 568 50.43. ×

Vitis HLS None 24 52 140 5635 

SODA-
OPT 

15 29 71 259 6.78. ×

Vivado 
HLS 

None 99 669 5593 42801 

ScaleHLS 19 27 56 Error 43.29. ×
syr2k Bambu None 99 706 4834 35650 

SODA-
OPT 

19 270 1417 8835 3.82. ×

Vitis HLS None 97 367 2627 18179 

SODA-
OPT 

50 159 509 1785 4.90. ×

Vivado 
HLS 

None 73 265 1089 4225 

ScaleHLS 93 353 1665 Error 0.73.×
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Fig. 2 Comparison between the performance of a centralized and a dataflow architecture generated 
by SODA for convolutional neural network models 

tecture, every accelerator communicates with its producers and consumers through 
external memory, so accelerator execution and memory access are serialized. In the 
dataflow architecture, instead, only input arguments to the first kernel and output 
arguments of the last one go through external memory, while intermediate results 
are kept in a shared on-chip memory with as many ports as there are accelerators in 
the system, so that the architecture can support conflict-free concurrent accelerator 
execution, allowing pipelined execution of streaming inputs. The table on the left of 
Fig. 2 reports the execution time of the two architectures in terms of clock cycles, 
highlighting the benefits of the dataflow architecture for streaming execution of CNN 
models. The high cost of communicating between accelerators and external memory 
is reduced when accelerators can send data to each other through shared memory, 
and concurrent pipelined execution provides further improvements as the overall 
latency for streaming inputs is mostly determined by the initiation interval, i.e., the 
execution of the critical path. Although the accelerators could execute in parallel on 
different inputs also in the centralized architecture, SODA-OPT currently does not 
support the generation of host code with non-blocking function calls. 

4 Conclusion 

In the last few years, High-Level Synthesis has become an invaluable tool to simplify 
the development of hardware accelerators on FPGA and ASIC, providing higher and 
higher quality of results to users with little expertise in low-level RTL design. State-
of-the-art HLS tools still expect some hardware design knowledge from users, espe-
cially when the accelerator needs to be optimized to meet tight application require-
ments or when different configurations need to be evaluated looking for a specific 
trade-off between quality metrics.
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This requirement prevents widespread adoption of HLS by domain scientists that 
develop data science and artificial intelligence algorithms in high-level, Python-based 
programming frameworks. Moreover, research that aims at improving the efficiency 
of the HLS process itself or the quality of generated accelerators is typically limited 
by the expressiveness of C/C++ code and by the annotations supported by a specific, 
closed-source backend tool. This paper proposed to solve the two issues by coupling 
established HLS tools with the modern compiler infrastructure provided by the MLIR 
framework, in order to improve the automated synthesis process of accelerators for 
high-level applications. Such an approach allows seamless integration with high-level 
ML frameworks, encourages the introduction of innovative optimization techniques 
at specific levels of abstraction, and can exploit multiple state-of-the-art HLS tools 
in the backend. 

The proposed design flow allows to implement and apply high-level optimiza-
tions before HLS, as compiler passes supported by dedicated MLIR abstractions 
(dialects); such an approach can improve productivity, performance, and portabil-
ity of optimizations. Loop pipelining has been used as an example of the intrinsic 
optimization potential in a multi-level design and optimization flow, and it has been 
seamlessly integrated into the SODA Synthesizer frontend. The availability of mul-
tiple levels of abstraction and domain-specific representations opens the door to new 
possibilities to study and implement innovative design automation methods, ranging 
from the exploration of techniques that can benefit HLS when applied at a high level 
of abstraction to the introduction of new synthesis methodologies and architectural 
models. 

The proposed multi-level approach is modular and extensible by design, so differ-
ent parts can be easily reused and adapted to the needs of different input applications, 
requirements, and research scenarios. A multi-level compiler-based framework can 
also adapt more easily to innovative input algorithms and hardware targets. For 
example, spiking neural networks are built of biologically-inspired integrate-and-
fire neurons, and they are usually mapped on analog neuromorphic hardware; a new 
MLIR dialect has been designed to support the synthesis of SNN models into neuro-
morphic components [ 10]. The dialect models concepts from the analog domain of 
spiking neurons through new types and operations that describe sequences of current 
spikes as lists of timestamps signaling their arrival. 

Experimental results showed strengths and weaknesses of the approach, indicating 
possible next steps to improve the QoR of generated accelerators and the applicability 
of the proposed tools and techniques. Code for the tools developed in this research 
has been released in open-source to foster collaboration 2 parts of them can be easily 
reused or integrated with future research efforts.

2 https://github.com/ferrandi/PandA-bambu, https://gitlab.pnnl.gov/sodalite/soda-opt. 
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FPGA-Based Design and Implementation 
of a Code-Based Post-quantum KEM 

Andrea Galimberti 

Abstract Post-quantum cryptography aims to design cryptosystems that can be 
deployed on traditional computers and resist attacks from quantum computers, which 
are widely expected to break the currently deployed public-key cryptography solu-
tions in the upcoming decades. Providing effective hardware support is crucial to 
ensuring a wide adoption of post-quantum cryptography solutions, and it is one of 
the requirements set by the USA’s National Institute of Standards and Technology 
within its ongoing standardization process. This research delivers a configurable 
FPGA-based hardware architecture to support BIKE, a post-quantum QC-MDPC 
code-based key encapsulation mechanism. The proposed architecture is configurable 
through a set of architectural and code parameters, which make it efficient, providing 
good performance while using the resources available on FPGAs effectively, flexi-
ble, allowing to support different large QC-MDPC codes defined by the designers 
of the cryptosystem, and scalable, targeting the whole Xilinx Artix-7 FPGA family. 
Two separate modules target the cryptographic functionality of the client and server 
nodes of the quantum-resistant key exchange, respectively, and a complexity-based 
heuristic that leverages the knowledge of the time and space complexity of the config-
urable hardware components steers the design space exploration to identify their best 
parameterization. The proposed architecture outperforms the state-of-the-art refer-
ence software that exploits the Intel AVX2 extension and runs on a desktop-class 
CPU by 1.77 and 1.98 times, respectively, for AES-128- and AES-192-equivalent 
security instances of BIKE, and it provides a speedup of more than six times com-
pared to the fastest reference state-of-the-art hardware architecture, which targets the 
same FPGA family. 
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1 Introduction 

Public-key cryptography (PKC) allows sending encrypted messages over an insecure 
channel without sharing a secret key, and it has traditionally been a critical component 
of secure communication protocols such as TLS and SSH. Quantum computing is, 
however, expected to break the traditional PKC solutions [ 5, 10, 30] in the upcoming 
decades, making it mandatory to design new security solutions that can also resist 
attacks carried out by quantum computers. 

Post-quantum cryptography (PQC) aims to design cryptosystems that can be 
deployed on traditional computers and are based on problems that are computa-
tionally hard also for quantum computers, other than traditional ones, thus being 
able to resist both traditional and quantum attacks. 

The USA’s National Institute of Standards and Technology (NIST) is currently 
undertaking a standardization process to define new standards for PQC. Starting 
from 82 submissions in 2017, it selected as standards four schemes that can be split 
into key encapsulation mechanisms (KEMs), which are meant to share secret keys 
confidentially, and digital signatures, which guarantee the authenticity and integrity 
of a message to the recipient. 

All four schemes selected as standards are lattice-based ones [ 22, 26], i.e., based 
on the shortest vector problem (SVP), which requires searching for the non-zero 
vector of a lattice having minimum norm and that is considered NP-hard for both 
traditional and quantum computers [ 27]. 

NIST claimed, therefore, the need to diversify its portfolio of PQC solutions and 
expects to select one more KEM among the three remaining code-based ones, i.e., 
BIKE, Classic McEliece, and HQC. Code-based cryptography dates back to the 
McEliece cryptosystem, introduced in 1978 and based on the difficulty of decoding 
a generic linear code [ 21], which is recognized as an NP-hard problem. Code-based 
cryptosystems in NIST’s PQC standardization process are compared in Figs. 1 and 2, 
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Fig. 1 Size in bytes of the public key and ciphertext of the KEMs advancing to the fourth round 
of the NIST PQC standardization process [ 24]
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Fig. 2 Performance of NIST Round 4 KEMs on a x86-64 CPU, considering a 2000 cycles/byte 
transmission cost [ 25] 

respectively,accordingtotheirpublickeyandciphertextsizes,whichshowhowClassic 
McEliece has a huge public key, in the order of millions of bits, and software perfor-
mance, which highlights BIKE as the best performing scheme when also considering 
the cost of transmitting the public keys and ciphertexts between the communicating 
nodes. 

BIKE is a post-quantum code-based KEM using quasi-cyclic moderate-density 
parity-check (QC-MDPC) codes. These codes are employed in a scheme similar to 
the well-studied Neiderreiter one, which dates back to the early 1980s. Compared to 
traditional Niederreiter schemes, whose underlying binary Goppa codes must have 
sizes in the order of millions of bits to provide quantum resistance, BIKE achieves 
a significantly smaller public key, in the order of tens of thousands of bits, through 
its usage of QC-MDPC codes. 

Given the complexity of PQC cryptosystems such as BIKE in terms of memory 
requirements and software performance, providing effective hardware support will 
be paramount to ensuring a wide adoption and effective deployment of post-quantum 
security solutions across the computing continuum ranging from embedded devices 
at the edge to HPC [ 1]. Indeed, with ever more private, sensitive, and critical data 
collected and processed in a variety of scenarios, it is mandatory to design computing 
platforms that not only provide optimal performance for the target applications [ 13, 
33, 34] and the energy and power efficiency required by the specific use case [35] 
but also guarantee the security of the users’ data. 

Implementations of BIKE from the literature encompass software, hardware, and 
hardware-software ones. However, all of them suffer from different drawbacks [ 16]. 
Software implementations [ 3, 7, 8], including those targeting desktop-class Intel 
CPUs with support for AVX2 instructions and running at more than 4 GHz [ 2], 
provide poor performance, whereas hardware ones are custom-tailored to specific 
target platforms [ 28, 29].
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This research delivers a configurable FPGA-based hardware architecture to sup-
port BIKE through two modules dedicated the client- and server-side functionalities 
of the key exchange. The proposed architecture aims to improve performance over 
the existing state-of-the-art software and hardware implementations of BIKE, and 
it is configurable through architectural and code parameters that, through a single 
parametric design, allow for using the resources available on FPGAs effectively, 
supporting different large QC-MDPC codes, and targeting the whole Xilinx Artix-7 
FPGA family. 

2 Components for QC-MDPC Code-Based Cryptography 

The hardware components implementing binary polynomial inversion [ 17], binary 
polynomial multiplication [ 4], and Black-Gray-Flip (BGF) decoding [ 31], i.e., the 
three most complex operations employed within the BIKE cryptosystem, were specif-
ically designed in a parametric way to exploit parallelism as desired according to 
the performance requirements and the area constraints given by the target platform. 
Their designs, meant for FPGA targets, are suitable not only for accelerating the 
BIKE post-quantum KEM but more in general for other applications making use of 
large binary polynomials and QC-MDPC codes. 

Dense-dense binary polynomial multiplication The dense-dense binary polyno-
mial multiplier [ 32] performs the multiplication between two large polynomials in 
.Z2[x]/(x p + 1), with degree . p in the order of tens of thousands, through a hybrid 
architecture that mixes the Karatsuba and Comba algorithms [ 9, 20]. 

Applying a configurable number of iterations of the Karatsuba algorithm reduces 
the number of smaller partial products compared to schoolbook multiplication. Each 
iteration can either compute its three partial products in parallel, on separate internal 
multipliers, or sequentially, on a shared one. The multipliers employed to compute 
such partial products either have a Karatsuba architecture themselves or a Comba-
based one. At the end of Karatsuba’s recursive application, the Comba formula is 
indeed leveraged to perform the actual computation of the partial products since the 
size of the operands after the recursive application of the Karatsuba algorithm is 
still too large to fit into a combinational multiplier. Comba multiplication schedules 
efficiently the computation of such partial products on a combinational component 
that performs the carry-less multiplication between two .BW -bit digits, where . BW
corresponds to the datapath bandwidth. 

Selecting the number of Karatsuba recursions, whether each computes its partial 
products sequentially or concurrently, and the datapath bandwidth allows for explor-
ing a variety of performance-area trade-offs. 

Binary polynomial exponentiation The exponentiation at the power of . k of a poly-
nomial . f (x) in .Z2[x]/(x p + 1), where . k and . p are coprime as in QC-MDPC codes
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employed by BIKE, corresponds to a permutation in which each .i-th bit of the 
operand . f (x) corresponds to the .((i · k) mod p)-th bit of the result .g(x). 

The exponentiation component [ 17] implements a two-stage architecture. The 
first one includes a.p-bit memory and outputs. E bits per cycle, while the second one 
contains.E .p-bit memories, each receiving a bit from the first stage and writing it in 
the corresponding position. Finally, the contents of the second-stage memories are 
XORed to produce the actual result of the exponentiation. As an optimization, the 
usage of lookup tables pre-computed at design time avoids the computation of the 
bit start addresses and address increments required to obtain the positions of bits in 
the result polynomial. 

The .E number of result bits computed per clock cycle, which determines the 
execution time and area of the exponentiation component, can be selected at design 
time with any value between . 1 and . p. 

Binary polynomial inversion The binary polynomial inversion component [17] imple-
ments a Fermat-based algorithm that computes, by iterating binary polynomial 
multiplications and exponentiations, the multiplicative inverse of a polynomial in 
.Z2[x]/(x p + 1), which is the most time-consuming operation in BIKE’s key gener-
ation primitive [ 19]. 

The multiplications and exponentiations are carried out on dense-represented 
operands by two separate parametric components, i.e., the dense-dense binary poly-
nomial multiplication and binary exponentiation components described previously. 
The two types of operations are computed on their dedicated components by schedul-
ing them in a pipelined fashion, executing independent multiplications and exponen-
tiations concurrently and thus minimizing the execution time of the overall inversion 
operation. 

The dense-dense binary polynomial multiplication and binary polynomial expo-
nentiation components are configurable in their code and architectural parameters, 
and finding an optimal performance-area trade-off for the inversion one requires bal-
ancing their resource utilization and execution time. 

Black-Gray-Flip decoding The decoding component implements the BGF decod-
ing algorithm [ 11], a variant of the baseline QC-MDPC bit-flipping decoding algo-
rithm. The BGF algorithm iterates the computation of two multiplications, performed 
respectively in the integer and binary domains, between a dense polynomial operand 
and a sparse one [ 31]. The two dense-sparse multiplications are performed concur-
rently in a pipelined fashion, and the number of the bits computed in parallel in both 
is configurable by the designer [ 4]. 

The multiplication between a sparse polynomial .s(x) with Hamming weight . v, 
i.e., . v coefficients set to 1, and a dense one .d(x) corresponds to the addition of . v
copies of .d(x) each shifted by the position of the corresponding . 1 in .s(x). In the  
binary domain case, the addition corresponds to XOR, and the result polynomial 
has binary coefficients, i.e., either 0 or 1. On the contrary, in the integer domain 
case, it corresponds to integer arithmetic addition, and the result’s coefficients are 
thus integer values comprised between 0 and. v. The two integer- and binary-domain
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Fig. 3 Baseline architecture of the sparse-dense multiplication components 

multiplications are performed by separate components, each dedicated specifically 
to one of them, but both implement a similar architecture. 

The baseline architecture, depicted in Fig. 3, stores in a BRAM mem-
ory (Operand.Mem) the dense operand polynomial and in a flip-flop-based regis-
ter (Shift.Reg) the position of a bit set to 1 in the sparse one. The content of 
Operand.Mem is shifted according to the value stored in ShiftReg and accumulated 
in the result polynomial BRAM memory (Result.Mem) according to the addition 
operation specific to the implemented arithmetic. In Fig. 3, .W corresponds to the 
number of polynomial coefficients read and written per clock cycle, .K refers to the 
bit length of the coefficients of the result polynomial, and .A refers to the width of 
read and write addresses. 

The computation of the overall sparse-dense multiplication can be parallelized, 
reducing execution time at the cost of additional area, by instantiating multiple 
shift-and-accumulate modules. Up to . v of such modules can be implemented to 
perform the shift-and-accumulate operation after feeding them different values 
of positions of bits set to 1 in the sparse operand. The overall product of the 
multiplication will finally be obtained as the sum of the result polynomials from 
each of the instantiated shift-and-accumulate modules. 

Sparse-dense binary polynomial multiplication The sparse-dense binary polynomial 
multiplier [ 4] is employed within all three KEM primitives of BIKE, i.e., key genera-
tion, encapsulation, and decapsulation, and it is designed with the same architecture 
as the one employed by the binary dense-sparse multiplier instantiated in the BGF 
decoding module. Its parallelism is similarly configurable by selecting the number 
of shift-and-accumulate operations to compute concurrently, which can be any value 
between 1 and. v, where . v is the Hamming weight of the dense operand polynomial.
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Fig. 4 Top-level architecture of the BIKE client and server cores 

Other components The SHA-3 component [ 14] implements the SHA3-384 crypto-
graphic hash function [ 12]. It computes the 384-bit digest of the SHA3-384 cryp-
tographic function of the input message according to an architecture similar to the 
high-speed core detailed in [ 6], which was modified to support the standard SHA-3 
cryptographic hash functions in place of pre-standard Keccak functions. 

The pseudorandom number generation (PRNG) component [ 14] performs the 
generation of a pseudorandom sequence of bits with fixed Hamming weight by 
using an internal SHAKE256 module, which implements an architecture similar to 
the SHA-3 component, albeit producing a variable-length output according to the 
needs of the surrounding pseudorandom generation logic. The SHAKE256 module 
expands a seed obtained from a TRNG [ 18] into a digest output that is broken up into 
(.log2 p)-bit chunks, each possibly representing the position of a bit set to 1 within 
a .p-bit vector, and the extracted values are evaluated to discard the values which 
have been generated previously, avoiding cancellations and therefore enabling the 
generation of a vector with the desired Hamming weight. Moreover, values larger 
than or equal to . p are discarded, providing a uniform distribution of bits set to 1 
within the random-generated bit vector. 

3 Client-Server BIKE Architecture 

Two separate cores target the cryptographic functionality of the client and server 
nodes of the BIKE key exchange, respectively. The client and server cores, whose 
architecture is depicted in Fig. 4, make use of the configurable binary polynomial 
arithmetic and BGF decoding components, the SHA-3 core, and the pseudorandom
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number generator that were previously described, and contain additional BRAM-
based memories to store the large binary polynomials [ 15]. 

The Client core is composed of two main modules, Keygen and Decaps, 
devoted to the key generation and decapsulation of BIKE, respectively [ 14]. The 
Keygen module performs three subsequent hardware operations, namely pseudo-
random number generation (executed by the PRNG component), binary polyno-
mial inversion (Inv), and binary polynomial multiplication (Mul). Similarly, the 
Decaps module executes a sequence of four hardware operations, namely binary 
polynomial multiplication (Mul), BGF decoding (Dec), computation of SHA-3 hash 
digest (SHA3), and pseudorandom number generation (PRNG). The PRNG and Mul 
components are notably shared between the Keygen and Decaps modules to min-
imize duplicate hardware resources. 

The Server core only includes the Encaps module [ 14], devoted to the encap-
sulation primitive of BIKE, which requires performing a sequence of three hardware 
operations, namely pseudorandom number generation (PRNG), binary polynomial 
multiplication (Mul), and computation of the SHA-3 hash function (SHA3). 

The optimal parameterization, which maximizes performance within the available 
FPGA resources, of the configurable components, i.e., binary polynomial arithmetic 
and BGF decoding ones, is identified by using a complexity-based heuristic that 
leverages the knowledge of such parametric components’ time and space complexity 
to steer the design space exploration. The execution time is selected as a proxy for the 
time complexity, while the space complexity is modeled by the number of occupied 
BRAM memory blocks since the design is dominated by BRAM usage due to the 
large polynomials and the exploited parallelism. 

4 Experimental Evaluation 

The experimental evaluation aims to gauge the performance and resource utilization 
improvements of the proposed FPGA-based architectures compared to state-of-the-
art software, hardware-software, and hardware implementations. 

Experimental setup The proposed components were described in SystemVerilog and 
then implemented in Xilinx Vivado 2020.2 targeting Xilinx Artix-7 FPGAs, which 
were selected as the target platform since they are the de-facto standard in research, 
due to their wide availability and best price-performance ratio among FPGAs, and 
they were chosen as the hardware target by NIST, to avoid differences due to FPGA 
technologies and ASIC technology nodes. RTL synthesis and implementation were 
carried out targeting a 91 MHz clock frequency, i.e., an 11ns clock period. 

The proposed architectures were validated from the functional point of view, both 
through post-implementation simulation, on Artix-7 35, Artix-7 50, and Artix-7 200 
FPGAs, and through prototype execution on a Digilent Nexys 4 DDR board, which 
features an Artix-7 100 FPGA. In each case, the results from the executions of 10000
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key generations, encapsulations, and decapsulations on the proposed architectures 
were compared with the corresponding outputs of software execution. 

Reference implementations The experimental evaluation was carried out against 
state-of-the-art software, hardware-software, and hardware implementations of the 
BIKE post-quantum KEM. 

The additional Intel AVX2-optimized software implementation of BIKE [ 2] was  
selected as the software reference. It provides a constant-time execution on Intel 
x86-64 CPUs that support the Intel AVX2 instruction set extension, i.e., CPUs from 
the Intel Haswell generation and later ones. Within the experimental evaluation, it 
was executed on an Intel Core i5-10310U CPU, a desktop-class 64-bit processor 
implementing the x86-64 ISA and providing support for the Intel AVX2 extension, 
running at a clock frequency up to 4.4 GHz. Moreover, the PC mounting the Intel 
CPU ran the Ubuntu 20.04.3 LTS operating system. 

The solution proposed in [ 23], which makes use of HLS-generated accelera-
tors, each implementing a BIKE primitive, was selected as the hardware-software 
reference. Three different combinations of KEM primitives implemented in hard-
ware, depending on the available FPGA resources, with the remaining ones exe-
cuted instead in software on the CPU, allow targeting three chips from the Xilinx 
Zynq-7000 heterogeneous SoC family, which feature ARM CPUs coupled with pro-
grammable FPGA logic equivalent to the Artix-7 one. 

The official FPGA-based hardware implementation [ 28] was instead selected 
as the state-of-the-art hardware reference. The proposed design, targeting Xilinx 
FPGAs and described in SystemVerilog, delivers a unified architecture that imple-
ments the whole BIKE KEM and executes it in constant time. The authors provide 
three instances ranging from a lightweight one that minimizes resource utilization 
up to mid-range and high-performance ones. 

Area results The area of the proposed architecture is evaluated according to its uti-
lization of the FPGA resources available on the target chips. Table 1 details the 
look-up tables (LUT), flip-flops (FF), and block RAM (BRAM) blocks occupied by 
the client and server instances. The proposed architecture’s smallest client and server 

Table 1 Area results, expressed in terms of LUT, FF, and BRAM resources, and execution times, 
in milliseconds, for the proposed client and server cores 

Core Equivalent 
security 

Lightweight High-performance 

Resources Exec. 
time 

Resources Exec. 
time 

LUT FF BRAM LUT FF BRAM 

Client AES-128 31792 17805 43.5 5.71 126510 51492 357 0.58 

AES-192 31411 20181 45.5 19.27 124891 53067 360 1.71 

Server AES-128 19804 11401 30 0.03 91422 46208 275.5 0.03 

AES-192 19979 12282 28 0.08 72725 37795 235.5 0.06
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Table 2 Execution times, in milliseconds, for the state-of-the-art and proposed implementations. 
Legend: LW lightweight, MR mid-range, HP high-performance instances 

Equivalent 
security 

Ref. 
SW [ 2] 

Ref. HW/SW [ 23] Ref. HW [ 28] Proposed 

AVX2 LW MR HP LW MR HP LW HP 

AES-128 1.08 617.31 482.48 288.18 11.13 6.36 3.69 5.74 0.61 

AES-192 3.51 .− .− .− 37.10 19.71 11.69 19.35 1.77 

cores fit in Artix-7 50 and 35 FPGAs, respectively, while the largest instances target 
Artix-7 200 chips, i.e., the highest-end chips of the FPGA family. 

The experimental results demonstrate how the proposed cryptographic cores can 
scale across a range of FPGA chips. Moreover, they show that BRAM memories are 
the most used resources, relatively to the ones available on the target chip, on the 
larger Artix-7 200 FPGAs, while instances targeting the smaller chips are bounded 
by the LUT utilization. The proposed architectures usually employ a large fraction 
of the available look-up tables while requiring a more limited amount of flip-flops. 

Performance results Performance is measured by the execution time of the BIKE 
KEM primitives on the client and server sides of the key exchange. Table 1 lists the 
execution times, expressed in milliseconds, for the client and server instances of 
the proposed architecture, while Table 2 compares the aggregate execution times of 
BIKE between the state-of-the-art and proposed solutions. 

The experimental results highlight significant improvements over the considered 
state-of-the-art references. The latency of the BIKE KEM can be reduced by almost 
two times, in the AES-192-equivalent use case, compared to the AVX2-optimized 
software execution, and the smaller proposed instances outperform even the mid-
range state-of-the-art FPGA-based instances. Finally, the best-performing proposed 
architectures outperform the high-performance state-of-the-art ones by more than 
six times, as also shown in Fig. 5, which compares the execution time, broken down 
in the three KEM primitives, between the FPGA-based architectures. 

5 Conclusions 

This research presented a configurable FPGA-based hardware architecture that 
implements the BIKE QC-MDPC code-based cryptosystem, aiming to improve per-
formance over the existing state-of-the-art software and hardware solutions. 

The proposed architecture provides effective FPGA-based hardware support for 
QC-MDPC codes suitable to post-quantum cryptography applications. Configurable 
code and architectural parameters allow using a single design to support different 
QC-MDPC codes underlying the PQC cryptosystems and to target any FPGA chip 
from the Xilinx Artix-7 family. Hence, different performance-area trade-offs can be 
explored through the parametric configurability to satisfy the performance require-
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Fig. 5 Execution times of BIKE with AES-128-equivalent security. Legend: LW lightweight, MR 
mid-range, HP high-performance instances 

ments and area constraints set for the overall system that integrates BIKE hardware 
support. Two modules support the KEM primitives to be executed on the client and 
server nodes of the key exchange, respectively, and a complexity-based heuristic 
steers the design space exploration to identify the best parameterization of the con-
figurable hardware components by leveraging the knowledge of their time and space 
complexity. 

The experimental evaluation of the proposed architecture highlighted significant 
improvements over the state-of-the-art software, hardware-software, and hardware 
implementations of BIKE from the literature. On the one hand, compared to the refer-
ence software implementation, which exploits the Intel AVX2 extension on desktop-
class CPUs, AES-128- and AES-192-equivalent security instances of the proposed 
architecture provide performance speedups of 1.77. × and 1.98. ×, respectively. On the 
other hand, the proposed FPGA-based BIKE architecture also outperforms the other 
hardware implementations available from literature, including both HLS-generated 
and human-designed ones, and provides a speedup over the fastest state-of-the-art 
FPGA-based instance of more than six times. 
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Model-Driven Development of Formally 
Verified Human-Robot Interactions 

Livia Lestingi 

Abstract Introducing service robots into everyday settings entails a significant tech-
nological shift for the robotics community. Service settings are characterized by criti-
cal sources of uncertainty (mainly due to human behavior) that current software engi-
neering techniques do not handle. This chapter introduces a model-driven framework 
for developing interactive service robotic scenarios, relying on formal verification to 
guarantee robustness with respect to unexpected runtime contingencies. Target users 
specify the characteristics of the scenario under analysis through a custom textual 
Domain-Specific Language, which is then automatically converted into a network of 
Stochastic Hybrid Automata. The formal model captures non-traditional physiolog-
ical (e.g., physical fatigue) and behavioral aspects of the human subjects. Through 
Statistical Model Checking, it is possible to estimate several quality metrics: if these 
meet the set dependability requirements, the scenario can be deployed. Specifically, 
the framework allows for deployment on the field or simulation. Field-collected data 
are fed to a novel active automata learning algorithm, called L∗

SHA, to learn an updated 
model of human behavior. The formal analysis can then be iterated to update the sce-
nario’s design. The overall approach has been assessed in terms of effectiveness and 
accuracy through realistic scenarios from the healthcare setting. 

1 Introduction 

Service robots are growingly experimentally deployed to carry out everyday tasks 
in coordination with humans in different settings, such as healthcare and domestic 
assistance. Unlike industrial settings, these contexts do not set significant boundaries 
for human actions. As a result, their behavior is substantially unconstrained and 
constitutes a critical source of uncertainty. Existing software engineering techniques 
privilege efficiency-related factors (e.g., the time it takes the robot to complete a 
task) and, according to practitioners, are not mature enough to handle this degree 
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Fig. 1 Model-driven framework’s workflow. Macro-phases are shown as colored areas. Blocks 
represent artifacts, and dashed arrows represent manual tasks 

of variability [ 9]. On the other hand, decisions made at design time impact a hefty 
percentage of the software lifecycle costs [ 8], and their validity is questioned if 
unaccounted-for contingencies emerge at runtime. 

This chapter addresses this methodological gap by proposing a model-driven 
framework for developing service robotic applications where human-robot interac-
tion is a crucial element [ 14]. Figure 1 gives an overview of the proposed method-
ology. The framework is devised for practitioners who do not necessarily have prior 
training in software development; therefore, it supports them throughout all phases, 
from design to testing and maintenance, while keeping the required manual effort to 
a minimum degree. The proposed methodology relies, at its core, on formal mod-
eling and verification techniques to develop robotic scenarios with guarantees of 
robustness to the mentioned sources of uncertainty. Therefore, the framework also 
puts into question the claim that human behavior modeling falls beyond the limits of 
formal modeling techniques [ 17]. 

Existing works explore the possibility of formalizing human-robot interaction 
and exploiting the guarantees of formal analysis within the software development 
process. Previous attempts mostly focus on ensuring that collaborative applications 
meet safety standards [ 22] or comply with social norms [ 19]. The literature also 
features formalizations of human behavior, for example, by modeling the system as 
a network of Timed Game Automata [ 4] or adopting a probabilistic approach, as in 
the hereby presented work, while focusing on smaller setups [ 23]. 

In this work, the robotic scenario is first analyzed offline (macro-phase 1 in Fig. 1) 
through a custom textual Domain-Specific Language (DSL) [ 15]. The DSL file is 
then automatically converted into a formal model capturing the agents involved in 
the scenario, i.e., the robots and the humans they interact with. As for the latter, in 
line with the goal of tackling uncertainty, the formal model captures non-traditional 
aspects of human physiology and their decision-making process. The significance
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of physiological aspects primarily relates to the healthcare setting since subjects 
may be in pain or discomfort, impacting their ability to carry out tasks in coordi-
nation with the robots. Incorporating a formalization of the human decision-making 
process, specifically as a stochastic process, into the model is necessary to have its 
impacts considered by the formal analysis. Such modeling requirements motivate the 
choice of Stochastic Hybrid Automata (SHA) as the selected formalism [ 7]. Given 
the stochastic nature of the model, the framework then applies Statistical Model 
Checking (SMC) [ 1] to estimate quality metrics expressed as Metric Interval Tem-
poral Logic (MITL) properties about the robotic application to be examined by the 
practitioner. 

If the SMC results are not satisfactory, the design must be revised by applying 
reconfiguration measures (macro-phase 2 in Fig. 1). Otherwise, if such metrics sat-
isfy the practitioner’s expectations, the so-obtained design is either deployed on the 
field or simulated for further investigation (macro-phase 3 in Fig. 1). To this end, 
the framework introduces a deployment approach with a model-to-code mapping 
principle to guarantee correspondence between the formal model and the software 
components deployed at runtime [13]. So-collected data (i.e., either actual sensor logs 
or simulation logs) are then exploited to learn an updated model of human behavior 
(macro-phase 4 in Fig. 1) [  14]. To this end, a novel active automata learning algo-
rithm, called L∗

SHA, targeting SHA is fed with traces (i.e., event sequences) mined 
from field data. The learned SHA is plugged back into the formal model to either 
revise the design of the same scenario or in preparation for the development of future 
ones. 

Previous works present learning algorithms for Hybrid (HA) or Probabilistic 
Automata. Medhat et al. present a framework for HA mining based on clustering 
[ 18]. Works focusing on probabilistic systems adopt a frequentist approach [ 10] or  
a state merging method [ 5]. Tappler et al. also propose an extension of L∗ to learn 
Markov Decision Processes based on collected samples [ 21]. The L∗

SHA algorithm 
contributes to the area as it targets both hybrid and stochastic features. 

All the phases of the framework have been experimentally validated on scenar-
ios inspired by the healthcare setting. Experiments aimed at assessing the accuracy 
(thus, the reliability of the results) of the different artifacts, the flexibility of the 
framework with respect to realistic service robotic applications, and its capability to 
mitigate the sources of uncertainties at play. The key results of experimental valida-
tion are reported in this chapter, whereas we refer the interested reader to dedicated 
publications for a detailed report. 

The rest of the chapter is structured as follows. Section 2 outlines the main theo-
retical concepts underlying the work. Each macro-phase is then illustrated in detail, 
specifically: Sect. 3 describes the design-time analysis phase; Sect. 4 describes the 
deployment framework; and Sect. 5 describes the model adjustment phase. Finally, 
Sect. 6 presents future research directions.
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2 Preliminaries 

As per Sect. 1, the chosen formalism is SHA, an extension of Timed Automata with 
hybrid and stochastic features. SHA locations, which belong to set . L , capture the 
different operational states of the system under analysis. Figure 2a shows an example 
of SHA modeling human behavior with locations.L = {hidle, hbusy}, representing the 
human standing still and walking, respectively. 

In Hybrid Automata (HA), set .W contains real-valued variables whose time 
dynamics are constrained through sets of generic ODEs, called flow conditions [ 2], 
modeling complex physical behaviors. Given location .l ∈ L , function .F(l) assigns 
flow conditions to . l constraining the behavior of real-valued variables in .W while 
in such location. As an example, real-valued variable .F ∈ W in Fig. 2a captures 
the human’s physical fatigue whose time derivative .Ḟ is constrained by functions 
.frec(t, k) and.fftg(t, k). In Stochastic HA, given flow condition. f (t, k) ∈ F(l) where 
. t represents time and . k is an independent, randomly distributed parameter, . f (t, k)
acts as a stochastic process and its domain is .R+ × R. For each location .l ∈ L , 
function .D(l) assigns a probability distribution to . l governing random parameter . k
(e.g., .D(hidle) and .D(hbusy) in Fig. 2a). 

SHA edges capture transitions between two locations and are labeled with the 
event triggering the transition and, possibly, a guard condition and an update, 
expressed in terms of variables in . W . Guard conditions (e.g., .x ≥ T1 in Fig. 2b) 
enable the firing of the edge when, given the current value of variables in. W , they are  
verified. Updates are sets of assignments to variables in .W that are executed when 
the edge fires. In SHA, assignments may entail the extraction of a sample from a 
probability distribution. For example, when the SHA in Fig. 2 switches from.hbusy to 
.hidle, update .ξidle assigns a sample from.D(hidle) to . k. 

Given channel . c, an edge can be labeled either with.c! if the SHA actively triggers 
an event through . c or with .c? if the SHA listens for events on . c. Multiple SHA in 
a network (e.g., the human in Fig. 2a and the orchestrator in Fig. 2b) synchronize 
through channels when complementary edges fire simultaneously. For example, the 

Fig. 2 Example SHA network: invariants and flow conditions are in purple, channels in red, prob-
ability weights in orange, guards in green, and updates in blue
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SHA in Fig. 2 (i.e., the machine) may switch from.hidle to.hbusy when the orchestrator 
fires an event through channel .start. In SHA, edges may also be associated with 
probability weights (i.e., dashed arrows in Fig. 2a) determining the bias of the net-
work toward a certain transition: for example, when event .start! fires, the SHA in 
Fig. 2a switches to .hbusy with probability .p = w1/(w1 + w2) and stays in .hidle with 
probability .1 − p. 

A location . l of an SHA can be endowed with an invariant, i.e., a condition over 
variables in .W that must hold as long as the SHA is in . l. In Fig.  2b, the combination 
of invariants and guards on outgoing edges ensures that edges fire exactly when 
.x = Ti, i ∈ {1, 2} holds. 

SHA are eligible for SMC, which can be performed, for example, through the 
Uppaal tool [ 12]. SMC generates multiple runs of an SHA network .M through the 
Monte-Carlo simulation technique, each simulating the evolution of the system for 
a given time .τ ∈ N. These runs are then individually examined to check whether a 
given MITL property. ψ holds, thus constituting a set of Bernoulli trials. The value of 
expression.PM(ψ) then corresponds to the confidence interval for the probability of 
property .ψ holding for network .M within time . τ . By simulating the SHA network, 
it is also possible to calculate the expected maximum/minimum value of real-valued 
variables, such as the humans’ physical fatigue or the robot’s residual charge. 

3 Design-Time Analysis and Reconfiguration 

The entry point to the model-driven framework is the analysis of the robotic scenario 
at design time (thus, offline). The goal of this phase is to specify the characteristics 
of the scenario and subsequently compute quality metrics through formal analysis. 

The set of characteristics that can be expressed through the custom DSL consti-
tutes the conceptual model underlying the framework, which is summarized in the 
following and exemplified through an illustrative use case from the healthcare set-

Fig. 3 Layout for the illustrative example representing the agents (in their initial positions) and the 
POIs. HUM3’s initial position is randomized
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ting (see Fig. 3). Firstly, the geometrical layout where agents will operate has to be 
defined (e.g., the T-shaped corridor in Fig. 3 with doors to four rooms). The layout 
can include points of interest (POIs) agents can interact with (e.g., cupboards with 
medical equipment KIT1 and KIT2 in Fig. 3). Agents are either robots or humans. 
Mobile robots can be of different commercial models, which determines their tech-
nical specifications. Humans have different physiological features (including their 
age group and health status) and behavioral traits (for example, their level of atten-
tiveness). The example in Fig. 3 features four agents: one robot (ROB) and three 
humans (HUM1, HUM2, and HUM3). 

Having defined the characteristics of the agents, it is necessary to configure the 
scenario. In this work, a scenario is intended as a composition of robotic missions, 
where each mission is an ordered sequence of services. A service represents a task 
requiring coordination between the human and the robot with a target in space (i.e., a 
POI), which must conform to a pattern. Patterns group recurrent human-robot inter-
action contingencies, such as the human following the robot to a destination or the 
human and the robot competing for the same resource [ 15]. The mission for the 
example in Fig. 3 begins with HUM1 following the robot to the waiting room until 
the examination room is appropriately set up. While HUM1 is waiting, the robot and 
HUM3 compete for the same medical kit (KIT1 in Fig. 3): the mission then follows 
alternative plans depending on the outcome of the competition. If the robot retrieves 
the resource first, it delivers it to HUM2 in the office. Otherwise, HUM2 leads the 
robot to retrieve another medical kit (KIT2 in Fig. 3). Once HUM2 is ready for the 
visit, the robot leads HUM1 to the office and assists HUM2 in administering the 
medication. 

The so-obtained DSL file is then automatically converted into an intermediate 
JSON notation that decouples DSL parsing from the specific verification tool (see 
Fig. 4). At the current stage of development, the available component that generates 
the formal model targets SHA as chosen formalism and Uppaal as the verification 
tool. The generated SHA network is schematically represented in Fig. 4. The network 
consists of.Nh SHA modeling human behavior for each subject (.Ahi with.i ∈ {1,Nh}) 
and .Nr SHA for each robotic system, made up of the SHA for the robotic platform, 

Fig. 4 Design time phase workflow. In the SHA network, blue arrows represent sensor readings 
shared by the agents with the orchestrator, while red arrows represent decisions made by the orches-
trator and communicated to the agents
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the battery, and the orchestrator (.Ari , .Abi , and .Aoi with .i ∈ {1,Nr}, respectively). 
The latter acts as the robot controller; specifically, agents periodically share their 
position within the layout and further data about their current status (i.e., the fatigue 
level for humans and residual battery charge for robots). The orchestrator examines 
the latest batch of sensor readings and checks it against its policies to send commands 
to the agents (e.g., start or stop walking) aiming for the completion of all the services 
in the mission. 

Quality metrics to be computed for the scenario are referred to as queries. Possible 
queries include the probability of completing the mission within a specific time, the 
probability of critical events (e.g., the human getting fully fatigued or the robot fully 
discharged) occurring within a specific time, and the estimated value of relevant 
physical variables captured by the model. 

SMC experiments are automatically launched, and their results are provided to the 
scenario designer. If such results satisfy the designer’s expectations, the application 
can move forward to the deployment macro-phase. Otherwise, as per Fig. 1, the  
design of the scenario can be revised to improve the desired indicators. Possible 
reconfiguration measures include selecting different robots from the fleet, changing 
the order in which services are provided (unless logical dependencies exist), and 
re-tuning the orchestrator’s policies (e.g., a less conservative orchestrator may lead 
to faster mission completion while requiring more effort on the humans’ side). 

Realistic service robot scenarios from the literature or industrial use cases have 
been collected to assess the coverage of the design-time analysis phase (i.e., 
whether they would be analyzable through the framework or fall out of its scope) 
[ 15]. Results show that.24 out of.27 scenarios are analyzable through the framework, 
leading to a coverage rate of.88%. The accuracy of the formal model (specifically, the 
SHA modeling the robotic system) has been assessed with respect to field-collected 
data on . 6 scenarios, resulting in estimation errors up to .6.7% for the probability of 
success, .0.61% for the robot’s charge, and .8.6% for human fatigue. 

4 Application Deployment 

Once the design of the robotic scenario satisfies the set of requirements, the appli-
cation can be deployed on the field or simulated in a virtual environment. At this 
stage, it is paramount to guarantee to a degree the correspondence between the formal 
model and the behavior of the system at runtime. To this end, the deployment phase 
entails the mapping of SHA features to deployment units constituting the deployment 
framework [ 13]. Units either consist of simulator scripts governing the behavior of 
agents in the virtual scene or low-level components controlling the robotic device 
and the sensors worn by human subjects. The application of the mapping principle to 
recurring modeling patterns results in recurring code patterns capturing, for example, 
the periodic refresh of sensor readings and consequent sharing with the orchestrator 
deployment unit.
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The resulting deployment infrastructure features a deployment unit for each 
agent and a standalone unit for each orchestrator (one for each robot in the fleet). 
Orchestrators communicate with agents over a middleware layer based on ROS pub-
lisher/subscriber nodes [ 20]. Each sensor associated with an agent corresponds to a 
ROS publisher node that periodically shares over dedicated topics the latest reading, 
to whom the orchestrator subscribes. Correspondingly, the orchestrator’s commands 
are transmitted over dedicated ROS topics with the agents. The ROS-based mid-
dleware layer decouples the orchestrators from the specific technology exploited 
for the agents’ deployment unit, constituting a standard communication interface. 
As a result, the deployment framework flexibly supports physical agents, simu-
lated agents, and a hybrid setting (e.g., physical robots synchronizing with human 
subjects in the simulation scene). 

The deployment framework has also been tested in terms of accuracy, specifi-
cally regarding the correspondence between formal analysis results and the behavior 
observed at runtime (thus, the accuracy of the model-to-code mapping principle) 
[ 13]. Results show a deviation of physical variables values obtained through SMC 
and simulation of up to .5.35%: given that, at the time of writing, no standardization 
exists for acceptable thresholds in service robot applications, whether such values 
meet the facility’s requirements is up to the stakeholder. 

5 Model Adjustment 

For the first design-time analysis iteration, it can be assumed that the SHA modeling 
human behavior within the formal model is an underapproximation of real human 
behavior. Therefore, upon deploying the mission with real human subjects who per-
form a broader range of actions, it is plausible that results obtained at design time are 
found to be no longer accurate. To address this issue, sensor data can be exploited 
as part of a data-driven learning technique of a model of human behavior that is 
up-to-date with the knowledge accumulated through deployment. 

Fig. 5 High-level workflow of L∗
SHA split into the teacher’s and the learner’s lanes. Dashed arrows 

represent the submission of a query and the retrieval of the teacher’s answer
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To this end, an active automata learning algorithm targeting SHA has been devel-
oped (see Fig. 5 for the algorithm’s workflow) [ 14]. The algorithm extends the well-
known algorithm for Deterministic Finite-state Automata (DFA) learning L∗ [ 3], 
hence the name L∗

SHA. L
∗
SHA, like L

∗, relies on the interaction between a learner 
and a teacher (or oracle). The learner is in charge of maintaining the hypothesis 
automaton Ahyp, while the teacher stores the available knowledge about the System 
Under Learning (SUL). The learner submits queries to the teacher and refines the 
hypothesis based on the teacher’s answers. 

Knowledge stored by the teacher is in the form of signals collected by sensors. 
While L∗

SHA is domain-agnostic, in its application to human behavior learning such 
signals consist of the agents’ positions, human physical fatigue, and data concerning 
the environment (e.g., humidity and temperature). As per the example in Fig. 2, 
human behavioral states differ based on how fatigue evolves (e.g., it increases while 
walking and decreases while resting). Therefore, to identify SHA locations correctly, 
in this use case, the fatigue signal is split into segments based on events that occurred 
during the mission (e.g., human velocity switching from. 0 to a value greater than . 0
indicates that the human started walking). A sequence of events constitutes a trace. 
In L∗

SHA, the teacher stores all collected traces and the associated signals. 
As per Fig. 5, learning occurs in rounds. At the beginning of each round, since the 

algorithm targets SHA, each location .l ∈ L of Ahyp that has already been identified 
needs to be labeled with flow conditions and probability distributions (i.e., functions 
.F(l) and .D(l), respectively). For flow conditions, the learner submits mi queries, 
which exploit the Derivative Dynamic Time Warping (DDTW) technique [ 11] to  
identify the function out of a set of candidates that best fits a specific signal segment. 
Concerning probability distributions, the learner submits ht queries for the teacher 
to determine through a Kolmogorov-Smirnov two-sample test whether the samples 
of a random parameter observed in the aftermath of a specific trace constitute a new 
population or they are not statistically different from previously identified populations 
[ 16]. 

After assigning all flow conditions and probability distributions, the learner checks 
whether Ahyp is well-defined, that is whether it is closed and consistent. The hypoth-
esis is closed if all edges reach existing locations (in other words, if a location is 
defined for each identified operational state). The hypothesis is consistent if no loca-
tion has more than one outgoing edge with the same event label (in other words, if 
the SHA is deterministic with respect to edge outputs). If either of the two conditions 
is not verified, the learner modifies Ahyp to make it closed and consistent. 

OnceAhyp is well-defined, the current learning round ends with the learner submit-
ting a cex query to the teacher, that is asking whether, given the teacher’s knowledge, 
a counterexample toAhyp exists. A counterexample is a trace known to the teacher but 
which is not captured by Ahyp or is not compatible (i.e., is a source of non-closedness 
or non-consistency). If a counterexample exists, a new round of learning is necessary; 
otherwise, L∗

SHA terminates returning Ahyp. 
Within the model-driven framework, the learned SHA constitutes a refinement of 

the model of human behavior, which is plugged back into the SHA network to iterate 
the design-time analysis for the same or different scenarios. Experiments have been
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carried out by simulating a broader range of human actions (e.g., running, sitting, 
and walking while carrying a load) through the simulated deployment environment 
to assess the gain in accuracy with the refined model [ 14]. The latter amounts to an 
average .18.1% accuracy gain for the estimation of the probability of success and 
.7.7% for the estimation of fatigue. Naturally, better accuracy comes at the cost of the 
time necessary to complete the learning (approximately. 35min for the largest model) 
and the increase in complexity of the resulting SHA network (thus, in verification 
time). 

6 Future Research Outlook 

The framework is open to several future extensions. Ongoing work involves a refine-
ment of the SHA network with cognitive and psychological models of the human 
decision-making process to be accounted for by the formal analysis and the deployed 
orchestrator. 

As for the model adjustment phase, L∗
SHA works under a set of simplifying assump-

tions, which may not be realistic with real CPSs. Therefore, further work is neces-
sary to extend the applicability domain of L∗

SHA. In more general terms, the degree 
of applicability of active automata learning techniques (which usually rely on the 
availability of an omniscient oracle to drive the learning) to real systems is an open 
research question. 

Finally, the reconfiguration phase of the framework is now performed entirely 
manually, which is not aligned with the initial goal of keeping the automation level as 
high as possible. An automated strategy synthesis procedure (for example, exploiting 
the Uppaal Stratego tool [ 6]) could be developed to compute alternative mission plans 
that optimize the quality metrics, thus at least partially automating the mission re-
design task. 
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Electronic Bio-Reconfigurable 
Impedance Platform for High Sensitivity 
Detection of Target Analytes 

Paola Piedimonte 

Abstract The present research presents a portable bioelectronic platform for multi-
plex detection to read biosensor chips with several sensing sites for real-time analyte 
capture. The technique is based on Differential Impedance Sensing (DIS) of the 
target through functionalized nanoparticle amplification. Gold-interdigitated micro-
electrodes are the core of the biosensing system. They are designed in a differential 
configuration, reference and active sensor, to counteract all possible mismatches 
such as temperature fluctuations and variations in the ion content of the solution. 
The surface of the sensor is biochemically functionalized with a synthetic probe 
specifically developed for the selected target. The successful combination of all of 
these elements allowed the system to detect IgG antibodies spiked in buffer with 
a limit of detection of below 100 pg/mL. In a real case study for viral infection 
diagnosis, the system has been challenged with infected human serum samples for 
digital counts of anti-dengue virus antibodies, achieving the detection of clinically 
relevant target concentrations. Also, the bio-reconfigurability of the system has been 
successfully tested with oligonucleotide detection down to pM target concentration. 
To allow the portability of the entire measurement setup, the setup has been equipped 
with a custom electronic board based on an FPGA module allowing a multiplexing 
approach for the parallel reading of several electrodes. The final system provides 
simple and effective bio-reconfigurability, exploiting advances in bio-recognition 
through proper probe selection and boosting the possible use of multiplex sensing to 
a broad spectrum of needs. 

1 Introduction 

Detection of viruses is essential for the control and prevention of viral infections. For 
the diagnosis, it is possible to directly detect the whole virus [ 1] or to determine the 
antibodies produced against virus proteins during and/or after the virus incubation 
period [ 2, 3]. The analytes as viral nucleic acids (DNA and RNA), viral proteins, 
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intact viral particles and antibodies can all be used for the diagnosis [ 4]. Convention-
ally, they are detected using traditional methods like polymerase chain reaction (PCR) 
[ 5], virus culture, and enzyme-linked immunosorbent assay (ELISA) [ 6]. Still, these 
tests are usually time and reagent-consuming and do not have multiplex capability, 
thus not allowing the detection of several targets simultaneously [ 7]. In recent years, 
there has been a focus on simpler and faster detection methods with biosensors solu-
tions. Fundamental to these systems is the biotransducer that converts the concentra-
tion of the targeted analyte into a proportional signal as a combination of a biological 
recognition layer and a physical transducer. Among the transduction mechanisms, 
biosensors can rely on dyes or fluorescent labels [ 8, 9] or innovative approaches such 
as functionalized tapered optical fiber [ 10], silicon microring resonators for active 
opto-magnetic biosensing [ 11] or Surface Plasmon Resonance-based technologies 
(SPR) [ 12]. These techniques have further improved the quality of the measure-
ment but still require complex components and can be hardly miniaturized into a 
multipurpose platform. To overcome these limitations, an electrical approach using 
impedimetric biosensors can be convenient. As a device, planar interdigitated elec-
trodes (IDEs), which consist of a pair of comb-shaped micro-band array electrodes 
and a pad at the bottom, are widely applied to the field of sensors due to their simple 
manufacturing process. They can be miniaturized, integrated in a microfluidic sys-
tem and fabricated with bio-compatible materials. The currents/voltages between the 
IDEs can be evaluated to directly detect binding [ 13] or indirectly detect the change 
of the electrical properties (complex impedance, resistance or capacitance) of the 
medium around the electrodes [ 14]. Between non-faradaic [ 15] and faradaic [ 16] 
approach, the latter application requires a wide-range frequency sweep and the use 
of potentially hazardous redox mechanisms for current induction resulting in com-
plex experimental protocol and electronic reading system. Non-faradaic impedance 
systems can be used in the simpler fixed frequency to provide transient information 
[ 17] about rapid changes in impedance thanks to increasing sampling [ 18, 19]. As 
the main result of this thesis, it has been demonstrated for the detection of Dengue 
Virus infection a non-faradaic based biosensor system that combines a specific bio-
chemistry recognition mechanism with an electronic platform based on Differential 
Impedance Sensing [ 20]. Due to the target features, the impedance signal is amplified 
by hybridizing the probe-target with a functionalized polystyrene nanoparticle. The 
increased signal-to-noise ratio helps to overcome drawbacks such as laborious sur-
face preparation, the usually limited storage time of the sensor and surface biofouling 
that occurs in unpurified samples. Moreover, the single-frequency measurements and 
data analysis on the enhanced signal simplify the platform hardware and software, 
enabling portable analysis.
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2 The Differential Impedance Sensing Approach 

2.1 Platform Overview and Experimental Protocol 

The sensors based on IDEs have been designed in a differential configuration in 
order to evaluate the total value of the impedance and the beads contribution. In this 
structure, the selected probe is spotted only over the active sensor, while the reference 
sensor operates as a negative control without surface functionalization. The resulting 
measurement is unaffected by macroscopic temperature fluctuations and variations in 
the liquid medium (i.e., ion concentration) that determine the assay’s conductance. A 
schematic representation of the biosensing system is shown in Fig. 1. The gold IDEs 
have fingers of 3-. μm width, 90-. μm length and 3-. μm spacing. The active area of each 
sensor (90 . μm .× 90 . μm) and the comb dimensions of 3 . μm have been optimized 
considering the resolution of the spotting machine for the functionalization of the 
sensor surface with the probe, the full coverage of the active area and the beads 
dimension (800 nm). 

The IDEs detection properties have been optimized and validated using finite ele-
ment method simulations (COMSOL Multiphysics) to reach the maximum impedance 
variation for one-bead detection. The resulting sensing area of the IDE leads to a 
dynamic range of 100 ppm. A single bead in the sensing volume over the electrodes 
would give a signal variation of about 15 m. Ω (over 935. Ω of total impedance), allow-
ing a direct correlation between the electrical signal, the number of beads and the 
number of biological targets captured by the probes. The fabrication process of the 
electrodes was carried out at PoliFAB (the micro and nanotechnology center of the 
Politecnico di Milano) on 3-inch borosilicate wafers using standard microfabrica-

Fig. 1 The Biosensing system. a The workflow for electrode realization: COMSOL simulation of 
the differential IDE structure, process steps for microfabrication of gold IDE and photographs of the 
final biosensor structure. b A schematic view of the microfluidic system of the differential electronic 
impedance measurement setup. c shows the configuration to perform the impedance measurement 
in a digital differential mode and the full spectrum of impedance versus frequency in PBS solution. 
The selected working frequency around 1 MHz ensures that we are working in a region sensitive to 
variations in the liquid conductivity



58 P. Piedimonte

Fig. 2 Scheme of the protocol of the assay. The impedance measurement to take into account for 
the differential detection are the ones before and after the beads injection in buffer condition 

tion techniques. The interdigitated gold electrodes are exposed to liquid with micro 
windows patterned on a SU8 layer (thickness of 5 . μm) used as a passivation layer 
over metal connections to limit leaky current paths. 

The experimental protocol, reported in Fig. 2, consists of an incubation phase 
targeting specific primary antibody binding and labeling by secondary antibody, fol-
lowed by a beads counting phase targeting nanobeads binding, impedance measure-
ment and beads count. While this second phase is always performed in the microflu-
idic chamber, the incubation phase can also be conducted outside the microfluidic 
system. 

The limit of detection (LOD) of the system has been investigated and the same 
protocol has been replicated for different concentrations of primary antibody, from 50 
. μg/ml down to 100 pg/ml. The LOD was extrapolated from the impedance value of 
blank samples plus 3 standard deviations (3. σ) using the linear range of the calibration 
curves. 

.LOD = 3.3 · σ

S
(1) 

where S is the calibration curve in Fig. 3 and. σ is the standard deviation of impedance 
background in the control sample. 

Figure 3 summarizes these results. For antibody concentrations above 50. μg/mL, 
no significant change was observed due to the saturation of the binding sites with 
anti-IgG antibodies. On the other extreme, the system demonstrates to operate down 
to a concentration of 100 pg/mL with signals (700 m. Ω) well above the noise ground 
limit of 150 m.Ω as present at the output of the lock-in amplifier. 

For the negative controls, the same protocol has been applied with zero concentra-
tion of primary antibody, resulting in a mean value of 372.± 90 m. Ω, well below the 
signal measured at the minimum concentration of 100 pg/mL. Figure 3 also shows 
the photographs of the active sensor surface taken at the end of the measurement after 
drying the chip. They clearly exhibit the corresponding decrease in beads density on 
the active area of the sensors as the primary antibody concentration decreases. The
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Fig. 3 Impedance variation as a function of serial dilutions of anti-E01 IgG primary antibody 
at decreasing concentrations to assess the platform sensitivity in terms of LOD. Error bars show 
standard error. The figures show the coverage of the active sensor by beads. All measurements have 
been performed with a 50 mV amplitude signal at 1 MHz 

platform tracks the number of beads that can be counted by impedance measurement 
down to a few tens of beads, certifying the immunosensor concept and operation. 

2.2 Detection of IgG Antibodies in Human Serum 
for Dengue Virus Diagnosis 

To validate the clinical effectiveness and robustness of the adopted technique, the 
biosensing system has been tested for Dengue Virus detection. The target biomark-
ers for this experiment are the IgG antibodies anti-DNGV in human sterilized serum 
samples of infected patients. As negative control in order to avoid false-positive 
results, human serum samples from healthy patients negative to IgG antibodies anti-
DNGV have been tested as well. The protocol used is the standard one described in 
the previous section and provides in addition all the stages of incubation of the serum 
for probe-target hybridization inside the microfluidic chamber. Figure 4 summarizes 
the measurements at different dilutions of the serum sample positive to anti-Dengue 
antibody (from 1:25 to 1:100000). Healthy serum samples were included in the 
analysis as negative controls. Negative samples show a ground noise that we con-
sider as a cut-off signal, with a differential impedance value below 1.23 . Ω. As a  
consequence, the 1:100000 serum dilution provides the minimum detectable signal. 
The photographs of the active sensor surface visually certify the effectiveness of the
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Fig. 4 Differential Impedance sensing variation versus dilution in a buffer of human serum positive 
to anti-Dengue Virus antibody. On the right, photographs of the active sensors after the final wash 
for four exemplary cases. Error bars show standard error. All measurements have been performed 
with 50 mV amplitude signal at 1 MHz 

detection mechanism for few exemplary dilutions and the number of beads over the 
active sensor decreases with sample dilution down to about one hundred. As can 
be seen in the magnification from Fig. 4 also clusters of beads are formed during 
washing and/or PBS evaporation contributing to the single concentrations error bar. 

As reported in [ 20], the detection with the DIS platform has achieved results that 
outperform the one obtained over the same positive and negative serum samples with 
a standard ELISA test. 

3 Multiplex Differential Impedance Sensing 

3.1 Electronic Multichannel Reading Board 

A compact and portable electronic board has been designed to operate a lock-in 
processing on up to 7 sensors in parallel in a differential architecture (1 input of the 8 
available is used for the reference sensor). As shown in Fig. 5, the analog sections of 
the board have been developed around an XEM7310 FPGA module by Opal Kelly. 
The FPGA controls in real-time the generation of the signals to stimulate the sensors, 
the acquisition of the responses from the sensors and their processing in parallel by 
implementing dual-phase digital lock-in and transmission to an external PC with 
a USB port. The Sensor forcing section comprises two counter-phase sinusoidal 
voltage generators (frequency at 1 MHz and tunable amplitude up to 1V), generated 
with a fast DAC (AD9706, 12-bit, 175 Mbps). They can be operated independently or 
can be simultaneously applied to the active electrode and to the control electrode of 
a physical differential sensor pair when local on-chip differential sensing is desired.
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Fig. 5 Photograph of the electronic board for multiplex experiments. All the different sections 
highlighted are: generation and reading of the sensor, temperature control, power supplies, refer-
ences and the FPGA module. On the right, a comparison between the commercial system and the 
electronic reading board in detecting a signal variation of 100 ppm and the transfer function for all 
the 8-channels for the sensor reading, with a zoom in the region around the working frequency of 
1MHz  

The 8 transimpedance amplifiers (TIA) read the currents from 8 sensors. The TIA 
uses capacitive feedback to combine wide bandwidth and low noise. The output 
is further processed by a gain amplifier digitally selectable from 0.1 to 1000 and 
converted in the digital domain by 12-bit ADC (LTC2250) at a sampling rate of 100 
Msps. The board also houses an additional lock-in channel for the readout of the 
on-chip temperature sensor. This Temperature control module on the board allows 
a precise measurement of the local temperature of the biosensor liquid by tracking 
the resistance (around 1 k. Ω) of a serpentine made of the same gold thin-film of the 
IDEs. 

To characterize the control platform realized, the performances in reading the 
impedance are compared with the commercial lock-in system (HF2LI, Zurich Instru-
ments). An extensive characterization is reported in [ 20]. Figure 5 reports the results 
for the 100 ppm variation comparison and the evaluation of the eight transfer func-
tions in order to certify the correct operation and the interchangeability of the eight 
reading channels. 

3.2 Selective DNA Detection 

The system with the electronic reading board has been challenged with a multiplex-
ing acquisition of impedance measurement of a chip realized with multiple IDEs. For 
this experiment, a new chip with a multi-sensor IDE configuration has been design. 
The layout allows to have 7 sensors to be dedicated between reference, target DNA
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Fig. 6 Signals from the multiplexing experiment. On the top, the value of electrodes in PBS 
solution (Rsol .= 1 k. Ω) and on the right the device under test. On the bottom, the signals from the 
final counting phase. The final washing step reveals the beads bounded only over the target sensors. 
Picture of the electrodes after the final wash. The beads are specifically bounded only over the active 
sensor with the probe for the COCU8. Reference and the OLIGOX electrodes are perfectly clean 

and negative control on the same area inside the microfluidic chamber. In this case, 
2 electrodes will be used as a reference electrode, 3 for target detection (specific 
probe) and 2 as active control (not specific probe). In the following experiment, the 
COCU8 is the actual probe for the target DNA COCU10-BIO, while the OLIGOX 
has the function of negative control and REF as reference sensor for the differential 
measurement configuration approach. The protocol adopted for the experiment con-
sists as usual in an incubation phase for target hybridization and the steps inside the 
microfluidic system (Beads incubation and final wash). The results are summarized 
in Fig. 6. 

Figure 6 shows the picture of the electrodes after the final wash. It is possible to 
notice the optical confirmation of the beads bounded only over the active sensors 
functionalized with the probe for the target. These results confirm the possibility to 
operate in a multiplexing acquisition configuration with the electronic board as an 
acquisition system. 

4 Conclusions and Future Perspective 

The developed biosensor system is based on the impedance variation between micro-
electrodes upon the capture of the target analyte, grafted over the biosensor surface 
through specific probe immobilization. A properly functionalized nanobead has been



Electronic Bio-Reconfigurable Impedance Platform … 63

used to enhance the electronic signal since the dimensions and the structure of the 
target moiety would not allow direct label-free detection. The biosensor core, made 
of a borosilicate chip with microelectrodes, is integrated into a microfluidic path and 
electronically accessed to perform impedance detection by custom electronic circuits 
featuring high portability and multichannel operation. In this way, multiple sensing 
sites in parallel can be addressed, extremely important from a diagnostic point of 
view since they will allow performing multiplex analysis starting from a single clin-
ical sample. The preparation of the biosensor chip by updating the antibody and the 
oligonucleotide linker makes this platform concept of Impedance Sensing of durable 
application and very practical industrial interest, yet reaching clinically breakthrough 
results. The experiment results show that beads count by a truly differential sensors 
architecture operated in a lock-in scheme is very effective in monitoring specific IgG 
antibodies in human serum and buffer down to a few single counts resolution, i.e. 
a LOD of 88 pg/mL. The sensitivity obtained by the system reaches and possibly 
outperforms other methods yet operating in a simple and clear protocol as demon-
strated in the comparison of the proposed platform response to human serum positive 
to DENV with a commercial Dengue virus IgG kit. For future work, the ongoing 
SARS-CoV-2 pandemic represents a starting bench for the development and imple-
mentation of such a new biosensor. SARS-CoV-2 will be targeted by direct capture 
of the entire virus in solution, using DNA-labelled antibodies directed against the 
SARS-CoV-2 spike protein. This strategy will bring advantages in terms of reduced 
sample handling and processing (meaning less contamination and no loss of viral 
components) and no need for harsh chemicals nor for sample purification or ampli-
fication, resulting in a reduction of time and cost of the analysis. 
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Abstract Memristor-based hardware accelerators play a crucial role in achieving 
energy-efficient big data processing and artificial intelligence, overcoming the limi-
tations of traditional von Neumann architectures. Resistive-switching memories 
(RRAMs) combine a simple two-terminal structure with the possibility of tuning the 
device conductance. This Chapter revolves around the topic of emerging memristor-
related technologies, starting from their fabrication, through the characterization of 
single devices up to the development of proof-of-concept experiments in the field of 
in-memory computing, hardware accelerators, and brain-inspired architecture. Non-
volatile devices are optimized for large-size crossbars where the devices’ conduc-
tance encodes mathematical coefficients of matrices. By exploiting Kirchhoff’s and 
Ohm’s law the matrix–vector-multiplication between the conductance matrix and a 
voltage vector is computed in one step. Eigenvalues/eigenvectors are experimentally 
calculated according to the power-iteration algorithm, with a fast convergence within 
about 10 iterations to the correct solution and Principal Component Analysis of the 
Wine and Iris datasets, showing up to 98% accuracy comparable to a floating-point 
implementation. Volatile memories instead present a spontaneous change of device 
conductance with a unique similarity to biological neuron behavior. This character-
istic is exploited to demonstrate a simple fully-memristive architecture of five volatile 
RRAMs able to learn, store, and distinguish up to 10 different items with a memory 
capability of a few seconds. The architecture is thus tested in terms of robustness 
under many experimental conditions and it is compared with the real brain, disclosing 
interesting mechanisms which resemble the biological brain.
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1 Introduction 

With the advent of the Internet-Of-Things and with the ever-growing number of 
people gaining the possibility to purchase smartphones and tablets capable to store a 
large amount of photo, video, music and applications in a single portable device, the 
global amount of data has increased exponentially, which raises strong requirements 
in terms of energy efficiency and processing speed for data analysis [1–3]. To satisfy 
these requirements, the computing performance of modern computers has increased 
steadily in the past few decades thanks to the scaling down of the transistor dimen-
sions and the consequent higher density of information being stored in the same area, 
as predicted by Moore’s law. The downscaling is now approaching its natural end 
mainly due to the increasing leakage of the complementary metal–oxide–semicon-
ductor (CMOS) transistors due to their extreme miniaturization [2]. The operating 
frequency of each transistor has already reached an upper limit set by the maximum 
acceptable power dissipation, preventing further speed improvement at the device 
level to avoid an excessive temperature increase of the chip. 

If on one side we have reached a limit on data transport speed due to the transistors, 
on the other side we have to consider that there is an additional limit imposed by the 
fact that conventional computing systems are based on the von Neumann architecture 
[4, 5], where memory and processing units are physically separated, which leads to 
an additional inevitable bottleneck due to the necessary data movement between the 
two separated units, which causes significant latency and energy consumption. This 
latency becomes significant when operation must be repeated thousands or millions 
of times, as it happens to tensor products and matrix multiplications, where the 
operation between the elements of the matrices cannot be done in parallel but only 
one operation after the other, finally collecting all the results. 

Alternative in-memory computing approaches are becoming increasingly attrac-
tive to develop novel logics and neuromorphic computations to overcome Von 
Neumann bottleneck issues [4–6]. Indeed, typical operations like image learning, 
pattern recognition and decision exhibit high computational cost for boolean CMOS 
processors, while, for human brain, they represent elementary processes. In this 
scenario, the development of new devices designed specifically for neuromorphic 
computing could enable high density and low power networks to properly operate 
learning and recognition tasks. Among the various emerging memories, also known 
as memristors, resistive switching memories appear as one of the most promising 
technologies for in-memory computing, thanks to the CMOS-compatible fabrication 
process, the small area and the analog programming. 

Differently from conventional memories based on transistors, which are able to 
store binary values only, specifically “1” (transistor in pass mode) and “0” (transistor 
switched off), memristors can store information in their electrical properties, like the 
resistance (or conductance) for example, in an analog way. Moreover, by organizing 
these memories in a matrix configuration, also known as crosspoint architecture, the 
matrix–vector multiplication is performed in one step only, carrying out all the single 
elements multiplications simultaneously exploiting the Kirchhoff’s law [5, 6, 8].
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Because of the novelty of this technology, problems of reliability and integration 
with existing technologies affect the emerging memories and further studies are 
required to overcome the limits by optimizing the materials and their responses and 
developing architecture designs and algorithms to exploit the innovative features 
and the strong parallelism of the physical multiplication [4, 5]. In this scenario, 
this Chapter focuses on the topic of RRAMs for high-density crosspoint arrays, 
starting from their fabrication, through the characterization of single devices up to the 
development of proof-of-concept experiments in the field of in-memory computing, 
hardware accelerators and brain-inspired architecture. 

2 Non-volatile RRAMs 

A resistive switching memory is a two-terminal device where the conductance can 
be manipulated by externally applied voltage pulses. The main structure is composed 
by an oxide layer sandwiched between two metals, in the so-called Metal–Insulator-
Metal. 

(MIM) structure. The RRAM switching mechanism refers to the possibility of 
creating and disrupting a conductive path across the oxide, creating a conductive 
bridge between the metals, by locally changing the oxygen vacancy concentration 
and for this reason they are also known as RedOx RRAMs (ReRAM). By applying 
a positive voltage to the top electrode (TE), the oxygen vacancies can migrate and 
reallocate inside the oxide layer with a consequent change of the electrical properties, 
where the formed oxygen vacancy-based conductive channel dictates a low resistance 
state (LRS), as depicted in Fig. 1a. The application of a negative voltage to the TE, 
instead, induces a vacancy dispersion into the oxide, the conductive path is dissolved 
and the resistivity rises-up, bringing the device in a high resistive state (HRS).

The typical electrical response of a RRAM is reported in Fig. 1b, where the 
hysteresis of the I-V curves changes according to the maximum current [1, 3, 6, 7], 
called compliance current (IC). The dependence of the conductance as a function of 
the IC is clearly visible in Fig. 1c, with a linear dependence linked to the possibility of 
enlarging the conductive channel diameter by increasing the current [3, 7]. Inversely, 
with the increase of the reset amplitude the conductive state is brought back to the 
HRS and the larger the voltage, the less conductive the device is, as seen in Fig. 1c. 
The exponential behavior is explained as the presence of an activation energy required 
to move the vacancies and the defects, resulting in an Arrhenius-like process. 

The tunability of the conductance is the key point of the RRAM technology and 
the advantage is clear when the devices are organized in a matrix configuration, 
with the TEs and the BEs placed orthogonally. By exploiting Kirchhoff’s and Ohm’s 
law the matrix–vector-multiplication between the conductance matrix and a voltage 
vector is computed in one step only [7–9]. Each element in the matrix must be 
programmed properly to a desired value, by using multiple set and reset operations, 
as seen in Fig. 2a, where a device is programmed passing from 0 µS to 82  µS using  
set operation and then reset till the target of 73 µS. Figure 2b and c report the before
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Fig. 1 Physical mechanism and quasi static characterization of Pt/HfO2/Ti non-volatile RRAMs. 
a Sketch of the switching mechanism with the formation and dissolution of the conductive channel. 
b I-V curves at different compliance currents in logarithmic scale. The device passes from the HRS 
to different LRS states through set transitions and then reset [7]. c Conductance levels as a function 
of IC. d Conductance levels associated with the reset amplitudes. The values spread in a range 
between 5 mS and 10 µS

and after programming of an 8 × 8 crossbar (visible in Fig. 2d). The final matrix 
encodes the coefficients of the covariance matrix of the Wine dataset [9], with an 
acceptable maximum error of ±3 µS.

The power iteration is an algorithm able to extract the eigenvector components of a 
matrix by computing vector matrix multiplication between the matrix and the vector 
obtained in the previous step [8, 10]. After some iterations the values converge to 
asymptotic values, which are proportional to the mathematical eigenvector (the factor 
is linked to the one to convert the matrix to a conductance matrix) [10]. Figure 2e 
sketches the equivalent circuits which implements the power iteration algorithm: the 
current coming from a first MVM product is converted in voltage, which feed again
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Fig. 2 Program and verify operation for In-Memory Computing and PCA. a Tuning of the conduc-
tive state using set and reset operations. b Initial state of an 8 × 8 crossbar after fabrication. 
c Conductance matrix programmed through the program and verify algorithm. The matrix encodes 
the Wine dataset covariance matrix [9]. d Optical image of an 8 × 8 crossbar bonded. e Conceptual 
circuit to implement the power iteration algorithm. f Eigenvector computation for PC1 (on the left) 
and PC2 (on the right). The curves stand for the evolution of the current values. g Wine dataset 
projection along the first two PCs [9]. h Iris dataset projection [7]

the MVM. The extraction of the first and second greater eigenvectors, also called 
principal components (PC), can be followed in Fig. 2f. Within 10 iterations, the 
currents converge to the asymptotic values [9]. Finally, the extracted PCs are used to 
project the dataset along the components and to group the different wines, as seen in 
Fig. 2g, with an accuracy of 98%, comparable with the floating point 64 software-
based computation [9]. The Wine dataset contains 3 different wines classified with 
6 properties, like chemical values, color and sugar content. The eigenvectors are 
proportional to these values and all the wines can be written as a combination of such 
components. To validate the approach, the same experiment is repeated in Fig. 2h
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by looking at the Iris dataset [7], containing three different Iris flowers labelled with 
petal and sepal length and width. These results support RRAM crosspoint arrays for 
accelerating advanced machine learning with IMC. 

3 Volatile RRAMs 

Filamentary switching memories are a different class of RRAMs which rely on a 
metallic filament to change the electrical properties, where high mobility metal ions 
migrate from one electrode to the other creating a conductive bridge [11, 12]. Silver-
based RRAMs exhibit spontaneous disruption of the metallic conductive filament 
with a lifetime ranging from few microseconds to several seconds, thus by controlling 
and predicting the filament lifetime, devices can be engineered for a wide range of 
applications. When a positive bias is applied to the Ag electrode, the electric field 
leads the Ag ions to migrate across the oxide and the resistivity drops down, creating 
a conductive path made of nanoclusters [11]. Reducing the voltage, the filament 
spontaneously disrupts, the resistivity rises-up and a gap occurs, which is responsible 
for the absence of conductance. Figure 3a reports the electrical response associated 
to the mechanisms described. 

Because of the spontaneous disruption of the filament [11–13], it is important to 
study the temporal evolution of the devices, by switching on the memory and then 
monitoring the state until it switches off. The time window in which the filament 
remains stable is called retention time. Figure 3b collects the cumulative distribution 
curves of the retention time as a function of the maximum current reached during 
the switching [12], current which is limited by exploiting the saturation region of 
transistors. The larger is the current and the longer is the average retention time,

Fig. 3 Ag-based volatile 1T1R RRAM electrical characterization. a Quasi-static I–V sweep. 
b Retention time distributions for different maximum current. 3 V and 1 ms triangular pulse are 
applied to set the device, and a constant −150 mV bias voltage is applied to monitor the status of 
the device. c Impact of the number of pulses applied. Considering a group of pulses, the probability 
of finding the device in the ON state increases with the number of applied pulses 
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according to the fact that the filament has a greater diameter and thus it is naturally 
more robust. 

Moreover, the devices result to be sensitive also to the pulse amplitude [12, 13], 
meaning that for small amplitudes the devices do not switch on while for large values 
(>3 V for example) the devices always switch on. The trends of the probability that the 
device switches on after a pulse as a function of the pulse amplitude and the number 
of pulses [13] are  shown in Fig.  3c. By increasing the pulse amplitude (Vpulse), the 
probability increases and it starts saturating at 100% after few pulses (like in the case 
of 2.1 V, the darker curve). For low voltages (1 V pulses, the lighter green curve) the 
probability weakly increases with the number of pulses. 

The fact that stochastic properties, retention time and switching probability, 
are tunable with the voltage and the temporal dynamic is adaptable according to 
the compliance current are explored in a simple neuromorphic circuit. Short-term 
memory is a primary concept in human life, since it is responsible of the storing 
of acquired information in the meantime that it is processed and evaluated. The 
proposed system has two main features: storing the information in the memory and 
later recognizing it, as depicted in. 

Figure 4a: the memory has an item stored inside, for example an advertisement 
spot (marked with a specific color), which is linked to specific areas that are activated. 
When the true item arrives (the orange in the example), the system recognizes it, 
and a trigger signal is generated. When other items arrive, the system does not 
recognize them and thus it is not triggered. Being a short-term memory, if the system 
is not refreshed somehow, providing for example the true item, it forgets the stored 
information.

The circuit is implemented using 5 different devices (in Fig. 4b) where the 
total current is summed together, and the transistor share the same gate to have 
similar time responses. At each device is sent a signal which is calibrated to have 
a specific switching probability (PON), considering the device-to-device variability. 
This switching probability can be seen as the volume, thus the higher the volume 
the higher the relevance we give to the spot. Figure 4c shows the evolution of the 
system when a pattern is applied multiple times as soon it is impressed in the system 
(3 devices are switched on) and then random patterns are applied. When the right 
pattern arrives (marked with a dot) the system is triggered and recognizes it, otherwise 
no. Different experimental parameters, in terms of pattern rate, delay and amplitude, 
are tested, finding the best condition when the switching probability is low while the 
refresh is high (in Fig. 4d). This condition is in good agreement with what happens 
to the human brain during the advertisement: all the spots have a small relevance, but 
when the right one is on the tv the attention is high because the spot is recognized, 
thus we can distinguish what we like from the other spots. Differently, when the spot 
is less broadcasted (small spike rate, in Fig. 4e) the information is lost, and it is more 
difficult to recognize it. On the other hand, the volume plays a crucial role, because 
our attention changes drastically. For great PON (so large volume) the system easily 
changes the information stored and thus is not able anymore to recognize the first 
one.
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Fig. 4 Sketch of the memristive implementation of a working memory circuit emulator. a After 
an object (a color for example orange) is stored in the mnemonic architecture, a stream of objects 
is sent to the system. When the true object arrives, the system is refreshed and triggered. b Real 
implementation using 5 Ag-based volatile 1T1R RRAMs. The devices are connected in parallel to 
sum the currents and share the same gate voltage to have the similar electrical responses. c Example 
of an experimental trace. In the store phase the same pattern is sent multiple times to switch ON 
the right devices, until all the 3 RRAMs are in the ON state. In the recall phase random pattern are 
sent. The current is discretized in four levels, according to the number of ON devices. A suitable 
current threshold is used to discriminate when the true pattern arrives. d Correlation plot of the 
best experimental parameters to check the accuracy of the system. e Behavior of the memristive 
architecture by changing experimental parameters. The best results are achieved when the system 
is frequently refreshed

4 Conclusions 

This Chapter aimed to give an overview on emerging memories and on the potential-
ities of resistive switching devices in the field of in-memory computing, hardware 
accelerators and brain-inspired architecture. In RRAMs with Pt/HfO2/Ti stack the 
conductance value of the memory can be tuned in an analog way according to external 
parameters, such as the current flowing through the device. This gives the possibility 
to directly map mathematical weights into conductance values and, in a suitable 
crossbar configuration, to operate the MVM operation in one step. The eigenvalue/ 
eigenvector calculation is experimentally demonstrated, and the extracted component 
is used in the PCA of a large dataset, showing not only a fast convergence but also an 
accuracy comparable to the FP64 software-based solution, with a value up to 98%. 
On the other side, by changing one of the electrodes, silver-based devices feature a 
spontaneous change of device conductance with a retention ranging from 1 ms to
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several seconds, as it happens in the biological systems. This similarity is crucial 
to implement biological functions and tasks, as the short-term-memory typical of 
living animals. The simple structure combined with a wide flexibility in terms of 
electrical responses and properties, supports the RRAM technology as interesting 
candidate for accurate acceleration of machine learning, in-memory computing, and 
neuromorphic systems. 
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Reconciling Deep Learning and Control 
Theory: Recurrent Neural Networks 
for Indirect Data-Driven Control 

Fabio Bonassi 

Abstract This Brief aims to discuss the potential of Recurrent Neural Networks 
(RNNs) for indirect data-driven control. Indeed, while RNNs have long been known 
to be universal approximators of dynamical systems, their adoption for system iden-
tification and control has been limited by the lack of solid theoretical foundations. 
We here intend to summarize a novel approach to address this gap, which is struc-
tured in two contributions. First, a framework for learning safe and robust RNN 
models is devised, relying on the Incremental Input-to-State Stability (. δISS) notion. 
Then, after a. δISS black-box model of the plant is identified, its use for the design of 
model-based control laws (such as Nonlinear MPC) with closed-loop performance 
guarantees is illustrated. Finally, the main open problems and future research direc-
tions are outlined. 

1 Introduction 

In recent decades, the control systems community has devoted an increasing research 
interest to data-driven control. This term relates to the approaches in which the control 
system is directly synthesized based on the data collected from the physical plant to be 
controlled (direct approaches), or designed relying on a dynamical model identified 
from such data (indirect approaches). 

The common rationale behind these methods is that retrieving first-principle mod-
els of physical systems is generally a time-consuming task, and these models are often 
valid only in a neighborhood of the nominal operating conditions. Such limitations 
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arise, e.g., from assumptions needed to obtain reasonable analytical models, or from 
the estimation of their unknown parameters, which is typically carried out by locally 
perturbing the operating conditions. Data-driven control aims to address these lim-
itations, exploiting the information embedded in the measured data to synthesize 
control systems that are as accurate and global as possible, while minimizing the 
need for human intervention in the design phase. 

In this context, researchers and engineers soon realized that many of the tools and 
methodologies developed within the deep learning community could find relevant 
applications for data-driven control. Neural Networks (NNs), and in particular Recur-
rent Neural Networks (RNNs), have been the object of many research efforts and 
engineering applications, see [ 21], owing to their advanced capabilities of modeling 
dynamical systems, for which they are known universal approximators. Although 
these modeling capabilities have been known for decades, the use of RNNs for 
learning dynamic systems has only recently been made effective by the increased 
availability of data, the development of RNN architectures less prone to vanishing 
and exploding gradient problems [ 20], and the development of open source software 
platforms for training them. 

In light of their flexibility, there exists a multitude of different data-driven con-
trol strategies making use of NNs and RNNs [ 9]. In this work, we focus on (i) the  
use of RNNs for black-box nonlinear system identification and (ii) the design of 
theoretically-sound control laws based on the learned RNN models. By resorting to 
this indirect data-driven control paradigm, one can exploit RNNs’ modeling capabil-
ities while relying on the vast literature of nonlinear model-based control strategies, 
such as Nonlinear Model Predictive Control (NMPC). 

Although RNN-based NMPC has been successful in numerous applications, such 
a strategy has often garnered criticism by the control systems community, due to the 
lack of solid theoretical foundations guaranteeing the accuracy of the learned mod-
els, let alone the closed-loop stability and performances. Despite these clear goals, 
only limited theoretical results, mainly related to the simplest RNN architecture (i.e. 
“vanilla” RNNs), had been obtained [ 25]. Researchers have indeed struggled to build 
a theoretical framework for the adoption of more advanced RNN architectures, such 
as Gated Recurrent Units (GRU) and Long Short Term-Memory (LSTM) networks, 
due to their structural complexity. 

Contributions 

This work is intended to outline some contributions given in [ 6] that aim to fill 
the above-mentioned methodological and theoretical gaps, establishing a novel and 
theoretically-sound framework for RNN-based indirect data-driven control. The 
approach is structured in two contributions. 

Learning stable RNN models—A methodology for learning “safe” and “robust” 
RNN models is devised, by resorting to classical nonlinear stability notions such 
as the Incremental Input-to-State Stability (. δISS, [ 1]). To this end, novel sufficient 
conditions on the weights of several RNN architectures, such as Neural NARXs 
(NNARXs), as well as more advanced RNNs like GRUs and LSTMs, have been pro-
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posed in [ 7, 8, 24], respectively. These conditions are leveraged to devise a training 
procedure for learning RNNs with . δISS certification [ 9]. 

Control design—Based on the identified . δISS RNN models, several control archi-
tectures with closed-loop guarantees are devised. One approach relies on the design 
of a state observer with exponential convergence guarantees to synthesize an NMPC 
law [ 6, 10]. Relying on the model’s . δISS, this control strategy can guarantee nom-
inal closed-loop stability and recursively feasibility provided that the cost function 
is designed according to the proposed criterion, which makes the design procedure 
fairly easy. For the sake of compactness, only this control architecture is reported 
here, see Sect. 3.2. More involved NMPC architectures, able to attain asymptotic 
offset-free tracking of piecewise-constant reference signals, can also be synthesized, 
as shown in [ 12, 14]. These architectures rely on the enlargement of the RNN model 
with integral action and on the design of a state observer for the resulting enlarged 
system, which is provenly enabled by the . δISS of the RNN model itself. 

Remarkably, the proposed framework for learning . δISS RNN models has also 
been shown to enable the design of a variety of other control architectures with 
closed-loop guarantees. To mention a few, in [ 22, 23] a disturbance estimation-
based NMPC has been devised for LSTM models, whereas in [ 11] an Internal Model 
Control (IMC) architecture with local stability guarantees has been proposed. This 
latter control strategy has been shown to attain closed-loop performances close to 
those of NMPC laws at a fraction of their online computational burden, making it 
suitable for implementation on embedded control boards with limited computational 
resources. 

The following notation is adopted here. Given a vector.v ∈ R
n , we denote by. v' its 

transpose and by .||v||p its .p-norm. The Hadamard (element-wise) product between 
two vectors . v and .w of the same dimensions is denoted as .v ◦ w. Given a matrix 
. A, .||A||p is used to indicate its induced .p-norm. Time-varying vectors are denoted 
by the time index . k as a subscript. Sequences of vectors spanning from time .k1 to 
.k2 ≥ k1 are denoted as .vk1:k2 = {vk1 , vk1+1, ..., vk2}. 

2 Learning Stable RNN Models 

Let us consider an RNN in the state-space form 

.Σ(Φ) :
{
xk+1 = f (xk, uk;Φ)

yk = g(xk;Φ)
, (1) 

where .xk ∈ R
nx , .uk ∈ U ⊆ R

nu , and .yk ∈ R
ny denote the state, input, and output 

vectors, respectively, and .nu = ny for simplicity. The exact expression of the state 
transition function. f (·) and of the output function.g(·) depends on the specific RNN 
under consideration; see [ 6]. These functions are parametrized by the weights . Φ,
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which are learned during the training procedure. In the following, let us compactly 
denote the state evolution of the system by .xk(x0, u0:k−1;Φ), obtained initializing 
(1) in .x0 and feeding it with the input sequence .u0:k−1. 

Recalling the definitions of .K∞ and .KL functions from [ 6, 9], we can now for-
mulate the considered stability notion. Note that we here restrict the analysis to the 
. δISS property, as it is the strongest and most useful property for the control synthesis. 
Other less strict stability notions are available in [ 6]. 

Definition 1 (. δISS [ 1]) System (1) is regionally . δISS in its invariant set .X if there 
exist a .KL function . β and a .K∞ function . γ such that, for any pair of initial states 
.xa,0 ∈ X and.xb,0 ∈ X , and any pair of input sequences.ua,0:k ∈ U and.ub,0:k ∈ U , at  
any time step .k ∈ Z≥0 it holds that 

.||xa,k − xb,k||p ≤ β(||xa,0 − xb,0||p, k) + γ
(

max
τ∈{0,...,k−1} ||ua,τ − ub,τ||p

)
, (2) 

where .x∗,k is short for .xk(x∗,0, u∗,0:k−1;Φ). 

Note that the . δISS implies, among other desirable properties, that (i) the effect 
of the initial conditions asymptotically vanishes, meaning that the modeling perfor-
mances of the RNN are asymptotically independent of the random initial conditions; 
(ii) the RNN is robust against input perturbations, since closer input sequences imply 
a tighter asymptotic bound on the distance between the resulting state trajectories; 
(iii) the RNN is bounded-input bounded-state stable; (iv) the RNN admits exactly 
one equilibrium for any constant input .ū ∈ U [ 22]. 

Theorem 1 (. δISS sufficient conditions [ 6, 9]) For each of the considered RNN 
architectures there exist sufficient conditions, in the form of nonlinear non-convex 
inequalities on the network’s weights, compactly denoted as 

.ν(Φ) < 0, (3) 

that guarantee the . δISS in the sense specified by Definition 1. 

Of course, each architecture has different expressions for condition (3). The inter-
ested reader is addressed to [ 7, 8, 13] for the exact expression in the case of NNARXs, 
LSTMs, and GRUs, respectively. Moreover, let us notice that for these architecture 
the . δISS property is exponential, i.e., there exist .μ > 0 and .λ ∈ (0, 1) such that . β
can be expressed as .β(s, k) = μλks. 

2.1 Training Procedure 

Being a known function of the weights, the. δISS condition (3) can be used not only to 
assess a-posteriori the stability of a trained model but can also be enforced during the
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training procedure, allowing one to learn RNN models with. δISS certification. In the 
following, a training algorithm based on the Truncated Back-Propagation Through 
Time (TBPTT, [ 3]) is therefore outlined. A more detailed version of the algorithm 
can be found in [ 6]. 

Assume that .Ntr pairs of input-output training subsequences of length .Ts are 
available, and let them be denoted by .(u{i}

0:Ts , y
{i}
0:Ts ), with .i ∈ I = {0, ..., Ntr }. Such 

subsequences are randomly extracted from the normalized 1 input-output sequences 
recorded from the plant during the experiment campaign. Note that .Ntr and .Ts are 
designed so that the subsequences are partially overlapping, which allows to mitigate 
the vanishing gradient phenomenon [ 20]. 

The training procedure is iterative, where at each iteration (known as epoch) the set 
. I is randomly partitioned in. B batches, denoted by.I{b}. For each batch.b ∈ {1, ..., B}, 
the training loss function is defined as 

.L(I{b};Φ) =
∑
i∈I{b}

MSE
(
yτw :k

(
x0, u

{i}
0:k;Φ

)
, y{i}

τw :k
)

+ ρ
(
ν(Φ)

)
, (4) 

where the first term penalizes the Mean Square Error (MSE) between the measured 
output sequence.y{i}

τw :k and the free-run simulation of the RNN (1) (starting from ran-

dom initial conditions and fed by the input sequence .u{i}
0:k) after a  washout period 

.τw > 0, which accommodates the initial transient. The second term is a regular-
izer that penalizes the violation of the . δISS condition. The loss function gradient 
.∇ΦL(I{b};Φ) is then backpropagated via gradient descent, or by accelerated gradi-
ent descent methods like ADAM and RMSProp [ 2]. 

At the end of each epoch, the performance metrics of the RNN on a validation 
dataset are computed. The training procedure is halted when the stability condition 
(3) is satisfied and the validation performance metrics stop improving, yielding the 
trained weights .Φ★. Finally, the modeling performances of the trained network are 
assessed on an independent test dataset. 

3 Control Design 

3.1 Definition of the Control Problem 

At this stage, let us assume that an RNN model of the system,.Σ(Φ★), has been trained 
and that it satisfies the . δISS conditions described in Theorem 1. It is reminded that 
.X denotes the invariant set with respect to the input set . U . 

Under the Certainty Equivalence Principle (CEP), the control problem consists in 
synthesizing a control law that steers the model’s output .yk to a piecewise-constant 
setpoint. ȳ, while fulfilling the input constraint .uk ∈ U . Letting.Int(S) be the interior

1 Input and output vectors are henceforth assumed to have zero mean and unity scale. 
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Fig. 1 Schematic of an 
RNN-based NMPC 

part of set. S, the following assumption can be introduced to state the control problem 
more formally. 

Assumption 1 Given the output setpoint . ȳ, there exist .x̄ ∈ Int(X ) and . ū ∈ Int(U)

such that the triplet .z̄ = z̄(ȳ) = (x̄, ū, ȳ) constitutes a feasible equilibrium of the 
RNN model (1), that is, .x̄ = f (x̄, ū;Φ★) and .ȳ = g(x̄;Φ★). 

The control problem can now be formally stated. 

Problem 1 Given the . δISS RNN model .Σ(Φ★) and the output setpoint . ȳ, steer the 
system to the feasible equilibrium.z̄(ȳ) by means of a control action that satisfies the 
input constraint . U . 

Leveraging the model’s . δISS, Problem 1 has been addressed with a variety of 
approaches [ 6], such as internal model control [ 11] and nonlinear model predictive 
control, see e.g. [ 23, 24], and [ 14]. In the following, one of the possible NMPC 
approaches is outlined for illustrative reasons. 

3.2 NMPC Design 

In this section, the synthesis procedure of the scheme depicted in Fig. 1 is summa-
rized. Note that, since RNNs are generally black-box models and NMPC is a state-
feedback control law, the model states need to be estimated by a suitably-designed 
state observer. The synthesis of the proposed control architecture is therefore struc-
tured in two steps, i.e., (i) the design of a state observer for the RNN model and 
(ii) the formulation of NMPC’s underlying Finite Horizon Optimal Control Problem 
(FHOCP). 
Weak Detector Design—In order to estimate the states of the black-box models 
from the plant’s input and output data, a state observer with convergence guar-
antees should be designed. While nonlinear state observers can be designed with 
several different approaches, such as moving horizon estimators, we here consider 
Luenberger-like observers. Such observers are generally synthesized by including 
in the model dynamics a suitably designed innovation term. 2 In the following, we

2 See [ 23, 24] for the design of observers for LSTMs, and [ 6] for GRUs. 
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denote such observer by 

.O(Φo) : x̂k+1 = fo(x̂k, uk, yk;Φo), (5) 

parametrized by.Φo = Φ★ ∪ ΦL , where.ΦL collects the observer’s innovation gains. 

Definition 2 (Weak detector) System (5) is said to be a weak detector of model 
(1) if there exist .μo > 0 and .λo ∈ (0, 1) such that, for any initial condition of the 
model .x0 ∈ X , any initial guess .x̂0 ∈ X , and any input sequence .u0:k , it holds that 
.||x̂k − xk||2 ≤ μoλ

k
o||x̂0 − x0||2. 

Relying on the . δISS property of the trained RNN model, in [ 6, 23, 24] sufficient 
conditions on the innovation gains .ΦL which guarantee the state observer to be a 
weak detector have been devised. A notable case is that of GRU models, where the 
devised conditions can be leveraged to formulate the observer design problem as a 
convex optimization program [ 6, Proposition 6.1]. 
Formulation of the FHOCP—According to the MPC paradigm, the control law is 
retrieved by solving, at every time-step. k, the underlying FHOCP. Such an optimiza-
tion problem relies on the RNN predictive model of the system, i.e. (1), to predict the 
future state trajectories throughout the prediction horizon . N , given the current state 
estimate .x̂k yielded by the observer (5) and the applied control sequence. Let there-
fore .uk:k+N−1|k be the control sequence applied throughout the prediction horizon, 
and let .xk:k+N |k indicate the resulting state trajectories, where, of course, .xk|k = x̂k . 
Under this notation, letting.N = {0, ..., N − 1}, the considered FHOCP can be stated 
as follows. 

. min
uk:k+N−1|k

N−1∑
τ=0

(||xk+τ |k − x̄||2Q + ||uk+τ |k − ū||2R
) + Vz̄(xk+N |k) (6a) 

.s.t. xk|k = x̂k (6b) 

.xk+τ+1|k = f (xk+τ |k, uk+τ |k;Φ★) ∀τ ∈ N (6c) 

.uk+τ |k ∈ U ∀τ ∈ N (6d) 

Note that the predictive model is initialized at the observer state estimate in (6b), 
whereas its dynamics are embedded by means of constraint (6c). Input constraint 
satisfaction is ensured by (6d), while .xk+τ |k ∈ X is guaranteed by the invariance 
of . X . The cost function (6a) is composed by two terms. The first term penalizes 
states’ and inputs’ deviations from their equilibrium values . x̄ and . ū, respectively, 
by the weights .Q ≻ 0 and .R ≻ 0. The  term  .Vz̄(xk+N |k) represents a terminal cost 
approximating the cost-to-go from the terminal state .xk+N |k to the equilibrium . x̄
under the constant input . ū. That is, 

..Vz̄(xk+N |k) =
M∑
h=0

||xk+N+h|k − x̄||2S, (6e)
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where .xk+N+h+1|k = f (xk+N+h|k, ū;Φ★) for any .h ∈ {0, ..., M − 1}, .S ≻ 0 is the 
weight, and.M > 0 the simulation horizon. According to the receding horizon prin-
ciple, at every step. k the FHOCP (6) is solved, and the first optimal control action is 
applied, i.e., .uk = u★

k|k . Then, at the next time step, the entire procedure is repeated, 
yielding an implicit state-feedback control law.uk = κMPC(x̂k). 

In this framework, the model’s . δISS property and the state observer’s exponen-
tial convergence have been leveraged to propose conditions on the NMPC design 
parameters (. Q, . R, . S, . N , and . M) that allow attaining nominal closed-loop stability 
and recursive feasibility [ 6, Theorem 6.2]. Such conditions boil down to inequalities 
on the singular values of the weight matrices .Q and . R, and to an explicit minimum 
value for the simulation horizon .M [ 10]. Seen through these lenses, the devised 
NMPC scheme can be regarded as a constrained quasi-infinite horizon NMPC [ 5], 
where however a minimum prediction horizon is known explicitly. 

3.3 Offset-Free NMPC 

Albeit attaining desirable nominal closed-loop guarantees, applying the control 
scheme proposed in Sect. 3.2 to the plant may result in non-ideal tracking perfor-
mances. The model may indeed be affected by plant-model mismatch, in which case 
zero-error output regulation might not be achieved. For the main RNN architectures, 
this problem has been addressed by resorting to the two traditional approaches for 
offset-free NMPC, namely 

• Integral action-based approaches—In the spirit of [ 17], integrators can be placed 
on the output tracking error so that, as long as the closed-loop stability is preserved, 
robust asymptotic zero-error output regulation is achieved in virtue of the Internal 
Model Principle [ 16]. Applications of such strategy to RNN architectures are 
available in [ 12, 14, 19]. 

• Disturbance estimation-based approaches—Along the lines of [ 18], an approach 
guaranteeing offset-free static performances relies on the enlargement of the sys-
tem model with the disturbance dynamics. This allows the disturbance to be esti-
mated by means of a state observer and to be accounted for and compensated 
for in the NMPC formulation. Applications of this strategy to LSTM models are 
available in [ 22, 23]. 

4 Open Problems and Future Research Directions 

Despite the great potential that RNNs have shown in the context of data-driven 
control, there are several open issues that have been only partially addressed, and 
whose resolution would lead to improved applicability of these strategies, even in



Reconciling Deep Learning and Control Theory: Recurrent Neural … 85

safety-critical contexts. Below, these issues are briefly outlined, while for more details 
the interested reader is addressed to [ 6]. 

i. Safety verification—The problem of safety verification consists in assessing that 
the RNN model’s output reachable set lies within a “safe” set, e.g., the set of 
physically-meaningful outputs. Safety verification hence allows certifying that 
the model does not generate unsafe or unexpected outputs. While this proce-
dure is notoriously involved for nonlinear systems, especially for RNNs, their 
. δISS certification allows for retrieval of an analytical expression of the output 
reachable set. Such an expression is however conservative in general, calling 
for numerical procedures to approximate the output reachable set and hence for 
RNNs’ probabilistic safety verification algorithms [ 13]. 

ii. Lifelong learning—A common problem in the context of indirect data-driven 
control is ensuring that the identified model remains an accurate approxima-
tion of the plant throughout its lifespan. While in the case of plant’s dramatic 
variations (e.g., due to faults) the common practice is to collect new data and 
learn a new RNN model of the system, in the case of moderate and slow varia-
tions it would be advisable to exploit the online data to adapt the model to these 
changes. This practice is commonly referred to as lifelong learning and should 
be conducted by averting the catastrophic forgetting phenomenon, i.e., the over-
fitting of the most recent data and the consequent forgetting of the past data. For 
black-box RNN models, this issue represents an open research topic, whereas 
for NNARX architectures preliminary results have been reported in [ 15], based 
on a moving horizon estimation approach. 

iii. Physics-based machine learning—One of the research directions that have been 
recently considered to be most promising by the scientific community is that 
of physics-based machine learning. In summary, it consists in exploiting the 
available qualitative knowledge of the physical laws governing the plant in order 
to improve the consistency, interpretability, generalizability, and ultimately the 
accuracy of the model. As discussed in [ 9] and references therein, physical 
consistency can be achieved via a suitable design of the training loss function 
and of the NN architecture, so as to ensure—for example—a known dynamical 
structure or the satisfaction of known relationships between variables [ 4]. 

iv. Robust control design—A control architecture capable of ensuring robustness 
properties with respect to disturbances and plant-model mismatch while satisfy-
ing input and state constraints is one of the most challenging research directions 
when adopting RNN models, due to their structural complexity. A preliminary 
approach in this direction has been proposed in [ 26] for NNARX models and, 
more recently, in [ 22] for LSTM models.
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5 Conclusions 

In this Brief, we summarized a novel framework towards the training of black-box 
Recurrent Neural Network (RNN) models with Incremental Input-to-State Stabil-
ity (. δISS) certification. The proposed method thus allows learning RNNs that are 
safe and robust against input perturbations and mismatches in initial conditions and 
applies to a variety of RNN architectures, such as Neural NARXs, Gated Recur-
rent Units, and Long Short-Term Memory networks. Relying on the model’s . δISS, 
theoretically sound model-based control strategies can be synthesized. In particular, 
in this Brief the design of a nonlinear model predictive control law with nominal 
closed-loop stability guarantees has been outlined, discussing the extension of the 
scheme to also achieve asymptotic zero-error setpoint tracking. Finally, the main 
open problems and promising future research directions, such as safety verification 
of RNN models and physics-based machine learning, have been reported. 
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On Data-Driven Optimization Methods 
in the Design and Control of Autonomous 
Systems 

Lorenzo Sabug Jr. 

1 Introduction 

Context. In various applications in engineering, science, and other domains, we are 
faced with various difficult optimization problems, entailing the tuning or design 
of certain variables to minimize an objective function, subject to the satisfaction 
of constraints. Such problems are characterized by a non-trivial relation between 
the input variables (referred in the literature as tuning or design variables) and the 
objective and/or constraints. Examples of applications involve design of systems 
with different physical mechanisms, e.g. mechanical, electronic, hydrodynamic, etc., 
and where the fitness depends on their complex interaction with the environment. In 
many cases, hard-to-model factors like integration of digital and analog design, usage 
patterns, and environmental fluctuations, make the optimization problem even more 
challenging. Figure 1 illustrates the factors affecting the fitness of a complex system 
with respect to the design variables. Hence, closed-form mathematical expressions 
relating the design variables to the objective and constraints are not available, or 
otherwise highly difficult to extract or solve. Instead, the only sensible approach to 
evaluate the fitness is through simulations and/or experiments, i.e., by sampling the 
fitness at individual sampling points. This problem class, where we only have access 
to the objective and constraint values via sampling, is called black-box (or global) 
optimization. 

Global optimization has attracted the interest of engineering practitioners and 
applied mathematicians for several decades, and in fact, it is still an open question 
for research. With the recent rise of machine learning and hybrid systems design, 
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Fig. 1 Factors affecting the fitness of a complex system 

technical applications call for more effective techniques to tune parameters in higher 
dimensions and in the presence of black-box constraints and evaluation noise. 
Previous works. Most approaches to global optimization address a trade off between 
two conflicting goals: exploitation, where one attempts to sample around the current 
best point to improve it, and exploration, where distant or high-uncertainty regions are 
sampled to discover more the underlying functions. Previously developed methods 
for global optimization are plenty, however, most of them can be grouped in four 
conceptual categories: 

1. Population-based methods: this category includes methods which involve a group 
(“population”) of agents scattered throughout the optimization space, evaluat-
ing the objective/constraints at their respective locations. With succeeding itera-
tions, these agents move their respective locations based on heuristics [ 7], usually 
based on animal behavior. “Generation-based” methods [ 4] are also included, 
whose agents evolve by a mix of combination and random mutation. While these 
have been highly popular due to their empirical performance and low computa-
tional burden, they need numerous function evaluations due to their batch-based 
paradigm. Hence, these algorithms are limited to “cheap” objectives and con-
straint, i.e., those which are easy to evaluate. 

2. Direct search techniques: they entail evaluating points in a chosen set of search 
directions, which can be randomly-generated or along the basic directions, and 
comparing these points with the current best one (“incumbent”). Example methods 
in this category are Compass Search [ 8], Generalized Pattern Search [ 17], and 
the Mesh Adaptive Direct Search [ 1]. While they have negligible computational 
burden due to their simplicity, they perform well in practice, and are becoming 
more popular. However, convergence properties to the global optimum is not 
guaranteed at least when such methods are used without modifications.
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3. Model-based methods: they involve iteratively refining a surrogate model from 
the data acquired so far. The surrogate model is then used for a “cheap” optimiza-
tion, to select the next point for sampling. Examples for this category include 
kriging-based methods [ 9], and the popular Bayesian optimization [ 6]. While 
these techniques receive wide attention especially in the machine learning com-
munity, the surrogate modelling part brings high computational burden. As a 
result, these methods are mostly limited to lower dimensionality and lower eval-
uation budgets. 

4. Lipschitz-based methods: their mechanism rests on the assumption that the under-
lying functions are Lipschitz continuous. These functions usually exploit the 
information regarding the lowest possible bound of the functions in the unsam-
pled regions, to select the most promising point for sampling in the next itera-
tion. In this category, we count the Piyavskii-Schubert method from the 1970s 
[ 12, 16], the Dividing Rectangles (DIRECT) method [ 5], and recently-proposed 
LiPO/AdaLIPO algorithms [ 10]. However, using the lower bounds as prediction 
is an optimistic one, which the sample after evaluation does not necessarily follow. 

Contributions. This chapter describes the first time that the Set Membership 
approach is used for building a black-box optimization method, to address the short-
comings of previous works. While Set Membership approaches [ 11] have been used 
for system and function identification, filtering, and data-driven control, it has not 
yet been used for global optimization. With attractive properties like simple model-
building technique, non-parametric modelling, and uncertainty quantification, it is 
a promising candidate for surrogate modelling, around which we can build a global 
optimization method. In the proposed Set Membership Global Optimization (SMGO) 
[ 14, 15], we build the Set Membership models of the objective and constraints from 
data (assuming their Lipschitz continuity). These models are then used to intelligently 
trade off between exploitation and exploration to select the next point for sampling. 
The resulting method is shown to have theoretical convergence, low computational 
burden, and reproducibility of results. We describe the problem setup, mechanism 
behind SMGO, followed by a discussion of its properties. Lastly, we summarize two 
case studies that successfully used SMGO in different engineering design problems. 

2 Problem Setup 

We consider the problem of finding a point that minimizes the scalar objective func-
tion. f (x), subject to the satisfaction of one or more constraints.gs(x), s = 1, . . . , S. 
The point .x

.= [x1 x2 . . . xD] is also referred as the decision variable vector, where 
.D is the dimensionality of the problem. Furthermore, we are considering a search set 
.X ⊂ R

D that is convex and compact. This is a very common assumption in practi-
cal applications; in fact, most engineering design problems simply define respective 
search ranges.[xd , xd ] for the decision variables.xd , d = 1, . . . , D, which makes. X
a hyperrectangle.
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We assume to have no access to the closed-form analytical expressions, nor any 
derivative/gradient information for the objective. f and all constraints. gs . Instead, we 
only have access to their function values by sampling individual test points . x, using  
experiments, simulations, or a combination of both. Hence,. f and.gs are what we call 
hidden or black-box functions, as they are referred in the literature. In addition, do not 
have assumptions on their convexity, nor even on the number of distinct local/global 
minima in the search space. Nevertheless, we do take an assumption regarding their 
regularity: 

Assumption 1 The objective function . f , and all constraint functions .gs are locally 
Lipschitz continuous throughout the considered search space. X , with their respective 
finite (but unknown) Lipschitz constants .γ, ρ1, . . . , ρS: 

. f ∈ F(γ ), g1 ∈ F(ρ1), . . . , gS ∈ F(ρS)

where 

. F(η)
.= {h : |h(x1) − h(x2)| ≤ η ||x1 − x2|| ,∀x1, x2 ∈ X } .

The above assumption is reasonable, and in fact one that is taken in most problems 
that involve physical systems, where the rates of change are finite. Furthermore, we 
take an assumption on the acquired values of . f and . gs : 

Assumption 2 The values of the objective function . f and all constraints .gs can 
be evaluated at any point .x(i) ∈ X without noise, in a setup referred to as an exact 
evaluation: 

. z(i) = f (x(i)), c(i)
1 = g1(x(i)), . . . , c(i)

S = gS(x(i)).

At any chosen point .x(i), we assume that each evaluation gives access to both the 
values of . f (x(i)) and all .gs(x(i)), in what we call a “synchronous evaluation”. 

When considering constraints, we adopt the convention that .gs is satisfied at . x
if .gs(x) ≥ 0. We consider that the feasible set . G, which is the intersection of the 
respective satisfaction sets of . gs , exists and has a finite measure: 

Assumption 3 Consider the feasible set .G .= X ∩ {∩S
s=1{x : gs(x) ≥ 0}}. We  

assume that 

. L(G) > 0,

where . L is the operator for the Lebesgue measure.
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Due to the above assumptions, we can then declare that at least one global mini-
mizer .x∗ exists, defined as 

.x∗ ∈ X ∗ .= {
x ∈ G || ∀x' ∈ G, f (x') ≥ f (x)

}
. (1) 

and with the corresponding minimum objective .z∗ = f (x∗). 

3 Set Membership Global Optimization (SMGO) 

3.1 Algorithm 

Overview The Set Membership Global Optimization (SMGO), discussed in [ 14, 
15], is a new global optimization technique, that uses the Set Membership approach 
to strategically trade off between exploitation (sampling around the current best 
evaluated point, to improve on the current best objective) and exploration (sampling 
around undiscovered regions of the search space, to learn more about the function). 
A general flow of the algorithm is shown in Fig. 2. 
Data set and model update Let us denote a new sample at iteration. n by a tuple. x̊(n) .=
(x(n), z(n), c(n)), composed of the sampled point .x(n), the corresponding objective 
value .z(n), and the vector of constraint values .c(n) .= [c(n)

1 , . . . , c(n)
S ]. In this step, we 

iteratively introduce the new entry to the data set .X ⟨n−1⟩ , building .X ⟨n⟩ : 

. X ⟨n⟩ = X ⟨n−1⟩ ∪ x̊(n)
.

Given the data set .X ⟨n⟩ , we identify the best tuple .x̊∗⟨n⟩ as follows: 

. x̊∗⟨n⟩ = (x∗⟨n⟩ , z∗⟨n⟩ , c∗⟨n⟩ ) .= arg min
x̊(i)∈X ⟨n⟩ 

z(i), s.t. c(i) ≥ 0.

Fig. 2 SMGO algorithm logic
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Furthermore, the estimates.γ̃ ⟨n⟩ , ρ̃⟨n⟩ 
1 , . . . , ρ̃

⟨n⟩ 
S of the Lipschitz constant. γ, ρ1, . . . , ρS

are then updated, which refines the SM model (further details on calculating these 
estimates are discussed in [ 15]). From these information, we build the SM upper- and 

lower bounds for . f , denoted as . f
⟨n⟩ 

(x) and . f ⟨n⟩ (x) as illustrated in Fig. 3. We also  

define the central estimate . f̃ ⟨n⟩ (x)
.= 1

2

(
f

⟨n⟩ 
(x) + f ⟨n⟩ (x)

)
, and the uncertainty 

.λ⟨n⟩ (x)
.= f

⟨n⟩ 
(x) − f ⟨n⟩ (x). Analogously, we denote the upper- and lower bounds, 

central estimate, and uncertainty for a constraint .gs as .g
⟨n⟩ 
s (x), .g⟨n⟩ 

s
(x), .g̃⟨n⟩ 

s (x), and 

.π
⟨n⟩ 
s (x), respectively. 
From the SM-based models we can estimate the regions .G̃s which satisfy the 

corresponding constraint . gs , shaded in the second and third rows of Fig. 3. Using  a  
weighting factor .Δ ∈ [0, 1] that we refer as the risk parameter [ 15], we define the 
satisfaction region estimate .G̃s as 

. G̃s
.=

{
x ∈ X : Δg̃s(x) + (1 − Δ)g

s
(x) ≥ 0

}
.

A setting of .Δ = 0 uses the most cautious estimate of satisfaction regions, using the 
SM lower bounds.g

s
as a worst-case estimate. On the other hand,.Δ = 1 leads to the 

most lenient satisfaction estimate using . g̃s , and a much larger . G̃s . The satisfaction 
region estimates from different .Δ is shown in Fig. 4. Given all . G̃s , we define the 
feasible region as 

. G̃ .= ∩S
s=1G̃s .

However, we note that even with the most cautious setting .Δ = 0, constraint viola-
tions might still occur in the setting that we treat because we do not have a knowledge 
of the Lipschitz constants for . f and all .gs (see Assumption 1). 
Generation of Candidate Points From the samples, we methodically generate a 
set .E⟨n⟩ of candidate points, from which we select the next sampling point . x(n+1)

via exploitation or exploration. The candidate points generation method is highly 
flexible, and can be adjusted according to the needs of the user. Moreover, this 
subroutine can be skipped entirely, and the exploitation/exploration routines can be 
treated as continuous-space optimization routines. 

A suggested method in [ 15] to generate candidate points is iterative: for every 
incoming sampled point.x(n), it generates candidate points in the positive and negative 
cardinal directions up to the boundaries of . X , and further ones in the direction to 
all existing sampled points in .X ⟨n⟩ . This candidate point generation approach is 
illustrated in Fig. 5 for a two-dimensional example. 
Exploitation We now attempt to select a sampling point from candidate points lying 
in a small region around the best sampled point, referred to as the trust region. 
Furthermore, we only choose from candidate points also estimated to be feasible, 
i.e., those also belonging to. G̃. The metric to choose the exploitation candidate point
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Fig. 3 Set Membership models of objective and constraints from samples 

Fig. 4 Satisfaction region estimates from different.Δ values 

.x⟨n⟩ 
θ is based on its promise to improve on the current best objective value, which 

prioritizes lower central estimate, and, to a small degree, a higher uncertainty. 
The chosen exploitation point.x⟨n⟩ 

θ , if it exists, is subjected to an expected improve-
ment test (EIC) [ 14, 15], to evaluate if it is worthy to be evaluated using an expensive 
experiment or simulation. This condition is checked using the SM bounds; in par-
ticular, we test if the lower bound . f (x⟨n⟩ 

θ ) improves on the best sampled objective 

value by at least a set threshold . η, as in Fig.  6. If the EIC is passed, .x⟨n⟩ 
θ is assigned 

as the next sampling point:
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Fig. 5 Generation of candidate points, with the method used in [ 15] 

Fig. 6 Expected 
improvement test 

. x(n+1) ← x⟨n⟩ 
θ ,

otherwise, we skip it, and choose.x(n+1) by the exploration routine, as discussed next. 
Exploration The exploration subroutine of SMGO attempts to discover the shape 
of the function by sampling a point in the high-uncertainty regions. In contrast to 
exploitation when we restrict ourselves to feasible candidate points within the trust 
region, we now choose a candidate point from throughout . X . A merit function is 
designed to pick a point with the highest uncertainty with respect to the objective and 
constraints, and prioritizing points with higher number of (estimated) satisfied con-
straints. The chosen exploration point .x⟨n⟩ 

φ is then directly assigned as the sampling 
point for the next iteration .n + 1: 

.x(n+1) ← x⟨n⟩ 
φ .
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4 Algorithm Properties 

Convergence In [ 15], the proposed SMGO-.Δ is proven as convergent to a feasible 
point whose objective is within a finite precision .ε > 0 from the absolute mini-
mum. z∗, assuming only a Lipschitz continuity of the underlying black-box functions 
. f and all . gs . We have shown that consecutive exploitation routines will fail the 
expected improvement test, which, due to the algorithm logic (see Fig. 2), allows 
for exploration samplings to be done infinitely often. Furthermore, the design of 
the exploration routine, through the candidate points generation technique and the 
exploration merit function, causes a progressively dense distribution of points to be 
sampled throughout the search space . X . As a result, we can approach the optimal 
point.x∗ up to any finite radius within a finite number of samplings, and correspond-
ingly, the best sampled objective will be .ε-optimal with respect to . z∗. More details 
on the convergence proofs are provided in [ 15]. 
Computational complexity The practical implementation of SMGO is based on 
keeping a database of candidate points, storing their respective SM-based bounds. As 
this database is used as a look-up table for the exploitation and exploration routines, 
most of the computations are devoted to updating this database at every iteration. 
The computational complexity of SMGO is mostly due to the number of candidate 
points generated, which, for the candidate points generation mechanism described in 
[ 15], results in .O(Dn + n2). More discussions regarding the SMGO computational 
complexity, and iterative implementations can be found in [ 14, 15]. 
Implementation aspects There are important concerns that arise in most practical 
implementations, that we need to address in building SMGO. The most apparent 
concern is on the presence of noise and/or disturbance of unknown bounds. In this 
case, assuming that these bounds are finite (but we do not assume anything regarding 
its distribution), we can estimate the noise bounds by utilizing the method proposed 
in [ 2], and integrate this information in the construction of the SM bounds. The 
exploitation and exploration routines are performed as usual. 

As SMGO proposes a methodical approach to generating candidate points, the 
results are completely reproducible from one run to another, i.e., given the same 
starting point, SMGO will produce the same result and the same sampling history, 
assuming the absence of noise. However, this same methodical generation of candi-
date points severely limit the possible search directions, especially during early itera-
tions, SMGO allocates a fixed number of candidate points at the start of the algorithm, 
scattered around.X according to a pseudo-random distribution. This ensures that even 
during the initial iterations, SMGO can have more options on sampling locations, 
while still maintaining reproducibility (because the pseudo-random distribution can 
be duplicated between runs).
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Fig. 7 Control design for a wooden disk elevation system 

5 Sample Applications 

5.1 Experiment-Based Controller Tuning 

In this first application, the design of a proportional-integral (PI) controller for a 
tabletop wooden disk elevation system. As shown in Fig. 7, it has the objective of 
achieving the best disk elevation tracking performance, i.e., minimizing the elevation 
tracking error with respect to the a set reference height. Even in this seemingly 
simple system, there are already several non-trivial mechanisms at play, including 
imperfections in the blower nozzle 3D printing, non-linear aerodynamic response of 
the blower, friction of the guide rails, and looseness of the wooden disk. 

We applied SMGO in tuning the PI controller, and results show that the transient 
response of a controller tuned via black-box optimization (SMGO) outperforms one 
which was tuned from an estimated system model. More information regarding the 
system model, particularities in the optimization setup, and the results can be found 
in [ 3]. 

5.2 Plant-Controller Co-Design 

Another application that involves non-convex optimization is plant-controller co-
design. Consider a CubeSat to be designed for optical missions, i.e., taking images 
of ground targets. In this case, our objective is to minimize the attitude (pointing) 
error of the CubeSat, to satisfy its optical mission. In addition, we are constrained
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by a minimum percentage of communications time per flyby over the ground station 
(GS), located in Kiruna, Sweden, and also the maximum average power consump-
tion per camera task. We designed for this case the following: sliding mode con-
troller tuning for reaction wheels (RWs), sizing of magnetic rods, and sizing of hys-
teretic materials. This design problem is highly difficult because of the interactions 
between the passives design (magnetic rods and hysteretic materials) and the RW 
controller, and the non-trivial effects with the environment, in particular the Earth’s 
magnetic field. A diagram illustrating the complexity of the optimization problem 
is shown in Fig. 8, and more information regarding the system description and non-
trivial interactions of the design variables and the objective/constraints can be found 
in [ 13]. 

The SMGO algorithm was used for the design process, interfaced with a 
MATLAB/Simulink-based CubeSat model. Simulations of image acquisition tasks 
and GS communication scenarios are run with the CubeSat with different pas-
sive magnet, hysteretic material, and RW controller tunings. For comparison, other 
commonly-used design strategies like independent design, sequential design, and 
Latin hypercube-based sampling are tested as well. As can also be seen in detailed 
results in [ 13], SMGO-based design was found to have the best attitude tracking 
performance, while satisfying the operational constraints on GS communication and 
power consumption. 

Fig. 8 Plant-controller co-design for an optical CubeSat
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6 Conclusions 

In this contribution, the Set Membership Global Optimization (SMGO) is introduced, 
which is a new approach for non-convex optimization based on the Set Membership 
framework. The resulting approach is discussed, using the data-derived Set Member-
ship model bounds and uncertainties to intelligently trade off between exploitation 
and exploration to decide on the next sampling point. We provide an overview of 
its theoretical properties, in particular its convergence to the global optimal value 
up to any finite precision, as well as several implementation concerns. We have also 
provided overview information on two test cases on which SMGO was used on con-
troller design of a disk levitation system, and a simulations-based plant-controller 
co-design for an optical spacecraft. 
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Model Predictive Control 
for Constrained Navigation 
of Autonomous Vehicles 

Danilo Saccani 

Abstract As autonomous vehicles become increasingly prevalent in our daily lives, 
new control challenges arise to ensure their safety and the safety of their surround-
ings. This work addresses these challenges by developing a suitable regulator that 
strikes a balance between different objectives. The first one is ‘safety’, which involves 
satisfying constraints and consistently avoiding obstacles. The second objective is 
‘exploitation’, which aims to optimize the utilization of existing knowledge about 
the environment, reducing the overly cautious behaviour of guaranteed collision-
free approaches. The third objective is ‘exploration’, which pertains to the ability to 
discover potential unknown areas while avoiding getting stuck in blocked regions. 
The design of motion planning algorithms for such systems requires carefully man-
aging the trade-off between these requirements. Among the various approaches to 
dynamic path planning, discrete optimization methods such as Model Predictive 
Control (MPC) have gained significant attention. MPC excels in handling state and 
input constraints to ensure safety while minimizing a cost function defined by the 
user, enabling both exploitation and exploration aspects. By developing a suitable 
regulator and leveraging MPC approaches, this work aims to address the complex 
control challenges faced by autonomous vehicles and other safety-critical applica-
tions, ensuring a balance between safety, exploitation, and exploration. 

1 Introduction 

Over the past decade, advancements in technology, coupled with their decreasing 
costs, have led to the widespread integration of autonomous systems into our daily 
lives [ 1]. These systems have had a significant impact on various fields, including 
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technology, science, and society, making them valuable tools for a range of applica-
tions, from military and commercial uses to hobbies. Currently, autonomous systems 
are primarily utilized in known and closed environments like industrial production 
plants, where the system behavior can be assured by detailed models of the system 
and its environment. However, there is a growing demand to employ autonomous 
systems, particularly autonomous vehicles, in heterogeneous and unknown environ-
ments, such as search and rescue robots [ 12], environmental monitoring drones [ 3], 
and self-driving cars on highways [ 5], among others. This trend has sparked exten-
sive research in multiple domains, demonstrating that autonomous vehicles can carry 
out complex missions without human intervention. In this doctoral dissertation, we 
try to answer the following question to achieve autonomous navigation: 

How can I reach a particular location without colliding with the surrounding 
environment? 

Trying to answer this question, we can identify the following requirements: 
Safety: Vehicle navigation approaches have to guarantee classical requirements, such 
as the design of a dynamically feasible trajectory able to satisfy actuators and state 
variables limits while at the same time guaranteeing the satisfaction of constraints 
arising from the perception of the environment. To guarantee an obstacle-free motion 
is also required to the controller to ensure persistent constraints satisfaction despite 
different sources of uncertainty that can lead to a failure or crash of the system. 
Exploitation: The main task we aim to solve is reaching a given location. This objec-
tive must be achieved guaranteeing the above mentioned safety requirement. These 
objectives, however, are often conflicting and can potentially lead to performance 
degradation during the navigation and to a too-conservative behaviour of the vehicle 
if the trade-off between exploitation and safety is not considered. 
Exploration: During this phase, it is crucial to account for obstacles and other agents 
in the environment that may hinder direct access to a desired location. To ensure suc-
cessful navigation, it becomes necessary to gather and store information about the 
surroundings. This information is then utilized to devise a strategy that avoids the 
system from becoming trapped in a local minimum, even when the desired location 
is ultimately reachable. 

This doctoral thesis aims to design multiple predictive control architectures that 
address the trade-off between the identified requirements for autonomous vehicle 
navigation. This summary brief is structured as follows: In Sect. 3, the design of 
MPC schemes that can satisfy safety requirements under time-varying constraints, 
which shift with the system state, is presented. Then, Sect. 4 introduces a novel MPC 
formulation named multi-trajectory MPC, which allows for better exploitation of 
current information about the environment. In Sect. 5, a high-level receding horizon 
strategy for environment exploration is presented, which utilizes a graph-based map 
of the environment constructed online. Section 6 showcases real-world applications 
and simulations, demonstrating the proposed approach’s effectiveness in addressing 
various problems within realistic scenarios. Finally, Sect. 7 concludes this brief with 
some final remarks and outlines possible future research directions.
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2 Constrained Autonomous Navigation Problem 

As mentioned in Sect. 1, for autonomous vehicles navigation, ensuring safe and effi-
cient path planning is of paramount importance. To solve this problem, this doctoral 
thesis proposes Model Predictive Control (MPC) strategies to drive the system to 
the final target. MPC is a optimization-based control strategy that combines real-
time feedback with predictive models to calculate and optimize the trajectory of the 
vehicle [ 11]. By leveraging mathematical models and optimization algorithms, MPC 
empowers autonomous vehicles to make intelligent decisions, navigate complex envi-
ronments, and avoid obstacles effectively. At its core, MPC operates by continuously 
predicting the future behavior of the vehicle and optimizing its trajectory based on 
a defined objective and set of constraints. This predictive nature enables the vehi-
cle to anticipate potential obstacles and navigate complex scenarios with agility. By 
considering both current and future states of the vehicle, MPC provides a reliable 
approach to path planning, facilitating smoother and safer autonomous driving expe-
riences. The predictive modeling aspect of MPC involves creating a mathematical 
representation of the vehicle’s dynamics and its interaction with the surrounding 
environment. This model captures essential parameters such as the vehicle’s posi-
tion, velocity, acceleration, and other relevant variables. The accuracy and fidelity 
of the predictive model play a crucial role in the effectiveness of MPC, as it directly 
influences the quality of trajectory predictions and subsequent decision-making. To 
leverage the complexity of the model and achieve faster implementation MPC can 
be employed in a hierarchical manner. By dividing the control problem into multiple 
levels, each addressing different time scales and aspects of the autonomous vehicle’s 
behavior, MPC allows for efficient decision-making and real-time responsiveness. 
In this doctoral thesis, we are interested in analyzing high-intermediate levels, where 
we design a high-level plan (Sect. 5) and use a trajectory planner to refine the plan 
and generate a feasible trajectory considering the vehicle’s dynamic constraints and 
environmental factors (Sects. 3 and 4). Here, MPC can be employed to optimize the 
trajectory based on real-time sensor data and accurately predict the vehicle’s future 
behavior, accounting for factors like vehicle dynamics and environment conditions. 
To this end, we consider an autonomous vehicle described by a generic nonlinear 
discrete-time invariant model with a state vector.x(k) ∈ R

nx that encompasses essen-
tial vehicle dynamics, such as position and velocity, and an input vector.u(k) ∈ R

nu . 
The system is characterized by a state dynamics function. f : Rnx × R

nu → R
nx . The  

system is subject to time-invariant input and state constraints that impose physical 
limitations or boundaries on these variables, given by: 

.u(k) ∈ U , x(k) ∈ X̄ (1) 

Here, .U ⊂ R
nu and .X̄ ⊂ R

nx represent non-empty closed convex sets. The system 
is also subject to a non-empty time-varying convex set of constraints . X (k) ⊂ R

nx

arising from the perception of the environment:
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.x(k) ∈ X (k). (2) 

We are now in a position to formally define the problem we aim to solve. Given a 
state reference.r̄ ∈ R

nx and the system state.x(k) at each time step, our objective is to 
design a state feedback control law.u(k) = κ(x(k), r̄,X (k)) that drives the system’s 
state as close as possible to the reference. r̄ , while satisfying the constraints (1) and (2) 
for all .k ≥ 0. 

3 Environment Aware MPC for Autonomous Navigation 

When considering autonomous navigation problems, it is crucial for the system to 
perceive its surroundings and avoid collisions with the environment or other agents. 
This perception can be translated into a set of system state constraints that may change 
over time. An example of this is a vehicle that is equipped with an exteroceptive sen-
sor capable of sensing its surrounding unknown environment. At each time step, 
sensor measurements can be used to derive a safe set, which evolves during naviga-
tion. While theoretical guarantees such as recursive feasibility and stability have been 
studied extensively for MPC schemes with time-invariant constraints, the problem of 
time-varying state constraints has received relatively less attention in the literature, 
despite its broad impact in various applications. The work presented in [ 10] is one of 
the few papers that addresses this problem. The authors analyze two interesting cases: 
modeled constraint variation and constraints with bounded changes. Ensuring per-
sistent constraint satisfaction becomes crucial to meet the safety requirement, given 
the time-varying nature of the constraints. Recursive feasibility is a crucial property 
of MPC as it guarantees the ability to find a feasible solution at each sampling time. 
It ensures that the optimization problem can be successfully solved, resulting in a 
trajectory that satisfies all constraints while optimizing the defined objectives. When 
time-varying constraints are considered in MPC, the challenge lies in maintaining 
feasibility throughout different time steps despite the potential evolution of the con-
straints, which could be influenced by environmental or sensor factors. In this section, 
our focus is on achieving persistent constraint satisfaction under two specific types 
of time-varying constraints that arise when an autonomous vehicle is equipped with 
an on-board local sensor for perceiving the surroundings. 

3.1 State Shifting Constraint 

When the vehicle is equipped with an on-board sensor or a communication device, the 
information provided by the sensor can be interpreted as a set of constraints centered 
at the vehicle’s position. In [ 14], we considered a constant polytopic set centered at 
the vehicle position to describe a communication set around the agent. Despite the 
constant nature of the constraint set, the shifting feature can cause a loss of feasi-
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Fig. 1 Example showing the loss of recursive feasibility for a position shifting state constraint. On 
the left, the traditional implementation without recursive feasibility guarantees, while on the right 
the proposed implementation. We consider the trajectory of the blue agent, while the red agent can 
be seen as a fixed obstacle. Blue line with ‘*’ represents the predicted state trajectory at time . k. 
Due to the presence of a terminal state constraint, the tail of this trajectory represent a candidate 
trajectory at time.k + 1. Light green polytope represents the state constraint at time. k, while light 
blue polytope represents the state constraint shifted at the first predicted state. In both examples, an 
obstacle avoidance constraint is imposed, and the dashed circles around the trajectories represent 
the size of the agents 

bility, as depicted in Fig. 1 (left). To guarantee recursive feasibility, we proposed an 
implementation that ensures, by construction, that the tail of the predicted trajectory 
lies within the safe sets generated by shifting the set along the trajectory, as shown in 
Fig. 1 (right). The second type of shifting constraints considered in this doctoral the-
sis is a time-varying state constraint represented by a sequence of time-varying and 
unpredictable state constraints that shift with the vehicle state. Unlike the previous 
case, the shape of the constraint changes at each time step. Due to the unpredictable 
and time-varying nature of the constraints, in this case, it is not possible to guarantee 
recursive feasibility anymore, however, under suitable assumptions, it is possible to 
ensure persistent constraints satisfaction. In [ 13], these constraint sets were used to 
represent a sequence of unpredictable obstacle-free regions determined by a drone’s 
sensor during navigation in an unknown environment. Under the assumption of a 
static environment, it can be proven that persistent constraint satisfaction is guaran-
teed if the predicted trajectory remains within one of the constraint sets encountered 
up to the current time step. 

4 Multi-trajectory MPC 

As shown in Sect. 3 and illustrated in Fig. 1, ensuring recursive feasibility with time-
varying constraints requires striking a delicate balance between safety and system 
performance optimization. To manage this trade-off, we propose the multi-trajectory 
MPC (mt-MPC) formulation. This approach predicts two trajectories: a “safe” tra-
jectory that remains within the safe set and reaches a safe state, and an “exploiting” 
trajectory that allows violations of current constraints if they are overly conserva-
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Fig. 2 Example illustrating the predicted state evolution with the multi-trajectory approach (left) 
versus a single-trajectory one (right). Green line with ‘. ◦’ represents the safe trajectory; Red line 
with ‘. ♦’ is the exploitation trajectory; black dash-dotted line with ‘. ♦’ is the trajectory of the single-
trajectory MPC. Red ‘. ★’: target. The time-varying constraints are represented with colored polytopes 

tive. The two trajectories share a common control action at the current step and 
diverge subsequently in the prediction. To illustrate this concept, consider the two-
dimensional example shown in Fig. 2, where the right side demonstrates a single-
trajectory approach and the left side presents a multi-trajectory approach. The trajec-
tories are calculated by solving a Finite Horizon Optimal Control Problem (FHOCP) 
with the goal of reaching a target beyond the safe set. The single-trajectory MPC 
constrains the entire predicted trajectory to lie within the safe set, minimizing the 
average deviation from the target. However, it neglects the possibility of an improved 
safe set in the future. In contrast, the multi-trajectory strategy plans a significantly 
better (yet currently unfeasible) exploiting trajectory while maintaining a backup 
safe trajectory in case the constraints’ set does not expand towards the target. By 
comparing the positions reached by the two approaches at the first predicted time 
step, implemented in a receding horizon fashion, the potential advantage of the multi-
trajectory approach becomes evident. Thus, the resulting FHOCP is divided into two 
predictions: the exploitation trajectory, which is considered in the cost function to 
drive the system towards the desired reference, and the safe trajectory, which satis-
fies the time-varying state constraints and ensures reaching a steady state within the 
current set of state constraints. The problem is generally a nonlinear program (NLP), 
and under regularity assumptions, a numerical solver can compute a (possibly local) 
minimum. To reduce the complexity, a linear model of the system and a quadratic 
cost function can be considered, resulting in a quadratic programming (QP) problem,
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as shown in [ 13]. If feasible, the QP problem can be efficiently solved for a global 
minimizer. While the ideal formulation guarantees the recursive feasibility of the 
approach by applying one of the methods presented in Sect. 3 to the safe trajectory, it 
may not ensure the convergence of the MPC scheme. To guarantee convergence, we 
propose a modified version of the FHOCP inspired by the works presented in [ 8, 9]. 
This modified version includes a convergence constraint that enforces a decreasing 
cost function associated with the safe trajectory over time, along with an offset cost 
that drives the terminal state towards the final reference. 

5 Navigation Around Obstacles 

The possibility that the system gets stuck in front of an obstacle that obstructs the 
path between the current vehicle position and the target is a common challenge in 
optimization-based autonomous navigation. To tackle this issue, we propose a map-
ping and exploration strategy called G-BEAM (Graph-Based Exploration and Map-
ping). The G-BEAM strategy leverages the under-approximation of the free space 
derived from exteroceptive sensor measurements to construct a graph representation 
of the environment. This graph is subsequently used to compute an optimal path for 
either exploring the environment or reaching a predetermined target. Before delving 
into the details of the approach, let us provide a description of the employed sensor 
and how we can effectively utilize the sensor measurements. 

5.1 Exteroceptive Sensor and Convex Under-Approximation 
of the Free Space 

We assume that, at each time step, we have access to the vehicle’s position and 
readings from an exteroceptive sensor, which is oriented parallel to the horizontal 
plane and capable of detecting the surrounding environment. The vehicle’s posi-
tion can be measured using a Global Positioning System (GPS) sensor, while the 
exteroceptive sensor can be a Light Detection and Ranging (LiDAR) sensor and/or 
stereo cameras. The exteroceptive sensor provides a point cloud representation of the 
environment surrounding the vehicle at each time step. We assume that the sensor 
measurements are evenly spaced in all directions on a unit sphere centered around 
the vehicle’s position. These sensor measurements yield a non-convex region repre-
senting the obstacle-free area around the vehicle. However, for the sake of simplicity 
and efficiency, we aim to obtain a convex polytopic under-approximation of this 
obstacle-free region. In the literature, there have been numerous studies on the inner 
approximation of non-convex regions using convex sets. Various optimization-based 
approaches have been proposed (e.g., [ 2, 6]), where the positions of known obstacles 
are utilized to obtain the largest convex set within the free area. However, these meth-
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ods typically require a priori knowledge of the environment, such as a set of convex 
polytopes or a map, and do not guarantee that the current vehicle position is included 
in the obtained set. In contrast, we propose an algorithm that relies solely on local 
sensor measurements and does not require a preexisting map of the environment. 
Given a set of sensor measurements, we begin by constructing the smallest con-
vex polytope defined by a predetermined number of vertices centered at the vehicle’s 
position and within the measurements. We then iteratively expand these vertices until 
they reach the sensor’s maximum detection range or until another vertex’s expansion 
includes a sensor measurement. 

5.2 Graph-Based Exploration and Mapping 

The proposed solution entails the addition of a further hierarchical layer above the 
MPC controller proposed in the previous section. The choice of this structure is 
motivated by the difference in complexity and speed requirements of the involved 
algorithms. The main idea is to build a reachability graph that describes the environ-
ment, which can be used seamlessly for both navigation and exploration tasks. Nodes 
and collision-free arcs are acquired from the convex polytope and used to update the 
graph together with an exploration gain representing the expected amount of informa-
tion gained by reaching that node. Then, a receding horizon navigation logic selects 
the next target node to be provided at the lower level controller. See Fig. 3 (left) 
for an example of the obtained graph. The navigation approach in G-BEAM is an 
event-based receding horizon one with similarities with MPC: each time the current 
reference node is reached, the graph is updated and a new temporary target is com-
puted by planning a path in the graph culminating at a target node. Thus, comparing 
the approach with an MPC scheme, we exploit the graph-based model of the envi-
ronment, to find the path on the graph that minimizes a user-defined cost-function. 
Indeed, the target node is computed by maximizing a reward function (minimizing 
the negative reward function) that trades off between environment exploration and 
reaching the external target . r̄ (exploitation), if provided. 

6 Applications to Autonomous Navigation Problems 

We evaluated the performances of the proposed approaches on realworld and simu-
lated problems. 

The first practical application considers the navigation out-of-the-lab of a drone 
prototype built with off-the-shelf components (see [13] for further details). The drone, 
shown in Fig. 3 (in the middle), is equipped with a 2-dimensional LiDAR (Light 
Detection and Ranging) sensor able to detect the surrounding environment and it is 
controlled at a lower level by a commercial flight controller. The higher-level con-
trol strategies presented in Sects. 3, 4 and 5 are implemented on a low-cost onboard
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Fig. 3 In the middle the DJI drone used for the experiments. On the right the experimental test 
of the mt-MPC approach. Closed-loop trajectory obtained with mt-MPC (blue line with ‘. ♦’). Safe 
set .X (k) at different time step. k in red. On the left the reachability graph obtained with G-BEAM 
without providing an external target 

computer and adopted to safely navigate and explore the environment. The exper-
iments shown that the approach effectively allows to reach a target or explore the 
environment while avoiding a-priori unknown obstacles and that the approaches can 
be efficiently implemented in real-time on low cost hardware. 

The proposed framework has been applied also to multi-agents problems. In [ 4], 
has been exploited to navigate a System of TEthered Multicopters (STEM) in a par-
tially known environment. The system consists of multiple aircraft interconnected 
by power supply tethers (see [ 7] for further details on the system) and equipped with 
various exteroceptive sensors for detecting the surroundings. Initially, an optimal 
mission planner is developed to determine the position references for the system’s 
configuration in the nominal environment. Subsequently, a reactive path planner uti-
lizes the sensor readings and time-varying state constraints derived from the sensor 
measurements, following the presented framework. This path planner ensures the sys-
tem navigates to the desired configuration, avoiding collisions with obstacles, even if 
they differ from the nominal ones. In [ 14] the multi-trajectory formulation has been 
extended to consider multi-agent systems with time-varying network topology. Every 
agent is equipped with a communication device, enabling bidirectional communica-
tion with other agents when their communication sets overlap. The communication 
sets depend on the system’s position, resulting in a time-varying communication 
topology. Re-configuring the controller in control system networks, involving agents 
joining or leaving the network, remains an open challenge. To address this, the multi-
trajectory MPC scheme is utilized to guarantee automatic plug-and-play operations 
that cannot be denied. 

7 Conclusions 

This brief provided an overview of a framework utilizing MPC for the safe nav-
igation of autonomous vehicles towards a target reference. The theoretical results
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presented demonstrate that MPC serves as a suitable tool to accomplish this task, 
striking a balance between exploiting the vehicle’s capabilities and ensuring con-
straint satisfaction for enhanced safety. The control strategies discussed in Sects. 3, 4 
and 5 have demonstrated their remarkable effectiveness in real-world experiments. 
Future research directions include expanding the multi-trajectory MPC approach to 
diverse scenarios, such as reconfigurable systems, and incorporating additional learn-
ing components into the problem. Furthermore, exploring its application in economic 
contexts could be intriguing, where unpredictable time-varying constraints can be 
viewed as evolving resources. In conclusion, this work highlighted the significance of 
studying time-varying constraints to embrace MPC as a promising approach for the 
constrained navigation of autonomous vehicles holds great potential for advancing 
the future of transportation. 
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Cooperative Processing and Learning 
Methods for High-Resolution 
Environmental Perception 

Luca Barbieri 

Abstract Cooperative positioning approaches enable interconnected agents to share 
information across the network, thereby improving accuracy, reliability, and safety 
compared to conventional single-agent localization methods. This chapter presents 
novel cooperative localization and learning strategies to provide precise position-
ing in harsh propagating environments as well as reliable environmental mapping 
for highly-dynamic scenarios. At first, positioning and environmental perception 
tasks are addressed separately. More specifically, augmentation strategies are pro-
posed to improve positioning accuracy in complex environments by exploiting prior 
information on the tracking environment. Next, decentralized Federated Learning 
(FL) policies are developed to obtain accurate environmental sensing at the agents 
in a privacy-preserving and communication-efficient manner. Then, the localization 
and environmental perception problems are solved via a unified solution by design-
ing a data-driven cooperative strategy where agents collaborate to enhance their 
environmental awareness and their positioning capabilities concurrently. Finally, 
Bayesian FL tools are developed so that the agents are able to incorporate uncer-
tainty in their decisions and consequently provide trustworthy environmental percep-
tion. The achieved results show how the proposed techniques can enable accurate, 
communication-efficient, and trustworthy localization and sensing. 

1 Introduction 

Next-generation wireless networks will facilitate the development of connected auto-
mated industrial systems by exploiting disruptive technologies, such as THz fre-
quencies, Reconfigurable Intelligent Surfaces (RIS) as well as Integrated Sensing 
and Communication (ISAC) systems [ 15]. Thanks to these new technological devel-
opments, distributed computing tools will replace energy-hungry cloud processing 
functions by pushing the intelligence directly into edge devices or agents [ 31]. The 
formation of self-sustained, cooperative networks is beneficial for advanced mobil-

L. Barbieri (B) 
Politecnico di Milano, Milan, Italy 
e-mail: luca1.barbieri@polimi.it 

© The Author(s) 2024 
F. Amigoni (ed.), Special Topics in Information Technology, 
PoliMI SpringerBriefs, https://doi.org/10.1007/978-3-031-51500-2_10 

117

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-51500-2_10&domain=pdf
http://orcid.org/0000-0002-8948-8158
luca1.barbieri@polimi.it
 854 57657 a 854 57657 a
 
mailto:luca1.barbieri@polimi.it
https://doi.org/10.1007/978-3-031-51500-2_10
https://doi.org/10.1007/978-3-031-51500-2_10
https://doi.org/10.1007/978-3-031-51500-2_10
https://doi.org/10.1007/978-3-031-51500-2_10
https://doi.org/10.1007/978-3-031-51500-2_10
https://doi.org/10.1007/978-3-031-51500-2_10
https://doi.org/10.1007/978-3-031-51500-2_10
https://doi.org/10.1007/978-3-031-51500-2_10
https://doi.org/10.1007/978-3-031-51500-2_10
https://doi.org/10.1007/978-3-031-51500-2_10
https://doi.org/10.1007/978-3-031-51500-2_10


118 L. Barbieri

ity services as they allow merging (partial) information acquired from spatially-
distributed agents and consequently improve the sensing/localization capabilities of 
the agents themselves. Machine Learning (ML) tools are also paramount in these con-
texts to extract useful relationships from the data collected by the agents, allowing 
further positioning/sensing performance enhancements. 

Driven by all these key elements, this chapter presents novel cooperative local-
ization and sensing strategies for future mobility systems comprising indoor/outdoor 
scenarios characterized by complex propagating conditions and/or highly dynamic 
interactions among the agents. These conditions may arise due to harsh environments 
in which the agents are deployed (e.g., industrial facilities) or due to the agents’ 
mobility (e.g., vehicular contexts). To solve such challenges, wireless networks are 
exploited to enable cooperative schemes where networked devices collaborate in 
sharing information with the goal of estimating their position, perceiving the sur-
rounding environment, or both. Besides, data-driven approaches are tightly integrated 
into the proposed algorithms to enable efficient and trustworthy sensing/positioning 
functionalities. 

The chapter initially addresses the problem of high-precision localization and 
environmental perception as two separate tasks. Individual solutions are proposed 
for both tasks that aim at augmenting the positioning/sensing performance by exploit-
ing side information from the surrounding environment. Next, a combined approach 
is proposed where the localization of the mobile agents is integrated with the percep-
tion of the environment at each agent by means of a cooperative approach. Finally, 
careful attention is given so that the proposed methods provide not only accurate posi-
tioning/sensing functionalities but also trustworthy responses. This aspect is treated 
in the last part of the chapter where a trustworthy, yet accurate perception system is 
developed. 

The rest of the chapter presents in more detail the main research activities included 
in my Ph.D. thesis [ 3] and in the publications [ 2, 4– 11, 32]. Further results of the 
research conducted during the Ph.D. can be found in [ 13, 14, 20, 21, 29, 30], which 
are omitted here as not fitting the main scope of the Ph.D. thesis. The organization of 
the chapter is as follows. Sect. 2 addresses the problem of high-accuracy localization 
in complex propagating environments, while Sect. 3 focuses on providing a solution 
for accurate environmental perception integrating distributed learning tools. Then, 
localization and sensing tasks are combined via a unified cooperative approach in 
Sect. 4, whereas Sect. 5 studies how to enhance not only the accuracy but also the 
trustworthiness of perception systems. Finally, Sect. 6 draws some conclusions. 

2 Localization of Mobile Agents in Complex Environments 

Accurate location information has become a fundamental requirement in many of 
today’s services. Positioning estimates can be typically obtained by harnessing the 
radio signals exchanged over a wireless network. However, complex environments, 
such as industrial plants, pose a major problem in this respect, as they heavily affect
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the quality of the location-dependent information that can be extracted from wireless 
signals. Therefore, such environments call for augmentation/mitigation strategies 
able to amend Non Line of Sight (NLOS)-corrupted radio signals and profitably use 
them to enhance localization accuracy. 

Throughout the years, several approaches have been developed to mitigate the 
impact of complex propagating conditions and improve positioning performance. 
Statistical characterization of the Channel Impulse Response (CIR) can be used 
to detect NLOS propagation and consequently correct localization measurements 
[ 19]. Another popular approach is to rely on Bayesian tracking filters to integrate 
information on the propagation environment [ 27]. More recently, ML methods have 
been also proposed to provide accurate localization in harsh environments [ 26]. They 
mostly rely on supervised techniques to augment the localization accuracy under 
NLOS propagation. 

2.1 A Bayesian Tracking Framework for NLOS 
Compensation 

To address the aforementioned challenges, the Ph.D. thesis proposes a novel NLOS 
mitigation approach that incorporates multiple (hybrid) localization measurements, 
namely Time Difference of Arrivals (TDoAs) and Angle of Arrivals (AoAs), as well 
as an efficient tracking algorithm to estimate the position of the agents accurately. 
The technique is specifically formulated for Ultra WideBand (UWB) systems. Still, 
it is general enough to be applied to any wide bandwidth and multi-antenna system, 
such as the ones foreseen for Beyond 5G networks. 

More specifically, the method aims at embedding the propagation information of 
the environment in which the localization task has to be carried out while mitigat-
ing the NLOS and multipath impairments. It does so by jointly tracking the agents’ 
position and the Line of Sight (LOS)/NLOS conditions, referred to as sight condi-
tions, experienced at the reference stations or Access Points (APs). The sight condi-
tions evolution is modeled as a first-order Markov chain with transition probabilities 
describing the change of state from LOS to NLOS and from LOS to LOS, and cali-
brated according to the available layout information of the tracking area. Based on the 
current estimated value of the APs sight variables, the measurements are statistically 
described to take into account the actual propagating conditions and compensate 
for the measurements affected by NLOS. The developed statistical framework is 
integrated with a Jump Markov System (JMS) that enables the description of the 
relationship between sight conditions and the position of the agents, allowing the 
overall problem to be solved via a Bayesian filtering approach. In this respect, a 
Particle Filter (PF) implementation is considered to track the joint position-sight 
state efficiently across time. The overall methodology is summarized in Fig. 1. 

The proposed NLOS compensation tool has been evaluated considering real raw 
UWB data collected inside a fully-functional industrial facility and compared against
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Fig. 1 Bayesian NLOS mitigation methodology: the aim is to jointly track the agents’ positions as 
well as the visibility conditions of the APs so that highly corrupted localization measurements can 
be compensated and used for improving the positioning performances 

a conventional Bayesian filter that does not compensate for the NLOS as well as state-
of-the-art NLOS mitigation methods [ 5]. Experimental results showed the superiority 
of the proposal in providing more accurate localization compared to all other methods 
considered, especially in areas highly affected by non-ideal propagating conditions. 
Besides, the proper integration of hybrid positioning measurements is beneficial for 
further improving the position estimate of the agents. We refer the interested reader 
to [ 2, 5] for more details about the methodology and additional analyses. 

3 Federated Learning for Enhanced Perception 

Future mobility systems will require highly-accurate localization and environmental 
awareness capabilities to detect possible hazardous situations and act accordingly. 
This section moves in this direction and complements the previous one by proposing a 
sensing system for accurate environmental perception in high-mobility scenarios, i.e., 
road vehicles. A wireless network connecting the vehicles is exploited to implement 
cooperative perception strategies, where a set of networked vehicles equipped with 
imaging sensors aim at obtaining enhanced perception capabilities. 

Conventional cooperative sensing methods rely on data-sharing procedures where 
raw or partially processed data are exchanged over the network [ 28]. However, the 
introduction of regulations restricting the access and distribution of data among mul-
tiple parties makes such techniques unfeasible. On the other hand, Federated Learn-
ing (FL) procedures can be used to learn a ML model able to provide the same sensing 
functionalities as standard cooperative perception approaches. FL [ 32] resorts to the 
exchange of locally trained instances of a shared ML model without requiring any 
data exchange. Even though FL represents a promising privacy-preserving solution, 
communication-efficient designs are required to make FL platforms more sustain-
able, especially when large models need to be exchanged over the network.
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Fig. 2 Communication-efficient decentralized FL policy: vehicles exchange fractions of their local 
models and implement an average consensus policy for fusing the model updates received from 
their neighbors 

3.1 Communication-Efficient FL Policy 

This section discusses how to improve the communication efficiency of decentral-
ized learning policies so as to obtain more sustainable FL-based perception sys-
tems without penalizing sensing performances. A communication-efficient design 
is introduced where the vehicles participating in the FL process are able to intel-
ligently select a subset of the parameters of the ML model to be exchanged via 
Vehicle-to-Everything (V2X) networking. 

As depicted in Fig. 2, the proposed communication-efficient strategy tries to 
reduce the communication overhead by choosing the layers of the Neural Net-
work (NN) according to the local data quality observed at the vehicles. We develop 
a layer selection optimizer that dynamically selects the layer parameters according 
to the normalized squared gradients observed during the local optimization step per-
formed by the vehicles. The gradients are firstly sorted in a descending manner and 
only the layers associated with the strongest gradient magnitudes are selected and 
propagated to the neighbors. Intuitively, higher magnitude gradients convey more 
informative updates; therefore, the corresponding layers should be transmitted more 
frequently. Additionally, a randomized policy is integrated with the layer selection 
optimizer that chooses the layers in a independent and identically distributed (i.i.d.) 
fashion. Besides providing a more fair layer exchange process during the FL pro-
cess, the combination of gradient-based and randomized selection strategies has been 
found to provide higher-quality models with improved generalization abilities [ 9]. 

The performances of the communication-efficient design have been evaluated 
considering a challenging automotive vertical, where vehicles are required to opti-
mize a large NN for accurately classifying road users/objects present in the driving 
environment via lidar point clouds [ 6]. The assessment was focused on character-
izing the impact of the layer selection process on the final accuracy of the trained 
models while also comparing the achieved results against conventional centralized 
and decentralized learning strategies.
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Numerical results showed that the developed design provides substantial com-
munication overhead reduction (up to 80%) while approaching the performances 
of conventional (uncompressed) FL tools. Additionally, balancing gradient-based 
and randomized selection policies is beneficial for heavily limiting communication 
resource consumption without introducing accuracy penalties. Interestingly, layers 
possessing the least number of trainable parameters should be selected more fre-
quently as they heavily impact the learned models’ quality [ 9]. The interested reader 
can find additional layer selection strategies and further numerical evaluations in 
[ 6– 9, 32]. 

4 Cooperative Localization and Sensing in Connected 
Vehicle Scenarios 

The previous sections treated localization and sensing as two separate tasks. However, 
in next-generation communication systems, such as 6G, these two functionalities are 
expected to be integrated into the same infrastructure so as to exploit even more 
their synergy. In line with this trend, this section introduces a more complete system 
compared to Sects. 2 and 3 integrating cooperative localization and sensing into a 
unified solution where the goal is to augment the Global Navigation Satellite System 
(GNSS) performances under complex urban environments. 

Perception sensors, particularly Lidar devices, have been increasingly adopted 
in mobility systems to provide detailed and rich information on the surrounding 
environment [ 24]. Cooperative methods have also been studied in such systems 
[ 22, 33] to improve environmental awareness by fusing information across multiple 
interconnected agents. However, considering the sheer amount of data generated by 
these sensors, conventional signal processing tools may be inadequate as they might 
introduce large delays. On the other hand, data-driven methods enable the efficient 
processing of large data volumes while also extracting useful information beneficial 
for jointly carrying out positioning and sensing tasks [ 17]. 

4.1 Data-Driven Joint Cooperative Localization 
and Perception 

Based on the above discussion, this section develops a data-driven cooperative posi-
tioning and environmental sensing solution to increase the vehicles’ localization 
performance compared to conventional GNSS-based systems. The proposal’s main 
idea is to make the vehicles align their (limited) view of the surrounding environ-
ment with other vehicles to improve the detection of the objects along the road and 
implicitly refine the vehicle positioning as well.
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Fig. 3 Data-driven cooperative localization and sensing: vehicles employ a ML model to localize 
static objects in the driving environment via lidar sensors. The individual detections are collected 
at a centralized infrastructure which is able to refine both the objects and the vehicle positions 

The developed method extends the Implicit Cooperative Positioning (ICP) frame-
work introduced in [ 12] by integrating a realistic lidar sensing platform. In particular, 
a Deep Neural Network (DNN)-assisted sensing framework is designed to recognize 
and localize road objects (e.g., poles) from lidar sensors available at moving vehi-
cles. The DNN-based detector learns how to recognize static objects as their use has 
been acknowledged to provide better benefits in ICP [ 12]. In particular, the detection 
process focuses on recognizing poles since they are largely present in the driving 
environment, easily recognizable through the lidar point cloud, and do not require 
new installations and/or calibrations. Once the vehicles have estimated the position of 
the poles present in the driving environment, the aggregated information is collected 
by a centralized road infrastructure which is tasked to cooperatively localize both 
objects and vehicles employing a Bayesian tracking tool. By doing so, multiple poles 
estimated at different vehicles can be coherently fused and exploited to improve the 
vehicles’ positioning accuracy. A block scheme summarizing the main operations 
required to run the developed approach is shown in Fig. 3. 

The evaluation of the proposed approach considers a highly-realistic vehicu-
lar scenario simulated using the CARLA software [ 16], an advanced, high-fidelity 
autonomous driving simulator that allows defining complex driving conditions as 
well as generating accurate sensors readings. Numerical results have shown that the 
developed cooperative localization and sensing approach outperforms a conventional 
GNSS-based tracking tool while providing similar results to a cooperative oracle sys-
tem where vehicles always detect all possible poles within the lidar sensing range 
regardless of actual visibility conditions [ 4]. The interested reader can look at [ 4, 11] 
for the complete description of the methodology.
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5 Bayesian Federated Learning for Trustworthy 
Environmental Perception 

Throughout the years, ML tools have been demonstrated to provide excellent per-
formances in solving complex tasks, particularly in big-data regimes where large 
collections of data are available. However, when data are scarce or limited, NNs 
trained under the conventional, frequentist, learning paradigm, tend to provide over-
confident and often incorrect predictions while also suffering from overfitting. This 
is further exacerbated when considering FL-based sensing platforms as vehicles may 
converge to the same unreliable ML model, thereby posing major safety concerns. 

Most of the solutions proposed to address the aforementioned challenges rely 
on Bayesian learning strategies, where the goal is to learn the posterior distribution 
of the ML model parameters in place of finding a single model parameters’ value 
that fits well the training data [ 23]. Some Bayesian FL systems have been recently 
proposed based on the Partitioned Variational Inference (PVI) framework developed 
in [ 1] or on Markov Chain Monte Carlo (MCMC)-based sampling schemes [ 18]. 
Still, implementations of Bayesian FL systems over cooperative wireless networks 
typically assume noiseless communications and, thus, are hardly applicable in real-
world scenarios. 

5.1 Channel-Driven Bayesian FL Strategy 

This section presents a fully decentralized Bayesian FL framework for trustwor-
thy environmental perception in vehicular networks. Compared to the previously-
analyzed FL system introduced in Sect. 3, here, the proposal extends the frequentist 
tools to embrace Bayesian learning strategies. The aim is to obtain ML models that 
concurrently provide accurate perception capabilities and reliably quantify the uncer-
tainty associated with their predictions. Besides, the proposed method exploits the 
noise introduced by the propagation in a novel fashion to wirelessly implement the 
Bayesian FL process. 

To obtain an approximation of the global posterior distribution shared by all 
vehicles, a Bayesian FL system is proposed extending the Decentralized Stochas-
tic Gradient Langevin Dynamics (DSGLD) [ 18] scheme. The proposal builds on 
the concept of channel-driven sampling [ 25], whereby the Bayesian FL strategy is 
implemented over wireless networks, and the channel noise introduced by the prop-
agation is repurposed for obtaining the final posterior distribution. Indeed, under 
DSGLD, vehicles update their local posterior samples using Stochastic Gradient 
Descent (SGD), combine the samples received from their neighbors using a consen-
sus strategy and, finally, add Gaussian noise to obtain a new sample approximating 
the (global) posterior distribution. Therefore, channel-driven sampling allows each 
vehicle to directly use the channel noise for the sampling process of DSGLD. An 
over-the-air computing policy is also proposed to wirelessly aggregate the samples
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Fig. 4 Decentralized Bayesian FL system: vehicles exchange samples drawn from their local 
posterior and fuse those received from their neighbors following a consensus-based aggregation 
strategy 

produced at the vehicles in an analog fashion so as to reduce the training latency 
associated with the cooperative learning process. The block scheme summarizing 
the proposed strategy is depicted in Fig. 4. For more details on the methodology, the 
interested reader can refer to [ 10]. 

The developed Bayesian FL tool is evaluated considering the same cooperative 
sensing task as in Sect. 3 and is compared against a standard frequentist FL tool. 
Numerical results show that the proposed strategy provides highly-accurate per-
ception models that reliably quantify the uncertainty of their predictions, while the 
conventional FL strategy lacks such uncertainty quantification and consequently pro-
vides unreliable ML models [ 10]. 

6 Concluding Remarks 

This chapter presented several methodological advancements aimed at enhancing 
localization accuracy, environmental awareness, or both in multi-agent networks. 
Cooperative systems underpin the proposed algorithms in order to provide enhanced 
environmental awareness or augmented localization performances, thanks to collab-
orative functions implemented by interconnected agents, devices, or vehicles. ML 
methods are also instrumental in achieving highly-accurate results especially when 
conventional methods fail to provide any reasonable outcome. Shifting from standard 
signal processing tools to ML strategies is also often required, if not mandatory, as 
model-driven approaches may be too complex to implement or require too much time
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to be formulated. Moreover, they enable efficient and timely processing of massive 
amounts of data that may also be required for latency-critical services. 

The techniques discussed in this chapter represent fundamental building blocks 
that can be combined for developing a larger, more refined localization and sensing 
system, where accuracy is not the only performance metric to be considered. We 
believe the proposed framework is a starting point that could be extended to embrace 
novel technologies, ad-hoc implementations, or better integration possibly looking 
at future technological developments. 
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Synthesis of Filters and Filtering 
Antennas for Micro and Millimeter 
Waves Applications 

Steven Caicedo Mejillones , Matteo Oldoni , and Michele D’Amico 

Abstract Filters and antennas are the closest building blocks to the air interface in 
modern wireless communications systems. Filters allow the transmission of signals 
in a target frequency range and attenuate those that operate in the unwanted range. 
Antennas help radiate signals within their operating range. This article is a summary 
of the author’s doctoral thesis and focuses on the development of new synthesis-based 
methods for the design of these two building blocks and the integration between them, 
in other words, filtennas. The main advantage of the synthesis-based design is that 
the expected frequency response of the final prototype is approximated in advance. 
Therefore, the selection of the best solution that satisfies the given requirements can 
be done through fast but accurate circuit simulations. When the best solution is found, 
then the actual prototype is designed according to the synthesized circuit. 

1 Synthesis-Based Filter Design 

This section presents an overview of advanced filter synthesis techniques described 
in [ 4– 6]. All the techniques described here follows the same principle: they start with 
the well-known coupling-matrix synthesis, suitable circuit or matrix transformations 
are then applied to get the required topology. 

1.1 Accurate Synthesis of Extracted-Pole Filters 

This method relies in the well-known accuracy of the coupling matrix synthesis 
method. To understand the method, let us work with synthesis of a filter with 20 dB 
of return loss and transmission zeros placed at .[∞, .−1.889, .1.1512, .1.702] rad/s. 
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Then, the first step is to synthesize a coupling matrix using any of the methods already 
available in the literature [ 7]. Then, the circuit is transformed into the arrow form 
[ 7] as shown in Fig. 1a (without the blue coupling). After that, each transmission is 
extracted by means of matrix rotations. The first rotation create a coupling (dashed 
blue line in Fig. 1a) in such a way that the last three resonators form a triplet that 
contains the first zero to be extracted. Then, successive rotations push this triplet 
towards the position where it is required to locate the extracted pole (Fig. 1b and c). 
After that, a delta-to-star circuit transformation is performed, obtaining the circuit 
in Fig. 1d. This must be done with each of the transmit zeros, the output of this 
algorithm is shown in Fig. 1e. Note that the scattering parameters shown in Fig. 1f 
are preserved throughout the transformation. Figure 2 shows the synthesis of a fully 
canonical stopband filter, it is evident that the synthesis with the old method [ 1] 
produces a response destroyed by round-off errors. Instead, the new method produces 
a response that matches the ideal equiripple response. 

Fig. 1 Synthesis of extracted-pole filters by matrix rotations. Black circles: unit capacitance in 
parallel to frequency-independent (FI) susceptances (resonating nodes). Circles with (. ×) are  FI  
susceptances (non-resonant nodes), and with (. +) are unit conductance (source, load). Lines are 
admittance inverters (couplings) 

Fig. 2 Fully canonical stop-band filter synthesis using old and new method
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1.2 Synthesis of Cascade-Block Filters 

This section presents the overview of the unified analytical method for the synthe-
sis of cascaded .n-.tuplets prototype filters including non-resonating nodes (NRNs) 
and extracted pole blocks. This method helps to overcome the issues of accuracy, 
computation time, and uncertainty of optimization methods used to synthesize some 
topologies, particularly those that include singlets, doublets, or mixed topologies. To 
understand the method, let us work with synthesis of a filter with.20 dB of return loss, 
and withe transmission zeros located at .−3, . 2, .∞, .−0.1 + 0.79i , .−0.1 − 0.79i , .∞, 
. 3 and .−2 rad/s. Complex transmission zeros helps to group delay equalization. The 
method begins with previously described extracted-pole synthesis arbitrarily defin-
ing the transmission zeros, as shown in Fig. 3a. Then, a filter topology transformation 
is applied by grouped node blocks to obtain the desired topology, as shown in Fig. 3b. 
Finally, some matrix rotations are applied to remove redundant couplings obtaining 
the circuit in 3c. The scattering parameters and group delay shown in Figs. 3d and 
3e are preserved throughout the topology transformation. Note that this is a circuit 
of mixed topology: singlet—extracted-pole—quadruplet—doublet, which was not 
possible to synthesize analytically with the synthesis techniques available before the 
publication of the papers [ 4, 6].
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Fig. 3 Synthesized circuit: singlet (x3). Physical Filter:.T E201 cavity (x3). Unitary inverters are 90. ◦
phase shift. Black circles are resonators denormalized with.C.=.1/(2π BW ),. L.=.1/(C ∗ (2π Fc)2). 
.BW is bandwidth. Dimensions in mm:.Wa .= .22.86,. h .= .10.16,.Cy .= .40.806,.Cx1 .= .20.484,. Cx2
.= .21.047, .Cx3 .= .20.372, .Sx .= . 3, .Sy1 .= .14.699, .Sy2 .= .14.654, .Sy3 .= .14.294, .O1 .= .18.6255, . S2
.= .14.723,.O3 .= .19.298,.WL1 .= .20.0738,.WL2 .= .20.4047
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1.3 Synthesis-Based Filter Design 

This subsection intends to show the flexibility of the previously presented methods to 
synthesize different topologies that actually implements the same filtering function. 
These topologies are implemented into waveguide technology. 

The filtering function for this example requires a passband from 9.966 to 
10.045 GHz with return loss of 16 dB. The required attenuation is 75 dB between 
9.8 and 9.82 GHz and more than 30 dB between 10.16 and 10.18 GHz. To fulfill 
these specifications a fully-canonical function with transmission zeros are placed at 
9.823, 10.17 and 9.8 GHz. As state before, there are several synthesizable circuits 
that could implement this filtering function. One of them is the singlet-singlet-singlet 
topology. To proceed with the design, first the circuit shown in the top part of Fig. 3 
is synthesized. Then each singlet is implemented with a .T E201 cavity by optimizing 
it according to the corresponding circuit block. This figure also shows the scattering 
parameters of the designed .T E201 cavities together with those of the correspond-
ing equivalent singlets. Once all the blocks are designed, they are joined by 90. ◦
waveguide lines as shown in Fig. 3. 

A second synthesizable topology for this filtering function is the extracted-pole— 
singlet extracted-poles shown in the top part of Fig. 4. The singlet is implemented 
as before with a .T E201 cavity. The extracted-poles are implemented as stubs since 
there is no non-resonant nodes in the block. As in the previous topology, all the 
full-wave blocks are optimized to have the scattering parameters equal to those of 
the corresponding circuit blocks. Then, they are assembled using waveguides whose 
electrical length is defined by the circuit. 

Finally, Fig. 5 shows instead the scattering parameters of both designs: singlet-
singlet-singlet and extracted-pole -singlet- extracted-pole. It can be seen that the 
full-wave simulations are in good agreement with the circuit simulations. Also both 
topologies implement the same filtering function. 

2 Synthesis-Based Antenna Design 

This section present a general overview of the synthesis and design methodology 
of a series-fed proximity-coupled antenna array. Further details can be found in [ 3]. 
This type of antenna was first presented in [ 11] and then further exploited in different 
works [ 10]. These works provide some guidelines to get an initial prototype, but then 
the design procedure is mainly based on full-wave optimization. This optimization 
could be time consuming, particularly for relative high number n of elements (e.g. n 
.= 8). 

That is why, I have proposed a synthesis-based design method. The method starts 
with the synthesis of an equivalent circuit of the antenna array. This circuit allows 
to estimate the antenna return loss and antenna radiation pattern. At this point, a 
screening can be done to verify which circuit best fit the antenna requirements.
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Fig. 4 Synthesized circuit: extracted-pole—singlet—extracted-pole. Physical Filter: stub—. T E210
cavity—stub. Dimensions in mm:.Wa .= .22.86,. h .= .10.16,.Cx1 .= .19.54,.Cy1 .= . 17,.Cx2 .= .21.622, 
.Cy2 .= .40.806, .Cx3 .= .23.04, .Cy3 .= .13.59, .Sx .= .2.98, .Sy .= .10.166, .O1 .= .17.304, .WL1 .= .5.754, 
.WL2 .= . 3.603

Fig. 5 Scattering parameters of synthesized circuits (solid line) and of the designed physical filters 
(dotted, dotted-dashed lines)
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Fig. 6 Equivalences between synthesized circuit and designed antenna array. Extracted-poles: 
..(Q, J, fr , R) =.

(
25, 0.3536Ω−1, 27GHz, 0.0086Ω

)
. Transmission lines:.. T L01/ T L /T LOp =

.
(
Tσ , Tδ, Zre f , fre f , θre f

) =
(
100

√
Hz, 0.002, 78Ω, 27GHz, π

2 /π/0 rad
)
. Source .S and 

.T LS impedance: .ZS = 50Ω. PCB substrate: .ϵr = 3.66, .tan δ = 0.004, Physical antenna dimen-
sions in mm: .hcond = 0.04, .hdiel = 0.254, .ws = 0.52, .wtl = 0.2,.d01 = 1.86, .La = 2.74, . dc =
3.46,.Wa = 2,.Oa = 0.32,.Sa = 0.73,. dop = 0.28

Once, the best synthesized circuit is chosen, the actual antenna can be designed by 
using the divide-to-conquer approach. That is, each base element of the antenna array 
is designed according to the corresponding block of the synthesized circuit. Once 
all the blocks are designed, they are putting together by means of transmission lines 
according to the synthesized circuit. 

For a better understanding let us analyze the example shown in Fig. 6. This figure 
shows the circuit synthesized by means of the method described in [ 3]. Let us call 
the block highlighted by the dotted rectangles the base antenna/circuit block. For 
this example, the first three blocks are the same, the last one differs only due to 
the open-ended line. Therefore, for the actual design of the antenna, the physical 
parameters .La , .Wa and .Sa of the base antenna block are optimized for the best fit 
in magnitude to the S parameters of the basic circuit block. Then, .Oa is optimized 
for the best fit in phase. Since the last block has an open line, .dop is optimized to 
match the S-parameters of the corresponding circuit block in magnitude and phase. 
Figure 7a shows the two-port scattering parameters for the first three circuit blocks 
and those for the optimized antenna blocks. Figure 7b shows instead the one-port 
scattering parameter for the last circuit/antenna block. 

Once all the blocks have been designed, the complete antenna array is built by 
joining all the antenna blocks by means of suitable microstrip transmission lines. To 
verify the accuracy of the design, Fig. 7c shows  the.S11 parameter and the broadside 
antenna gain .G of the whole synthesized circuit and those of the designed antenna 
array. Figure 7d shows instead the antenna array radiation pattern computed using 
both the circuit and the designed array. All these figures show a very good fit the 
circuit and full-wave simulations. It is noticeable that the synthesized circuit not only
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Fig. 7 Scattering parameters of the Synthesized Circuit blocks in solid lines, corresponding full-
wave response of the Antenna blocks in dotted lines 

estimate accurately the scattering parameters but also the far-field behavior of the 
actual antenna array. This result was possible without any full-wave optimization of 
the entire circuit, which makes the design procedure easier and less time-consuming. 

3 Synthesis-Based Filtenna Design 

This section present a general overview of the synthesis and design methodology 
of a circularly polarized coaxial horn filtering antenna (filtenna). Further details 
can be found in [ 2, 8, 9]. This solution tries to help to the interference mitigation 
between units on a space system. The filtenna must allow the transmission with 19 
dB of gain and 15 dB of return loss in the portion of the Ka-band reserved for the 
communication with the earth (25.5–27 GHz). The filtenna must also attenuate 20 dB 
the band reserved for improved sensing of snow and ice thickness (35.5–36 GHz). 

The proposed filtering antenna, shown in Fig. 8, consist of integrating a filtering 
function into the flare of the horn antenna. So that, there is no need for more space 
for the filter part. The design methodology consist of (a) first design a standard horn
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Fig. 8 Coaxial Horn Filtering Antenna with stubs in the horn body (left), and in the coaxial core 
(middle) . Gray: horn body. Orange: coaxial core. Green: Teflon supports. On the right is the 
synthesized stop-band circuit 

antenna that fulfills the specified gain and return loss; (b) synthesize a stop-band 
circuit that fulfill the specified attenuation; (c) integrate this filtering function into 
the horn flare of the designed horn antenna. 

In order to integrate the filtering function into the flare horn, we first tried using 
standard circular stubs. However, it was found that the filtering behavior of these 
stubs had a bad performance in the stop band because of high-order modes are exited 
in the horn flare (.T M11 specifically). To overcome this problem, a coaxial core is 
inserted such that the .T M11 cutoff frequency is located as far as possible from the 
stopband at the position where the coaxial stubs will be placed. In other words, a 
coaxial core is inserted into the horn in order to have a suitable area to implement 
the filtering function with stubs. This coaxial core should also be designed to have 
good return loss (. >15 dB) and antenna gain comparable to the antenna gain without 
it. Finally, the stubs are placed into the suitable area and tuned according to the 
synthesized circuit. 

Two options were envisioned for the stubs: (a) the stubs carved into the horn 
antenna body (external stubs), (b) the stubs excavated into the coaxial core (internal 
stubs) as shown in Fig. 8. The last one has the advantage that the horn body is standard, 
and all the complexity of the filtering function relies only on the coaxial core. This 
allows also to tune the stopband by just changing the coaxial core. Figure 9a shows  
the full-wave simulations of both designs as well as the transmission parameter of 
the synthesized circuit. It can be seen a very good match between the normalized 
broadside gain of the designed filtering antennas and the .|S21| parameters of the 
synthesized circuit. Also, the return loss is higher than 15 dB as required. Figure 9b 
shows instead the radiation pattern in the centers of the passband and stopband. This 
verifies the 30 dB of difference between the passband and stopband co-polarization 
and cross-polarization gain in all the directions (except in the radiation nulls) and not 
only at the broadside. This figure also shows more than 19 dB of gain in the passband 
as requested.
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Fig. 9 Frequency Response of the designed Coaxial Horn Filtering Antenna. 

4 Conclusion 

This paper presents first a general overview of novel filter synthesis techniques that 
are more precise and completely analytical for extracted-pole and cascaded-block 
filters including non-resonating nodes. All these synthesis methods follows the same 
principle: starting with the well-known coupling-matrix synthesis, suitable circuit or 
matrix transformations are then applied to obtain the required topology. Then, the 
paper provides a summary of novel synthesis-based designs of filters, antennas, and
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filtering antennas. These designs starts with the synthesis of an equivalent circuit 
that estimate accurately the full-wave behavior, then the actual full-wave prototype 
is designed by block using the divide-to-conquer technique. Finally, the prototype 
are assembled by means of transmission lines. The results have shown a very good 
agreement between the synthesized circuits and the full-wave simulations of the 
actual prototypes. 

References 

1. Amari S, Macchiarella G (2005) Synthesis of inline filters with arbitrarily placed attenuation 
poles by using nonresonating nodes. IEEE Trans Microw Theory Tech 53(10):3075–3081 

2. Caicedo Mejillones S, Oldoni M, Moscato S, D’Amico M, Gentili G (2023) Circularly polarized 
coaxial horn filtenna for electromagnetic interference mitigation. IEEE Trans Antennas Propag 
71(12):9487–9496. https://doi.org/10.1109/TAP.2023.3321422 

3. Caicedo Mejillones S (2023) Synthesis of filters and filtering antennas for micro and millimeter 
wave applications. Doctoral Dissertation, Politecnico di Milano 

4. Caicedo Mejillones S, Oldoni M, Moscato S, Macchiarella G (2020) Analytical synthe-
sis of fully canonical cascaded-doublet prototype filters. IEEE Microw Wirel Compon Lett 
30(11):1017–1020 

5. Caicedo Mejillones S, Oldoni M, Moscato S, Macchiarella G, D’Amico M, Gentili G (2021) 
Accurate synthesis of extracted-pole filters by topology transformations. IEEE Microw Wirel 
Compon Lett 31(1):13–16 

6. Caicedo Mejillones S, Oldoni M, Moscato S, Macchiarella G, D’Amico M, Gentili GG, Bis-
cevic G (2021) Unified analytical synthesis of cascaded n-tuplets filters including nonresonant 
nodes. IEEE Trans Microw Theory Tech 69(7):3275–3286 

7. Cameron R, Mansour R, Kudsia C (2007) Microwave filters for communication systems: fun-
damentals. Wiley, Design and Applications 

8. Oldoni M, Caicedo Mejillones S, Moscato S, Giannini A (2021) Ka-band coaxial horn filtenna 
for enhanced electromagnetic compatibility on spacecraft. In: 2021 IEEE MTT-S international 
microwave filter workshop (IMFW), pp 269–271 

9. Oldoni M, Caicedo Mejillones S, Moscato S, Giannini A (2022) Filtennas in space: a novel 
approach for radio-frequency interference mitigation. In: 2022 ESA workshop on aerospace 
EMC (Aerospace EMC), pp 1–6 

10. Tian H, Liu C (2019) Gu X (2019) Proximity-coupled feed patch antenna array for 79 ghz 
automotive radar. J Eng 19:6244–6246 

11. Zhang Y, Zhang XY, Pan YM (2017) Compact single- and dual-band filtering patch antenna 
arrays using novel feeding scheme. IEEE Trans Antennas Propag 65(8):4057–4066

https://doi.org/10.1109/TAP.2023.3321422
https://doi.org/10.1109/TAP.2023.3321422
https://doi.org/10.1109/TAP.2023.3321422
https://doi.org/10.1109/TAP.2023.3321422
https://doi.org/10.1109/TAP.2023.3321422
https://doi.org/10.1109/TAP.2023.3321422
https://doi.org/10.1109/TAP.2023.3321422
https://doi.org/10.1109/TAP.2023.3321422


140 S. Caicedo Mejillones et al.

Open Access This chapter is licensed under the terms of the Creative Commons Attribution 4.0 
International License (http://creativecommons.org/licenses/by/4.0/), which permits use, sharing, 
adaptation, distribution and reproduction in any medium or format, as long as you give appropriate 
credit to the original author(s) and the source, provide a link to the Creative Commons license and 
indicate if changes were made. 

The images or other third party material in this chapter are included in the chapter’s Creative 
Commons license, unless indicated otherwise in a credit line to the material. If material is not 
included in the chapter’s Creative Commons license and your intended use is not permitted by 
statutory regulation or exceeds the permitted use, you will need to obtain permission directly from 
the copyright holder.

http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/


Innovative Cross-Layer Optimization 
Techniques for the Design of Optical 
Networks 

Mëmëdhe Ibrahimi 

Abstract Optical networks have become indispensable in the era of 5G-and-beyond 
communications, supporting applications that require unprecedented capacity, relia-
bility, and high Quality-of-Transmission (QoT) of lightpaths. To meet these require-
ments, network operators strive to provide innovative solutions while managing net-
work costs effectively. This work summarizes the main findings of my Ph.D. thesis 
Innovative Cross-Layer Optimization Techniques for the Design of Filterless and 
Wavelength-Switched Optical Networks, that has been conducted in partnership with 
an industrial partner, SM-Optics. The main objective of the Ph.D. thesis is to investi-
gate solutions to reduce network costs while enabling network expandability through 
novel network architectures. To ensure cost savings and scalability, (1) we optimize 
the deployment of Optical Amplifiers (OA) while accurately modeling physical layer 
impairments in filterless networks, (2) we propose a modular node architecture rely-
ing on pluggable devices and a scalable add/drop section at the node level for traffic 
grooming and capacity increase, and (3) we investigate the application of Machine 
Learning (ML)—regression approaches to estimate lightpaths’ QoT as they allow to 
make informed decisions about how conservative or aggressive a network operator 
can be when taking network planning choices, i.e., deploying a new lightpath. Numer-
ical evaluations show that our proposed approaches achieve significant cost savings 
compared to benchmark approaches: (1) .∼50% savings in OA cost, (2) .∼50% sav-
ings in node architecture equipment cost, (3) .∼70% in penalty costs for deploying 
wrong lightpath configurations. 

1 Introduction 

To cope with high capacity demands and reliable connectivity due to 5G-and-beyond 
applications while keeping network costs to minimum, novel network architectures 
must be adopted. Filterless Optical Networks (FONs) are emerging as a cost-effective 
and scalable solution, and currently being deployed by network operators. In partic-
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ular, horseshoe filterless networks have been proven as a practical solution [ 1, 8, 12]. 
The main benefits brought by the deployment of FON are (i) low CapEx costs as costly 
Wavelength Selective Switches (WSS) are replaced by passive splitters and combin-
ers; (ii) a compact shelf configuration is possible due to the low power requirements 
of passive splitters and combiners, and a modular architecture relying on pluggable 
devices, i.e., optical amplifiers; and (iii) a modular, i.e., scalable, add/drop section 
at node level and deployment of equipment supporting traffic-grooming ensure a 
capacity increase to cope with new traffic requirements. To this end, the objective 
is to investigate and develop novel optimization techniques to minimize the cost of 
Optical Amplifiers and the cost Optical Transport Network (OTN) traffic-grooming 
boards in FONs. 

Moreover, the continuous growth in network design complexity has brought the 
need for new enabling methodologies such as Machine Learning (ML) to address 
the challenges in network control, design and management [ 4, 13]. A continuous 
challenge for network designers remains the accurate estimation of physical layer 
impairments. Compared to traditional approaches, e.g., closed-form formulas, that 
lead to an under-utilization of spectral resources due to design margins, ML has 
been shown to be an efficient solution capable of capturing the complex non-linear 
nature of signal propagation and estimating uncertainties introduced by time-varying 
penalties. 

To this end, the objective is to develop novel ML-regression approaches that 
estimate the probability distribution of unestablished lightpaths’ Signal-to-Noise 
Ratio (SNR), i.e., quantifying if and how far the SNR is from the threshold (which 
is pivotal in presence of uncertainties introduced by fast time-varying penalties) [ 7]. 

The following sections are organized as follows: Sect. 2 describes the placement 
of Optical Amplifiers in horseshoe FONs. Section 3 describes the problem of min-
imizing OTN traffic-grooming equipment cost in mixed 10G/100G/200G FONs. 
Section 4 describes the application of ML-regression to estimate the SNR distribu-
tion of unestablished lightpaths. 

2 Optical Amplifier Placement in Metro Networks 

2.1 Introduction and Problem Description 

Fiber-To-The-Home technology has shown to be crucial in coping with high capac-
ity demands due to an emerging use of applications related to remote working, 
teleconferencing, video on demand, gaming and online education. As a result, the 
management of metro networks has been transformed, leading operators to redefine 
the design process with a main objective to minimize network costs. An alternative 
to reduce costs is to utilize the short link distances and high number of nodes to 
optimize the number, location and type of Optical Amplifiers (OAs) in egress of 
network nodes, i.e., booster amplifiers (boosters), in ingress of network nodes, i.e.,
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Fig. 1 Metro network 
composed of interconnected 
horseshoe topologies 

pre-amplifiers (pre-amps), and those located along fiber links, i.e., in-line amplifiers 
(ILAs), while guaranteeing lightpath feasibility in terms of Signal-to-Noise Ratio 
(SNR) [ 9]. 

FONs are emerging as a promising technological direction to reduce cost in optical 
networks as costly WSS are replaced by broadcast-and-select switching architectures 
composed by passive splitters and combiners. However, due to channels’ broadcast 
beyond lightpath termination, FONs suffer a reduced spectral efficiency. Moreover, 
when deploying OAs in FONs, the absence of WSSs causes propagation of Amplified 
Spontaneous Emission (ASE) noise beyond lightpath termination, and accumulation 
of ASE generated before a lightpath is initiated. Hence, FON architectures may 
become more sensitive to lightpath degradation due to higher ASE noise compared to 
WSS-based node architectures (WSS serves to block unintended ASE accumulation). 

We consider a practical case of a metro network composed by several intercon-
nected filterless branches, where each branch is constituted by a horseshoe as shown 
in Fig. 1. These horseshoe topologies typically contain two types of nodes: Terminal 
(T) nodes that interconnected to the rest of the metro network and are equipped with 
filters that block ASE noise propagation, and Filterless (F) nodes that are placed 
along the optical line and are equipped with passive splitters, combiners and variable 
optical attenuators. 

Figure 2 shows an example of signal propagation and ASE noise accumulation 
in a filterless horseshoe. Lightpath-1 (.L1) is generated at T-1 on wavelength .λ1 (red 
colored) and destined to node F1 and lightpath-2 (.L2) is generated at node F1 on 
wavelength.λ2 (blue colored) and terminated at node F2. Due to the broadcast feature 
of FON, .λ1 propagates beyond F1 and .λ2 propagates beyond F2. As a result, ASE 
noise generated by OA-A, i.e., ASE-A, propagates beyond destination and accumu-

Fig. 2 Example of ASE noise accumulation in a filterless horseshoe topology
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lates with ASE noise generated by OA-B, i.e., ASE-B, and impact the SNR of .L2. 
Given the additive nature of the ASE noise generated by amplifiers [ 9], the SNR due 
to ASE contribution for .L2, i.e., .SN RASE

LP−2, can be expressed as: 

.
1

SN RASE
LP−2

= 1

SN RASE
A

+ 1

SN RASE
B

(1) 

where.SN RASE
A is the accumulated.SN RASE contribution due to OA-A amplifier, and 

.SN RASE
B is the.SN RASE contribution due to OA-B amplifier. Note that, the same can 

be generalized for any lightpath i that traverses M optical amplifiers from source to 
destination and is impacted by the accumulated ASE noise of N optical amplifiers 
located before the source node [ 1]. 

Problem statement. The problem of OA placement in filterless metro networks 
can be stated as follows: Given a horseshoe FON, a set of traffic demands, and a set of 
candidate locations to place OAs, decide the OA placement (location, i.e., booster, 
pre-amplifier and ILA) and decide the Route and Spectrum Allocation (RSA) for 
each traffic demand, constrained by a required QoT for each lightpath (SNR and 
received power thresholds), spectrum continuity and contiguity constraint, network 
capacity constraint, with the objective of minimizing the overall cost, constituted by 
the deployed OAs. 

2.2 Genetic Algorithm for OA Placement 

Due to high combinatorial complexity of the problem (considering x OA candidate 
locations, there are .2x combinations of OA placement) and, its non-linear nature 
which requires to consider several cross-layer design parameters, we have developed 
a Genetic Algorithm (GA) to solve this problem. The evolutionary process of the 
GA is driven by competition among members (solutions) of the population and 
genetic operations, such as mutation and crossover. Each solution of the population 
is encoded as a string of binary values, i.e., the genes, which represent the candidate 
locations for OA placement, and assume value “1” if an OA is placed and “0” if the 
OA is not placed. 

Each solution is characterized by its fitness value and feasibility status. The fitness 
of a member of the population is the cost accounting for the type and location of the 
placed OAs. The objective is to minimize total OAs cost, therefore a lower fitness 
value is preferred compared to a higher fitness value. Feasibility represents the extent 
to which a solution satisfies the constraints, and it is defined as the ratio between 
the total number of feasible lightpaths and the total number of lightpaths routed. A 
lightpath i is feasible if its SNR (.SN Ri ) and received power (.Prec,i ) are greater than 
a pre-defined threshold [ 9]. 

We propose two versions of the GA, minCostGA and ConstrainedGA. The objec-
tive of minCostGA is to minimize cost, however, this may lead to a drawback on
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SNR performance. ConstrainedGA overcomes the drawbacks of minCostGA and 
minimizes OA cost while guaranteeing the SNR performance provided by the bench-
mark approaches. 

2.3 Illustrative Numerical Results 

We evaluate the GA performance on realistic 6-node horseshoe topologies. A can-
didate OA location is assumed every 10 km of fiber and booster and pre-amplifier 
candidate locations at each node. The length of the horseshoe is varied, simulating 
small metro (100 km) and regional metro (900 km) networks. Results are averaged 
for each horseshoe length by considering 20 topologies with random link lengths 
with a variability of .±50% from average link length. For example, a horseshoe of 
length 300 km with 5 links, the average link length is 60 km so each link’s length is 
equal to a random value between 30 km and 90 km. 

Five approaches are compared: minCostGA-FON, minCostGA-WSON, 
ConstrainedGA-FON, ConstrainedGA-WSON, and Baseline. As a benchmark strat-
egy, i.e. Baseline, we consider an OA placement working as follows: (i) all nodes 
are equipped with pre-amplifiers and boosters (booster OA gain is set to compensate 
for the node loss and pre-amp gain set to compensate for the span it terminates), and 
(ii) inline amplifiers are placed approximately every 60 km (corresponding to an OA 
gain of 15 dB). 

Figure 3 shows the numerical results in terms of total cost of deployed ampli-
fiers in cost units (cu) in case of FON and WSON network architectures. Compared 
to Baseline approach, minCostGA-FON and minCostGA-WSON achieve OA cost 
savings up to 60% and 52%, respectively. However, despite the significant cost sav-
ings, minCostGA has lower minimal SNR (minSNR) and average SNR (avgSNR) of 
around 5 dB compared to Baseline. 

Fig. 3 OAs total cost for FON, WSON and Baseline for varying total horseshoe length
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To overcome the lower SNR performance, we developed ConstrainedGA that 
minimizes overall OA cost while meeting Baseline SNR. Figure 3 shows that Con-
strainedGA achieves cost savings up to 56% (in FON) and up to 41% (in WSON) 
compared to Baseline. Comparing OA placement in FON vs WSON, we observe 
that OA placement in FON allows to save up to 25% total OA cost savings compared 
to WSON. 

3 Minimizing Equipment Cost in Mixed 10G/100G/200G 
Filterless Horseshoes with Hierarchical OTN Boards 

3.1 Introduction and Problem Description 

An alternative to further reduce costs in metro FON networks is to optimize the 
deployment of traffic-grooming boards and interfaces deployed in OTN equipment. 
The practical need to solve this problem comes from the fact that real-world metro 
networks still employ legacy 10G technology, hence a gradual upgrade that mixes 
coherent (100G/200G) and non-coherent (10G) transmission technologies is required 
for cost-efficient short/mid-term network planning. Additionally, we consider real 
filterless horseshoe networks, that currently represent a prominent candidate for cost-
effective optical-network deployment. 

However, accounting for a hierarchy of different OTN grooming boards while 
employing mixed coherent and non-coherent transmission technologies makes the 
problem extremely complex, as it accounts for the inter-dependency between the 
deployment of various types of OTN boards and the establishment of lightpaths at 
different rates. In fact, to the best of our knowledge, no previous works have tack-
led the grooming problem considering: (i) the hierarchical grooming-node structure 
consisting of various stacked OTN boards, (ii) the co-existence of coherent and non-
coherent transmission technologies (100G/200G and 10G lightpaths), and (iii) filter-
less node architecture that adds significant complexity to the problem as it impacts 
wavelength allocation and lightpath establishment. 

Problem statement. The problem of minimizing equipment cost in filterless 
horseshoe networks with hierarchical OTN boards (minOTN) can be summarized 
as follows: Given a filterless horseshoe topology, a set of traffic requests between 
node pairs, a set of candidate OTN boards and interfaces to be placed at each node, 
decide jointly: (i) the deployment of OTN boards and interfaces (including location 
and type), DCM modules and filters for non-coherent traffic, and (ii) the route and 
wavelength assignment (RWA) and traffic-grooming of traffic requests, constrained 
by (i) traffic-processing capacity of each OTN board and interface type, (ii) maxi-
mum number of client interfaces given for each board, (iii) wavelength capacity, (iv) 
filterless networks constraints on wavelength assignment and (v) ensuring dedicated 
path protection for traffic requests, with the objective of minimizing equipment cost
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Fig. 4 Structure of the node 
with OTN traffic-grooming 
boards 

of deployed equipment (OTN boards and interfaces, transponders, DCM modules 
and filters). 
Problem modeling. Figure 4 shows the hierarchical structure of the node, and it is 
composed of up to three stacked OTN boards: OTU2-ADM, OTU4-ADM, OTU-
TPD. Each node may be equipped with a pair of OTU2-ADM, OTU4-ADM, and 
OTU-TPD boards. Note that, at the optical layer, ROADM is not equipped with 
WSS, but rather with passive splitters and combiners [ 6]. Each OTU2-ADM sup-
ports add/drop and performs multiplexing, and has ten access interfaces, each with a 
maximum capacity of 10 Gbit/s, allowing clients to connect directly to the board. The 
access interfaces support various types of client signals such as SDH (i.e., STM1, 
STM4, STM16, STM64), Ethernet (i.e., 1GbE, 10GbE), and OTN (i.e., OTU1). 
Each OTU2-ADM board has four Small Form-factor Pluggable (SFP) interfaces that 
can be used as a 10 Gbit/s OTN point-to-point (p2p) line interface connecting to 
OTU4-ADM or a 10 Gbit/s OTN optical interface connecting to ROADM, capable 
of establishing a non-coherent 10G lightpath. OTU4-ADM performs add/drop and 
multiplexing, and clients can connect to OTU4-ADM boards through ten 10 Gbit/s 
access interfaces. Moreover, each OTU4-ADM board can receive/send traffic from/to 
OTU2-ADM via its four 10 Gbit/s line interfaces. OTU4-ADM can groom traffic of 
connected clients and OTU2-ADM into an OTU4 signal at the p2p line interface con-
nected to an OTU-TPD board. An OTU-TPD board provides an interface for at most 
two OTU4-ADM boards and has a colored output interface connected to a ROADM 
and establishes a coherent 100G/200G lightpath. Optimizing the architecture of such
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hierarchical OTN boards enables a cost-efficient traffic-grooming, leading to overall 
network cost reduction. 

3.2 Strategies to Solve MinOTN 

To solve minOTN we have developed an ILP model and, to scale with larger problem 
instances, we developed a Genetic Algorithm (GA). We benchmark ILP and GA to 
a state-of-the-art approach, referred to as Omnibus (OB) [ 6]. 
ILP model. The objective function (.min

∑
j∈N δ j ∗ μ j + ∑

i∈N3,w∈W τi,w ∗ μi ) is to  
minimize the cost (.μ j ) of logical nodes (. δ), i.e., OTN boards and interfaces, and cost 
(. μi ) of transponders (.τi,w) used to establish lightpaths on wavelength w. 

Main constraints of the problem refer to the capacity of OTN boards and their 
interfaces, transponder interfaces, wavelength capacity, filterless constraints, and 
other constraints referring to the physical constraints of OTN boards. 
Genetic Algorithm (GA). The encoding of minOTN is done such that OTN 
board/interface placement and routing of demands are encoded in gene clusters and 
genes: a gene cluster is defined for each demand and, in each gene cluster, the genes 
represent candidate paths to route the demand. 

Fitness value is defined as the total cost of deployed equipment (we minimize 
cost, so a lower fitness value is desirable). Feasibility refers to constraints violation: 
a solution has feasibility equal to one, if it satisfies all constraints of the problem. 
Omnibus (OB). OB is considered as a benchmark scenario as it represents the 
real-world OTN boards deployment approach. OTN boards are placed considering 
100G lightpaths between all neighboring nodes, hence traffic-grooming is performed 
at every node. In case traffic cannot be served by an OB with single 100G light-
paths, an upgrade is adopted at nodes generating/handling more traffic by doubling 
the deployed equipment. 

3.3 Illustrative Numerical Results 

Experimental evaluations are performed on a real 5-node filterless horseshoe topol-
ogy for three traffic matrices with incremental traffic, i.e., TM1, TM2 (TM1+45% 
additional traffic), and TM3 (TM1+60% additional traffic), and compare ILP, GA and 
OB. The cost model is provided by the industrial partner (SM-Optics) [  6]. Figure 5 
shows the total cost (and its breakdown) of deployed equipment in terms of equip-
ment type for three traffic matrices (TM1, TM2 and TM3) considering ILP, GA and 
OB. ILP and GA reach the same equipment cost in case of TM1 and TM2, while in 
case of TM3, GA reaches a 4% higher equipment cost compared to ILP. In terms of 
execution time, GA finds a solution in under 5 min while ILP takes up to 9 h. 

Compared to OB, ILP and GA achieve cost savings of 51% and 30% in case of 
TM1 and TM3, respectively. ILP and GA allow significant cost savings due to a



Innovative Cross-Layer Optimization Techniques for the Design … 149

Fig. 5 Equipment cost and each equipment contribution in case of ILP, GA and OB 

predominant deployment of 10G transponders instead of coherent 100G transpon-
ders as in OB. In case of TM2, ILP and GA reach the same solution as OB. The 
reason is that in case of TM1, 100G lightpaths are populated around 50%, so there 
is sufficient residual capacity to serve the added traffic for TM2 without additional 
equipment. In case of TM1 and TM3, equipment for establishing non-coherent light-
paths (transponders, OTU2-ADM boards, filters and DCM modules) deployed by ILP 
and GA compose 67% and 12%, respectively. Compared to ILP and GA, equipment 
deployed by OB are only for coherent lightpath establishment. 

4 Machine Learning for Quality-of-Transmission 
Estimation of Unestablished Lightpaths in Wavelength 
Switched Optical Networks 

4.1 Introduction and Problem Description 

To ensure effective and optimized design and planning of optical networks, accurate 
prediction of lightpath QoT prior to deployment is imperative. Traditionally, QoT 
estimation in optical networks has been addressed using margined formulas (e.g., 
the GN-model [ 14]) that are computationally-fast but lead to under-utilization of 
spectral resources [ 15]. Alternatively, ML uses historical data and overcomes the 
short-comings of margined formulas and estimates lightpaths’ QoT in reasonable 
time by modelling uncertainties not captured by physical layer models [ 3, 10]. Several 
studies has tackled the ML-based QoT estimation as a classification problem [11, 16].
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However, a classification-based approach has three main drawbacks: (1) it does not 
convey how close to the system threshold the predicted SNR is; (2) it does not return 
the predicted distribution of the SNR value; and (3) during training, no distinction 
is made between a training sample with a SNR slightly above the threshold and a 
training sample that is way above the threshold, which leads to loss of information. 
To overcome these drawbacks of ML-based classification, we investigate ML-based 
regression approaches to estimate lightpaths’ SNR, under the assumption that the 
SNR measured at the receiver can be modeled as a random variable [ 5, 7]. 

We assume that a lightpath is characterized by a number of features, e.g., amount 
of traffic, modulation format, total lightpath length, number of links traversed by the 
lightpath, length of longest link. However, for a given lightpath configuration, the 
SNR may still exhibit variations, as it depends on several other factors not captured 
by the considered features as, e.g., fast time-varying penalties due to polarization-
dependent losses. It follows that the SNR associated to a lightpath configuration 
can be modeled as a random variable and thus be characterized by a Probability 
Distribution Function (PDF). We propose three regression approaches that estimate 
the parameters characterizing the distribution of the random variable, i.e., SNR: 

1. Matched Gaussian Distribution Regressor (MD-R), returns the mean and variance 
of a Gaussian distribution modeling the SNR value. 

2. Moments Estimation Regressor (ME-R), enhances MD-R by predicting the four 
moments of the probability distribution, i.e., mean, variance, skew, and kurtosis. 

3. Quantile Estimation Regressor (QE-R), removes the assumption of an underlying 
Gaussian distribution and estimates the quantiles of the PDF. 

To better explain our approach, let us consider a given lightpath configuration as 
testing instance. MD-R, ME-R and QE-R are used to estimate the parameters of the 
SNR distribution and serve to answer the question: what is the probability that the 
SNR for this testing instance is below the system threshold? 

Figure 6 shows an illustrative example of three SNR estimation approaches. Given 
an unestablished lightpath described by a set of features, the associated SNR may 
exhibit different values due to varying network conditions, e.g., noise figure of opti-
cal amplifiers, fast time-varying penalties. Such values could be measured only a-
posteriori (i.e., after the lightpath establishment) by means of optical performance 
monitors (OPM) [ 2] at the receiver node, and constitute the ground truth empirical 
PDF (see Fig. 6a). A standard ML regression model may be leveraged to estimate a 
scalar value for the SNR, given the features (Fig. 6b). However, this does not capture 
the uncertainties in the SNR value, e.g., uncertainty introduced due to time-varying 
penalties. Conversely, if a regressor is used to predict the parameters of the SNR 
distribution (e.g., mean and variance of a Gaussian distribution as in Fig. 6c or the  
first four moments of a Gamma distribution as in Fig. 6d), it is then possible to 
assess how well the estimated PDF fits the observed ground truth samples. This way, 
a network operator is allowed to set how conservative or aggressive its planning 
choices should be, i.e., when deploying a new lightpath. In other words, with the 
proposed approaches, an operator seeking low-margin operation of its network can 
more discerningly decide how aggressive such margin reduction should be.
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Fig. 6 Example of SNR estimation approaches: a SNR ground truth values; b Point estimate of 
SNR; c Gaussian distribution, i.e., mean, variance, estimation of SNR; and d SNR distribution 
estimation based on mean, variance, skew and kurtosis 

4.2 Illustrative Numerical Result 

Synthetic traces of realistic SNR values are generated via E-Tool [ 16] that assumes 
frequency slice units of 12.5 GHz, a total 4 THz link capacity and transceivers operat-
ing at 28 GBaud with a 37.5 GHz channel bandwidth. We assume a per-link random 
penalty parameter that accounts for fast time-varying impairments (e.g., polarization 
effects), according to an exponential distribution (according to the principle of maxi-
mum entropy) with a 1 dB average. A dataset of.N = 1000 lightpaths is generated by 
randomly choosing a bitrate in .[50, 500] Gbps range with 50 Gbps granularity and 
one of the .r · M possible combinations (.r = 3 routes . · .M = 6 modulation formats,
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i.e., (DP)-BPSK, DP-QPSK and DP-n-QAM, with n. = 8, 16, 32, 64). For each light-
path, the SNR calculation is repeated.k = 100 times under different random penalty 
samples. For the train/test split, a.80/20 ratio is considered. Standard metrics used in 
ML, e.g., Root Mean Square Error (RMSE), are difficult to interpret from a network 
operation point of view. Therefore, we provide a cost analysis which quantifies the 
penalties in the context of wrong lightpath deployment decisions. 

Let us consider a lightpath j which belongs to the set J of candidate lightpaths, 
characterized by the set of features V. The question to be answered is: is.SN R j lower 
than a system defined threshold .SN RT ? 

Given the set of features V, let  .FGi be the estimated CDF of the ran-
dom variable .Gi that models the SNR, according to estimator i, where . i ∈
{MD − R, QE − R, ME − R}. The probability that the SNR is below the threshold 
.SN RT , according to estimator . i , can be computed as .pi = FGi (SN RT ). Different 
estimators will estimate different probabilities. 

One should then make a decision on the basis of this probability. We consider two 
different penalty costs associated to the two ways that a decision can be wrong: an 
underestimation cost.(Cu), that is paid when.SN R j is estimated to be lower (Below) 
than .SN RT , but is in fact higher (Above) than .SN RT ; and an overestimation cost 
.(Co), that is paid when.SN R j is estimated to be higher (Above) than.SN RT , but  is  
in fact lower (Below) than .SN RT . 

The expected penalty for a deployment decision (Above or Below) is the prob-
ability that such decision is wrong, times the cost of taking such a wrong decision. 
Therefore, if the decision is that .SN R j is below .SNRT , the estimated probability of 
being wrong is equal to .(1 − pi ). It follows that the expected cost of deciding that 
.SN R j < SNRT , according to estimator . i is: .Ci,Below = (1 − pi ) · Cu while if the 
decision is that.SN R j is above .SN RT , the probability of being wrong is equal to. pi . 
Therefore, the expected cost of deciding that .SN R j .> .SN RT , according to estima-
tor . i is: .Ci,Above = .pi . · .Co For each estimator i, we make a decision .Di according 
to the following rules: .Di is Below if .Ci,Below < Ci,Above, and Above otherwise. 
The decision .Di is compared to the decision that would be made by leveraging the 
ground truth (.DGT ), i.e., the one computed based on actual SNR measurements. The 
ground truth decision is defined as follows: .DGT is Below if .SN R < SN RT , and 
Above otherwise. SNR is the actual sampled value. If .Di ./= .DGT , then the respec-
tive cost associated to the decision is added to the total penalty cost of estimator i is: 
.PCi = (

∑
j∈J min(Ci,Below,Ci,Above))/|J |, where |J | is the total number of light-

paths. Note that we add the .min(Ci,Below,Ci,Above) to the .PCi since the estimator 
makes the decision based on the comparison between .Ci,Below and .Ci,Above, so the  
minimum cost reflects the cost of the wrong decision of the estimator. 

We compare the performance of the three proposed estimation approaches in 
terms of decision penalties against the following four baselines: (1) always decide 
Below, (ADB); (2) always decide Above, (ADA); (3) random decision, (RD); and 
(4) cost-insensitive decision (CI), i.e., make the decision Below (Above) if the  
SNR mean value estimated by the Gaussian regressor, i.e., MD-R, is below (above) 
the threshold. We also consider a lower bound of the obtainable cost which reflects
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Table 1 Penalty cost (PC) in cost units (cu) for each estimator 

IE ME-R QE-R MD-R ADB CIB RDB ADA 

.PCi [cu] 0.059 0.069 0.074 0.087 0.275 1.527 2.532 7.248 

the penalty cost incurred by an “ideal” estimator (noted as IE), which always returns 
as output an estimated CDF identical to GT. 

We assign the following numerical value to each cost type: .Cu .= 1 cu (cost unit) 
and.Co .= 10 cu. These values can be interpreted as follows. If we underestimate the 
lightpath’s SNR we may erroneously consider as infeasible a lightpath configuration 
that was in fact feasible. Hence, a lightpath with a less spectrally-efficient modulation 
format will be deployed, leading to the unnecessary occupation of some spectral 
resources, yet no service disruption will be incurred. Conversely, in the case of 
overestimation, we erroneously decide to deploy a lightpath with a modulation format 
which will lead to a below-threshold SNR, eventually resulting in service disruption. 

From a network operator’s point of view, the penalty in case of service disruption 
is higher compared to the penalty of deploying a lightpath that does not adopt the 
most spectrally-efficient modulation format. This disparity is captured by our cost 
values, though they may not exactly reflect the actual economic losses experienced 
by a network operator. 

We perform a set of 100 sequences of deployment decisions, each one including 
500 candidate lightpaths. Therefore, the total penalty cost for each estimator is aver-
aged over 100 simulations. Table 1 reports the average penalty per instance for each 
estimator, in the order of performance from best to worst. 

We observe that our proposed estimators all perform much better compared to 
baseline approaches (as for IE, it provides the lowest cost penalty, but it only repre-
sents an ideal lower bound for this cost analysis). Results confirm the importance of 
estimating the probability distribution instead of using a point estimate. In fact, the 
cost penalty of MD-R (which assumes a Gaussian distribution of the estimated PDF) 
is significantly lower compared to CIB (the standard regressor that only estimates 
the SNR mean value). Utilizing more sophisticated estimators, as, e.g., ME-R, we  
achieve an even better performance in terms of cost penalty (0.069 .< 0.087). Note 
that ADB baseline provides a better cost result compared to ADA baseline, because 
we use a 70/30% ratio between the lightpath configurations in the dataset having a 
SNR value below/above threshold, and hence the estimator is more likely to correctly 
predict a SNR value being below threshold.
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