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CHAPTER 1  

Introduction to Human Privacy in Virtual 
and Physical Worlds 

Mary C. Lacity and Lynda Coon 

Defining Privacy 

The title of this book is Human privacy in virtual and physical worlds . 
Although the title may appear straightforward, the concepts it explores are 
far from simple. Just defining human privacy is a challenging endeavor. 
Consider the range of definitions for privacy that appear in scholarly 
journals and books:

• From an economics journal: “Privacy is used today in at least three 
senses. First, it is used to mean the concealment of information; 
indeed, this is its most common meaning today. Second, it is used
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2 M. C. LACITY AND L. COON

to mean peace and quiet, as when someone complains that tele-
phone solicitations are an invasion of his privacy. Third, it is used 
as a synonym for freedom and autonomy.” (Posner, 1981, p. 405).

• From a philosophy encyclopedia: “We can see that there is no single 
definition, analysis or meaning of the term ‘privacy’, either in ordi-
nary language or in philosophical, political and legal discourse. The 
concept of privacy has broad historical roots in legal, ethical, socio-
logical and anthropological discourses.” (Roessler & DeCrew, 2023, 
p.1)

• From an information systems journal: “Privacy is a commodity that 
can be exchanged for perceived net benefits” (Zhu et al., 2023, 
p. 295 ).

• From a sociology journal: “Privacy is the ability of individuals to 
control the terms under which their personal information is acquired 
and used ” (Culnan & Bies,  2003, p. 326  ).

• From an architecture journal: “ Privacy is a process whereby a person 
sometimes wants to be separated and at other times wants to be in 
contact with other people.” (Shah & Kesan, 2007, p. 353). 

From these five definitions, readers may observe varied interpretations 
of privacy across academic disciplines. Some authors provide very narrow 
views of privacy while other authors acknowledge that even within a disci-
pline, there is no common definition. One major contribution of this 
book is its ability to confront readers with both familiar and unfamiliar 
readings of privacy in all its complexity. 

The term “virtual world” featured in the book’s title refers to digital 
spaces that depend on computer technologies. In these spaces, privacy is 
commonly understood in terms of information privacy or communication 
privacy. Conversely, the term “physical world” points to analog spaces 
where individuals are not connected to computing devices. In this realm, 
privacy is often thought of in terms of bodily or territorial privacy. 

While the distinction between the virtual and physical worlds serves 
as a helpful framework for introducing the book’s comprehensive aims, 
this dichotomy is ultimately misleading. This ambiguity stems from the 
increasing interaction between the virtual and physical realms in today’s 
world. 

Communications privacy, for example, can relate to preventing unau-
thorized eavesdropping in the physical world or deterring similar invasions
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in online communications. To illustrate the interaction between the phys-
ical and virtual worlds, consider a face-to-face conversation in the physical 
realm that is digitally recorded without knowledge or consent. This 
recording could then be stored or disseminated in the virtual world, 
highlighting the complex interplay between physical and virtual realms. 

In addition to grappling with the tension between the virtual and 
physical worlds, readers will explore a variety of other dichotomies in 
this book. These dichotomies include distinctions between public and 
private, descriptive and prescriptive approaches to privacy, the intrinsic 
versus instrumental value of privacy, and between privacy and security. 
More broadly, the book examines the tension between the best inter-
ests, rights, and preferences of the individual as compared to those of the 
group. 

Viewing Privacy from Multiple Disciplines 

Addressing privacy in the modern context is what is often termed a 
“wicked problem.” Coined by Rittel and Weber in 1973, this concept 
refers to a problem that is socially complex, involving multiple stake-
holders with differing perceptions, preferences, and levels of power. This 
book aims to expand scholars’ understanding of privacy by introducing 
perspectives on human privacy from humanistic, social scientific, design, 
and STEM (science, technology, engineering, and math) disciplines. 

Most of the authors of these chapters initially collaborated to teach 
an interdisciplinary course on privacy to honors students from across the 
State of Arkansas and the Netherlands in the summer of 2023. One 
of us, Lynda Coon, who is the Dean of the Honors College, along 
with Noah Pittman, the Associate Dean, conceived and organized the 
course. They recruited faculty from diverse disciplines to each teach a 
module. As the course unfolded, we quickly realized that faculty members 
themselves gained valuable insights from interdisciplinary engagement. 
Eager to share this collective wisdom more broadly, we invited scholars 
from different departments to offer academic overviews that elucidate 
how their respective fields conceptualize, investigate, and recommend 
strategies to protect human privacy. 

We guided the authors to make their work accessible to academics 
outside their own discipline. This meant clarifying terms and concepts that 
are often taken for granted within their own fields. Each chapter, there-
fore, begins with an overview of how the author’s discipline approaches
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the study of privacy before diving into specialized topics. Our aim is to 
inspire other academics to broaden their research perspectives on privacy, 
moving beyond the limitations of a single disciplinary lens. 

This introductory chapter sets up the tripartite structure for the 
entire book: foundations of human privacy, technical views on privacy, 
and domain-specific views of privacy. Both philosophy and anthropology 
underpin our understanding of human privacy as a construct deeply 
embedded in culture, psychology, and society, encompassing norms and 
values. Philosophy further delves into the ethics of privacy, shifting the 
discussion from merely defining privacy to what it ought to be. Tech-
nical perspectives on this subject aim to protect human privacy in an era 
where technologies increasingly intrude upon our lives, such as surveilling 
behaviors, collecting data, and monetizing information—often unbe-
knownst to us and without our explicit consent (Zuboff, 2019). The 
domain-specific views of privacy include perspectives from the fields of 
architecture, healthcare, archival, and supply chain disciplines. 

Foundations of Human Privacy 

Chapter 2, “Exploring Privacy from a Philosophical Perspective,” provides 
this volume with its intellectual and ethical anchor. Philosopher Sharon 
Mason deliberates historical definitions of privacy expressing tensions 
between the public and the private, in which the public and its utili-
tarian “good” often outweigh the importance of privacy to the individual. 
Surveying various philosophical paradigms swirling around the notion of 
privacy from Greek antiquity through the artificial intelligence revolution 
of the present day, Mason notes that what we moderns may privilege as a 
fundamental right of humans—the right to privacy—is a relative latecomer 
on the historical stage. 

For ancient Greek philosophers, most famously Plato (d. 348 BCE) 
and Aristotle (d. 322 BCE), the concept of the public good thoroughly 
overshadowed thoughts about protecting one’s personal space, physical 
or mental. Public service in the world of the Greek polis or city-state 
triumphed over the pursuit of one’s own interests. In fact, the Greek 
term idios, referring to “one’s own,” represents the origin of the modern 
English word “idiot” because ancient Athenian citizens believed that 
those who stuck to their own or inhabited marginal spaces to the one side 
of civic government had more in common with animals and monsters than 
they did with their compatriots—clearly a negative register of selfhood.
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Philosophical stars from the eighteenth century ran with classicizing 
comprehensions of the private. For David Hume (d. 1776), the private 
was the reserve of personal interest, existing outside the scope of govern-
mental control. Mason rightly notes that the industrial revolution and 
its technological interventions sparked the first major Western rewriting 
of the role of privacy in society. In the nineteenth century, theorists 
of the private–public divide introduced the concept of the “inviolate 
personality,” that is, the “right to one’s personality” as free from external 
pressures. This shift in the cultural reading of privacy partially stemmed 
from advancements in print culture, bringing to the broad population 
gossip tracts and pamphlet diatribes against well-known persons, thereby 
foregrounding the idea that privacy exists as a kind of reified, natural 
human right. 

This historical trajectory shot western constructions of privacy into the 
realm of inalienable rights, where it joined the company of other nebu-
lous products of the Enlightenment, such as “liberty” and “equality.” 
From there, philosophers added conversations about the intrinsic value 
of privacy into the intellectual mix, debates about the degree to which 
privacy inhabits the space of an inalienable right. Mason transfers abstract, 
philosophical discussion about the intrinsic nature of philosophy to 
the critical themes covered in this book: security, transparency, and 
democracy, thereby offering an exceptional theoretical framework for 
the chapters that address artificial intelligence (AI), Web 3, blockchain, 
supply chain, health care, big data, and more. Here, ethical dilemmas 
complexify notions of privacy, especially since privacy has become increas-
ingly a commodity of exchange in which wealthier players can buy and 
sell at higher rates than those with fewer resources. Overall, Mason stands 
back from reading privacy purely as a commodity by offering a provocative 
interpretation of privacy as a key component in Western constructions of 
the self, an ability to claim one’s existence as a human in an era disrupted 
by technological surveillance of personhood in its most intimate details. 

Chapter 3, “What’s so special about private parts,” is a tour-de-force 
through global readings of privacy within the shifting landscape of what 
it means to be “public.” Cultural Anthropologist Simon Hawkins centers 
his reading of privacy strongly on different political and cultural spaces: 
North Africa, the Middle East, the United Kingdom (U.K.), and Eastern 
Europe. His analysis problematizes a progressive reading of privacy; that 
is, privacy as the litmus test of more developed and sophisticated cultures, 
a kind of  natural right for citizens in those spaces. Rather, in Hawkins’
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capable hands, privacy becomes a moving target influenced by vectors of 
class, race, ethnicity, gender, political persuasion, and the positioning of 
the body in space. Three objects glue this thick analysis together: bike, 
door, and toilet. 

Bike. Hawkins begins his tour with an event taking place in central 
London—World Naked Bike Day—in which cohorts of nude bicyclists 
disrupt western notions of privacy by exhibiting their private parts within 
the full gaze of urban city-dwellers. Shielded by a battalion of bikes, these 
protesters draw attention to what should be more shocking than a penis 
or a vagina: environmental devastation on a global scale. The bikers’ 
collective presence, however, safeguards their own nudity from intense 
surveillance, thus complexifying further the idea of privacy in the very 
public space of a bustling city. 

Door. Moving from the affluent ranks of nude bikers, Hawkins turns 
his attention to a working-class neighborhood of Cairo, Egypt, al-Zawiya 
al-Hamra, the brainchild of modernizing President Anwar el-Sadat (d. 
1981). Here, newly constructed doors leading into apartments mark the 
intrusion of western notions of privacy onto spaces where these ideas sit 
uncomfortably with the historical rhythms of communal practice. What in 
the United States (U.S.) might comfort a viewer—the door as indicator 
of intimate, familial space—transmutes into a darker presence et al.-
Zawiya al-Hamra. Here, the door functions as a roadblock to the kind 
of communal intimacy shared among extended families, who previously 
circulated in and out of each other’s abodes. The fallout opens a window 
onto the negative side of universalizing concepts of privacy. 

Toilet. Door cum signifier of privacy does not hold up to the test of 
time. Ancient cultures, like that of Classical Athens, possessed (seemingly) 
strict divides between the public and the private, the latter being heavily 
associated with elite, urban female bodies. Yet this same culture embraced 
the material reality of the communal toilet, a practice shared by ancient 
Romans. What a modern reader might consider the ultimate marker of 
privacy—defecating in spaces off limits to an audience—evaporates in the 
gap between the ancient and the contemporary, another indication that 
notions of privacy remain historically unstable. 

Hawkins’ chapter sets the theoretical agenda for this volume. He 
locates places, where shifting political structures, such as the communist 
regimes of Eastern Europe, compel women into the public and men into 
the private. He contests the American “white-picket fence” as an icon 
of privacy. Finally, Hawkins so successfully problematizes the very idea
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of privacy that readers walk away challenged to rethink the map of the 
fictional divide between the private and the public. 

Technical Views of Privacy 

The authors of Chapters 4 through 8 are experts in technology-related 
fields, including computer science, data science, electrical engineering, 
industrial engineering, and information systems. These chapters provide a 
comprehensive analysis of both the threats to, and potential solutions for, 
online privacy. The authors of Chapter 4 note that maintaining privacy 
on the Internet is challenging due to the lack of defined boundaries and 
varying laws across countries that personal data may traverse. Unlike the 
physical world where entering a new jurisdiction is clearly marked, online 
data in virtual worlds can flow through multiple countries and be subject 
to different regulations and surveillance levels, often without the user’s 
awareness. 

The five technology chapters focus upon information privacy , which  
can be defined as “the ability of individuals to control the terms under 
which their personal information is acquired and used” (Culnan & Bies, 
2003, p. 326). Specializing in technology-related disciplines, these chap-
ters explore the safeguarding of personally identifiable information (PII), 
which encompasses data that can identify or verify an individual or a 
group of people (AICPA/CICA, 2020). Examples of PII range from basic 
details like name and home address to more sensitive information such as 
criminal or healthcare records, and extend to online activity data like IP 
addresses, email accounts, and website cookies. 

How can PII be protected better? Chapters 4 and 5 focus on the 
human aspect of privacy protection, including government regulations, 
industry standards, organizational practices, and individual behaviors 
to safeguard privacy. Chapters 6 through 8 interrogate new technical 
approaches to privacy protection, including Web3, multi-party compu-
tation, and zero-knowledge proofs. Both human and technical solutions 
are needed to better protect PII. 

Chapter 4, titled “Privacy in the Digital Age: Navigating the Risks and 
Benefits of Cybersecurity Measures,” is authored by Chris Farnell, Philip 
Huff, and William Cox. The chapter opens with a definition of cybersecu-
rity as “the protective actions taken to safeguard digital information and 
processes that an organization deems necessary for its successful opera-
tions.” The authors outline the most common threats to cybersecurity,
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categorizing them as attack vectors: Denial of Service (DoS), Man in the 
Middle (MitM), and Spoofing Attacks. 

A DoS attack inundates a computer server with numerous fake 
requests, thereby denying legitimate users access. A MitM assault occurs 
when an external attacker intercepts, modifies, or suppresses information 
traveling over the network, deceiving both the sending and receiving 
computers into believing they are communicating normally. In the case 
of spoofing attacks, an illegitimate actor masquerades as a legitimate 
one, tricking an unsuspecting individual into revealing PII. Robust 
cybersecurity practices are essential for defending against these types of 
attacks. 

The authors delve into ways organizations and individuals can protect 
PII. For organizations, they recommend following the Privacy Control 
Catalog provided by the National Institute of Standards and Technology 
(NIST). This standard offers guidance on administrative, technical, 
and physical controls. For individuals, the authors suggest using non-
attributable networks like The Onion Router (TOR), privacy-enhancing 
operating systems such as the Debian Linux-based Tails OS, and adopting 
protective social behaviors, including the deployment of multiple online 
personas. 

Chapter 5, “Data Governance, Privacy, and Ethics,” written by Karl 
Schubert and David Barrett, expands on the theme of how organizations 
should safeguard privacy. While the preceding chapter surveyed various 
types of cybersecurity attacks, this chapter commences by discussing the 
repercussions of data breaches for both individuals and organizations. The 
financial implications outlined are staggering, highlighting the need for 
governments and organizations to improve their practices. 

On the government front, the authors explore key legal and regulatory 
frameworks that direct data privacy and ethics. These include the Euro-
pean Union’s General Data Protection Regulation (GDPR) and several 
U.S. federal and State laws. The authors observe that European actions, 
particularly through the GDPR, are far more advanced than those in the 
rest of the world. 

Given the weaker regulatory landscape in the U.S., the onus falls on 
organizations to self-govern when it comes to data. To assist in this effort, 
the authors present a comprehensive framework for data governance 
aimed at protecting PII and ensuring the ethical use of data. Importantly, 
they also acknowledge the organizational challenges involved in adopting 
data governance and offer advice for overcoming resistance.
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Chapter 6, titled “Web2 versus Web3 information privacy: an Infor-
mation Systems discipline perspective” by Mary Lacity and Erran Carmel, 
also centers on protecting PII, but with a technical solution called Web3. 
The authors begin by summarizing the Information Systems (IS) research 
on information privacy. First, they note that IS scholars primarily examine 
online information privacy in the context of Web2, which is the dominant 
version of Internet. With Web2, individuals rely on centralized platform 
providers to access online services using accounts and passwords; indi-
viduals also submit other PII as required by the centralized platform 
providers. Second, the authors explain how IS scholars have conceptu-
alized and scrutinized information privacy in terms of an individual’s 
information privacy concerns and have examined why these concerns 
do not prevent individuals from disclosing personal information with 
centralized platform providers; the phenomenon is called the privacy 
paradox . 

The authors mine four theoretical explanations for the privacy paradox: 
(1) privacy calculus , where individuals assess the trade-offs between the 
risks and benefits of disclosing PII; (2) privacy fatigue, characterized by 
emotional exhaustion from continuous efforts to protect PII; (3) trust in 
centralized platform providers, which encourages users to share PII; and 
(4) lack of user choice, where PII disclosure is mandated by centralized 
platforms to access their services. Together, the four theories show how 
difficult it is to protect PII in Web2. 

Introducing the concept of Web3, the authors present a revolutionary 
approach to enhancing online privacy. Web3 represents the next era of the 
Internet, founded on decentralized technologies and applications such as 
Bitcoin and Ethereum. In contrast to Web2, Web3 allows individuals to 
access services without revealing PII to a central authority. This improved 
privacy is technically facilitated through the integration of digital wallets, 
cryptography, and distributed ledgers, commonly known as blockchain. 
Although Web3 is still a new idea comprising emerging technologies, 
education plays a crucial role in accelerating its adoption. 

Chapter 7, titled “Multi-party Computation: Privacy in Coopeti-
tion,” is authored by Daniel Conway and Kiran Garimella. The authors 
present an innovative approach to calculating information among trusted 
parties without revealing anyone’s confidential data. The chapter eluci-
dates the methodology through easily understandable examples, such as, 
“How does my annual salary bonus compare with others?” and “Who is 
everyone going to vote for as leader?” In these scenarios, all parties are
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interested in the answers but do not want to disclose their actual bonuses 
or votes. 

The method involves each participant generating random numbers 
and a calculated number that sums to their bonus (in the first example) 
or indicates their vote (in the second example). The ingenious aspect 
of this method is that it does not just aim to protect private data—it 
avoids sharing private data altogether! The authors note that multi-party 
computation is computationally intense, which means it will consume 
significant computer resources if the number of parties is large. Moreover, 
this approach does necessitate trust among the parties involved. Hence, 
the chapter incorporates the term “coopetition,” which denotes trusted 
collaboration among traditional competitors to answer questions of 
mutual interest, such as “Am I paying the same for materials?” or “Does 
anyone else see suspicious cybersecurity activity on their networks?” The 
authors demonstrate the wide range of contexts in which this method can 
be useful, including auctions, voting, financial transactions, supply chains, 
fraud detection, genomic data sharing, and user authentication. 

Dan Conway and Kiran Garimella are also the authors of Chapter 8, 
titled “Zero-knowledge proofs and privacy: A technical look at privacy.” 
In this chapter, the authors explore another kind of privacy-enhancing 
algorithm known as the zero-knowledge proof (ZKP). They define ZKP 
as a method by which one party can prove to another that they possess 
a particular identity, item, or piece of knowledge without revealing the 
specifics of what that identity, item, or knowledge is. Like the previous 
chapter, the authors provide illustrative examples to help non-technical 
readers grasp the core concepts and the myriad applications, such as digital 
verification, secure messaging, voting, healthcare privacy, location privacy, 
and many others. Readers with a more technical background will appre-
ciate the detailed discussions on specific ZKPs and their advantages and 
drawbacks, including Zero-Knowledge Succinct Non-Interactive Argu-
ment of Knowledge (zkSNARK), Zero-Knowledge Scalable Transparent 
Argument of Knowledge (zkSTARK), commitment schemes, and homo-
morphic encryption. 

All ZKPs strive for completeness and convincingness. They are sound, 
preventing dishonest actors from proving false statements, and they 
enhance privacy by ensuring that no private data is revealed. While multi-
party computation requires a certain level of trust among the participants 
and becomes computationally intensive as it scales, some forms of zero-
knowledge proofs are computationally efficient. These proofs eliminate
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the need for parties to trust one another, as they can instead place their 
trust in the proofs themselves. 

Domain-Specific Views of Privacy 

Chapters 9 through 12 dive into the exploration of privacy across diverse 
domains including architecture, healthcare, library sciences (archival), and 
supply chains. Each field offers a unique perspective and set of chal-
lenges concerning privacy. Architects bring the nuanced interplay between 
spaces and privacy; architectural scholars analyze how design can both 
enhance and inhibit the privacy of individuals within different environ-
ments. In the realm of healthcare, scholars grapple with the delicate 
balance between the laws and ethics of safeguarding individual informa-
tion privacy while ensuring public welfare. Turning to library sciences, 
scholars in this field explore the ethical considerations and best prac-
tices for archiving and providing access to information, ensuring a balance 
between accessibility and confidentiality. Lastly, in the context of supply 
chains, the emphasis is on balancing the collection of data on employees 
and customers to enhance service delivery against the obligations to safe-
guard employee and customer privacy. Supply chain scholars investigate 
strategies and frameworks to ensure that the pursuit of operational effi-
ciency does not compromise individual privacy rights. As the chapter 
descriptions will show, these chapters provide a multifaceted exploration 
of privacy across different disciplines, highlighting the commonalities, 
differences, and unique challenges each field faces in protecting individual 
privacy while meeting broader objectives, 

In Chapter 9, titled “An Architect’s View of Privacy,” we, the editors, 
engaged in a thought-provoking interview with Marlon Blackwell, the E. 
Fay Jones Chair in Architecture and a Distinguished Professor at the Fay 
Jones School of Architecture and Design, University of Arkansas, Fayet-
teville. In addition to his academic role, he is the founder and principal 
of Marlon Blackwell Architects (MBA). 

This conversation concentrated on the design philosophy of Black-
well, an esteemed American Institute of Architects (AIA) award recipient, 
focusing on his approach to privacy. Several themes pivotal to architectural 
privacy were explored. Initially, he considered the influence of culture on 
the interconnection between privacy and comfort, observing that indi-
vidualistic societies tend to prioritize privacy more than their collective 
counterparts. Subsequently, he deliberated how primary, secondary, and
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tertiary spaces can cultivate private moments within public environments, 
illustrated by examples from MBA’s portfolio such as an alcove in a 
church, a recessed wall in a school, and a solitary bench in a garden. 

Moreover, Blackwell examined the dual role of light and sound as both 
disruptors and facilitators of privacy, illustrated through various projects 
by MBA. A central theme emerged that encapsulates Blackwell’s design 
ethos: ennobling the prosaic. For him, architecture ennobles the prosaic 
by imbuing ordinary, everyday things with a sense of nobility and signifi-
cance. This chapter features a vivid example of this philosophy in action, 
showcasing the transformation of a simple welding shed into a sacred 
space for the congregation of Saint Nicholas Eastern Orthodox Church. 

Chapter 10 is titled “Healthcare Privacy in an Electronic Data Age” by 
D. Micah Hester. The principle of confidentiality of patient information 
in healthcare, which has been integral since the days of Hippocrates, signi-
fies patients’ right to control personal details of their life. This obligation, 
falling on healthcare professionals, is challenged by the fact that multiple 
entities and people, including diagnosticians, therapists, social workers, 
chaplains, medical transcriptionists, medical records clerks, and insurance 
providers access the information. With the advancement in technology, 
digitization of healthcare records, and the rise of telemedicine, main-
taining confidentiality has become more challenging. 

Hester discusses the complex interplay between patient privacy and the 
need for information sharing in healthcare, outlining the various ethical 
and legal challenges that arise. Medical confidentiality is not absolute; 
it is guided by laws such as the U.S. Health Insurance Portability and 
Accountability Act (HIPAA), which provide protective frameworks and 
conditions for permissible breaches. These breaches include reporting 
communicable diseases, cases indicating imminent harm, legal mandates 
like court orders, and certain safety and protection factors like suspicions 
of abuse or criminal activity. 

This chapter concludes by arguing that healthcare organizations must 
foster a culture of confidentiality, even if absolute guarantees of privacy 
are not feasible. By promoting and adhering to such a culture, both 
institutions and healthcare providers can adopt practices that intention-
ally and proficiently mitigate the tangible risks to the privacy of patients, 
participants, and the broader community they serve. 

Chapter 11, “Privacy Considerations in Archival Practice and 
Research,” details the delicate dance among invested parties—donors, 
estates, the dead, archivists, administrators, the public—who negotiate the
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line between opening access to sensitive materials and shutting that access 
down. Following the lead of previous chapters, authors Katrina Windon 
and Joshua Youngblood clarify that there is no one approach to archival 
privacy in North America; nor is there a single international legal system. 
The fact that archival collections often represent a snapshot of history 
frozen in time, determining when or if to grant access to the public is a 
very dicey political game. 

Windon and Youngblood give a series of fascinating cases where 
archival behavior went astray. They cite the infamous example of author 
Franz Kafka (d. 1924), who had requested that his executor burn his 
papers after his death. The executor of Kafka’s estate, Max Bord, not 
only refused to honor Kafka’s wishes, but he also went on to publish 
the writer’s papers, which eventually found their way from Europe to the 
National Library of Israel, a journey underscoring the disconnect between 
an individual’s personal preference and an institution’s decision to open 
access based on the idea of the common good. 

Archivists are also sensitive to the fact that authoritarian regimes have 
silenced the voices of at-risk populations. A disturbing case involves 
the Stasi Records Archive in Berlin, where 111,000 meters of docu-
ments contain a wealth of data retrieved through unrelenting, clandestine 
surveillance of citizens living in the Eastern Bloc. Given the manner of 
how they were collected, should these documents be open to the public? 

Archival collections offer their users a “shot in time,” a recording of 
historical events, such as political protests, in which the participants may 
or may not know that photographic and videographic technology has 
recorded their physical involvement in controversial movements, storing 
this visual information in archival repositories. Such “ephemeral” data, 
that is, information not taken with an eye toward recording stories in 
perpetuity but merely capturing them in a moment in time, presents yet 
another set of archival challenges in an age when law enforcement officials 
are combing archives searching for potential terrorists, insurrectionists, 
and anarchists. 

What is fascinating here is the authors’ focus on the person of the 
archivist, that impresario of access to sensitive material. What role in 
archival ethics does the archivist play? How much power does the archivist 
have to open and close access? In answering these questions, Windon 
and Youngblood draw on “best practices” available for archival access, 
noting that these guidelines are in no way consistent across the globe.
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They share the regulatory framework of their own institution, the Univer-
sity of Arkansas Special Collections, where the demands of a Land-Grant 
university necessitate unrestricted access but the realities of the history of 
this state often make impossible—or extremely thorny—that mandate. 

Our final chapter, “Employee and customer information privacy 
concerns in supply chain management,” is written by Marc Scott, 
Matthew Waller, and Brian Fugate. Retailers and their logistics partners, 
in their pursuit of enhanced competitiveness, harness sophisticated tech-
nologies that gather PII data, aiming to elevate customer service and 
bolster employee efficiency. However, employees and customers often 
raise privacy concerns. 

While earlier chapters turned to customer and user privacy concerns, 
this chapter uniquely addresses the concerns of employees. Today, there’s 
a growing trend of employees being watched through surveillance 
cameras and wearable sensors that track their health, emotions, and behav-
iors. Such monitoring has led many employees to believe that their privacy 
rights are being violated, making them vulnerable to potential mistreat-
ment or bias. Striking the right balance between the organization’s need 
for data—related to safety, efficiency, and compliance—and respecting 
employees’ privacy is a complex issue. 

This chapter highlights individual and cultural variances regarding 
employee data collection acceptance. The research summarized indi-
cates varying perceptions based on personality traits and workplace type. 
For instance, individuals with higher neuroticism and extroversion levels 
expressed fewer privacy concerns than their counterparts with lower levels 
of these traits. Job nature also plays a role: manual laborers expressed 
greater surveillance concerns than those in non-manual roles. Further-
more, an organization’s culture has a significant impact: employees in 
companies with a nurturing culture showed less resistance to monitoring 
compared to those in more bureaucratic settings. 

The analysis also focuses on work environment privacy, defined as 
the ability of the employee to control sensory stimuli in the work envi-
ronment. Organizations should craft workspaces that consider visual, 
acoustic, spatial, and even olfactory aspects. As highlighted by insights 
from both our supply chain and architectural experts: no one wants to 
work in an exposed, cramped, loud, and stinky environment.
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Themes Across Chapters 

As a complex social construct, academics approach the study and concep-
tualization of privacy differently across disciplines. One unanticipated yet 
intriguing discovery was that we often share more common ground than 
initially presumed, even if we sometimes employed different terminology. 
Four recurring themes emerge across the chapters in this book: 

1. Privacy is best understood as a multifaceted, contextual, and 
temporal concept. Our collective efforts did not yield a singular, 
all-encompassing definition of privacy, which seems fitting given its 
complexity. Throughout the chapters, authors excavate various facets 
of privacy, including acoustic, bodily, communication, data, infor-
mation, olfactory, spatial, territorial, and visual privacy. They also 
examine privacy from the perspectives of different entities, from 
individual consumers, decision-makers, employees, and patients 
to larger units like families, groups, organizations, and societies. 
Attempting to condense privacy into a singular definition would 
inevitably diminish the depth and nuance of understanding, as 
would trying to imagine certain “universal” truths about privacy 
operating globally. 

2. Individuals’ rights to privacy are often in conflict with the 
group’s desire or right to know. Many authors delve into the 
tension between the rights and interests of the individual and those 
of the collective. Technologists, for example, weigh the protection 
of individual user data against the broader demands to authenti-
cate users to enhance cybersecurity. Healthcare professionals strive 
to shield patient information while also safeguarding society at 
large. Archivists grapple with the duality of defending individual 
data in archives and fulfilling their duty to disseminate informa-
tion to students, researchers, and the public. Similarly, supply chain 
experts navigate the delicate balance between an organization’s 
data collection imperatives and the privacy concerns of employees 
and customers. These tensions signify the complexity of privacy 
considerations. 

The concept of power plays a pivotal role in determining 
which stakeholders ultimately hold sway. Given that governments 
typically wield more influence than organizations, and organiza-
tions hold more power than individuals, it becomes imperative
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to establish robust governmental regulations to safeguard individ-
uals from potential infringements of their privacy by organizations. 
Overall, several authors mentioned complying with privacy laws as 
a minimum requirement for striking the balance between individual 
and group needs. 

3. Privacy law is pervasive. While no legal scholars contributed to 
the chapters in this book, privacy law permeates many discussions 
because professionals in every field must adhere to restrictions rele-
vant to their jurisdiction. Although American scholars wrote this 
book, four chapters cover the European Union (E.U.)’s General 
Data Protection Regulation (GDPR). GDPR applies to all compa-
nies processing the personal data of E.U. residents, regardless of the 
company’s location. American companies must adhere to GDPR if 
they offer goods or services to, monitor the behavior of, or have 
business operations concerning E.U. citizens. Non-compliance can 
result in hefty fines and reputational damage. Several U.S. federal 
laws are discussed in this book, such as the Gramm-Leach-Bliley 
Act (GLBA), the Health Insurance Portability and Accountability 
Act (HIPAA), and the Children’s Online Privacy Protection Act 
(COPPA), along with state-specific laws in the U.S. Most authors 
advocate privacy-enhancing policies and practices beyond mere legal 
compliance. 

4. Privacy prescription. The chapters written by the philosopher 
and the anthropologist caution against assuming that individual 
privacy is universally valued and should invariably be safeguarded. In 
contrast, the authors of the technology and domain-specific chap-
ters predominantly advocate for the valuation and protection of 
individual privacy, emphasizing that such protection should exceed 
privacy laws. 

The authors discussing technology recommend various measures to 
bolster individual privacy. These measures include administrative, tech-
nical, and physical controls; data governance; embracing technology 
decentralization (Web 3.0); and employing algorithms like multi-party 
computation and zero-knowledge proofs. The authors of the domain-
specific chapters interrogate privacy-enhancing solutions within distinct 
fields:
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• In architecture, by creating avenues for private moments within 
public spaces.

• In healthcare, by fostering a pervasive culture of privacy.
• In archiving, by adhering to a decision tree approach.
• In supply chains, by striking a balance among organizational, 
employee, and consumer needs. 

Across the diverse disciplines and perspectives presented, it is evident 
that privacy remains a dynamic, multifaceted realm necessitating nuanced 
understanding and approach. Clearly, privacy is a moving target when 
dropped into various contexts and spaces across the globe. 

Ultimately, readers must determine how insights from various disci-
plines might influence their own research and teaching. In our concluding 
remarks, we each reflect on how learning from fellow scholars has 
influenced our work. 

Mary, as we noted, is an information systems scholar who exam-
ines technical solutions for protecting personally identifiable information. 
This book broadened her perspective on privacy. Mary is less inclined to 
think that technologies alone will protect online privacy. The chapters 
on philosophy, cultural anthropology, and the domain-specific chapters 
illuminated the historic and contextual understanding needed to solve 
the “wicked” problem of online privacy, assuming of course, that privacy 
protection is deemed valuable by individuals within a specific context. 

More specifically, one of Mary’s current research and teaching interests 
are metaverses, which are three-dimensional, computer-generated virtual 
worlds one visits with an avatar. Marlon Blackwell’s chapter on architec-
tural privacy in physical spaces has had a profound effect on her thinking 
about designing virtual spaces. Most virtual worlds are designed to be 
expansive, open public spaces. So far in metaverses’ development, the 
virtual worlds are rather barren unless a particular event like a fashion 
show or concert are announced, so she had never thought about spatial 
privacy. As metaverse adoption grows, she now thinks about designing 
virtual spaces where an avatar might have a private moment. 

Mary’s co-editor, Lynda, is a historian of early medieval era Europe 
(ca. 600–900) with a special focus on gender, visual culture, and religion 
(Coon, 2011). For Lynda, two things stand out here. First, an apprecia-
tion for the historical rhythms of the subject of privacy, from classicizing 
discourses of what belongs to the individual in contrast to the hege-
mony of the city-state and empire. The notion that the private existed
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as a reified, inalienable right simply did not appear in the West before 
the advent of the Industrial Age. Rather, premodern cultures in the West 
blurred the line between the private and the public in ways that seem 
either off-putting or even illogical to contemporary societies. The classical 
communal toilet—be it located in ancient Athens or Rome—represents a 
case in point as does the fact that Roman elites often conducted political 
business in their bedrooms. Marlon Blackwell notes the shared space of 
the familial bed in later medieval England surprises us moderns; monas-
teries too preferred corporate living—in the bedroom, in the toilet, in the 
garden, in the basilica—due to the dangers of sin which could penetrate 
monastic bodies seeking solitary spaces outside of the watchful gaze of 
the abbot. 

The era of the Enlightenment and the Victorian era in Britain polar-
ized the notion of the private vs. the public, bringing us to the second 
key point about this volume. What may be read as positive outcomes 
of philosophical discourse in the eighteenth century materialized into a 
darker legacy of surveillance and discipline designed to produce “good” 
citizens and to reform those falling into abyss of crime and immorality. 
What struck her most in the chapters devoted to modern-day privacy, 
technology, poverty, and labor is that certain themes are strangely haunted 
by the Victorian past. Nowhere is this haunting clearer than in how 
the control of bodies in supply chain workspaces eerily echoes the disci-
plinary techniques of the Victorian prison and factory, where docile bodies 
endured relentless surveillance, embodied by the all-seeing eye of the 
Panopticon, the ultimate shadowing system designed to make workers 
or inmates feel as if they were being watched at every moment even if 
they were not. 

Perfected by Utilitarian philosopher, Jeremy Bentham (d. 1832), the 
Panopticon took the physical presence of the jailor or factory floor-
manager and inscribed it onto the impersonal architecture of prison 
and industrial workspace. Whereas in the medieval monastery, monks 
went through their daily paces conscious of the watchful gaze of the 
omnipotent Deity, Victorian laborers and inmates operated under a regi-
ment in which they could be observed at any moment by those in 
control of their lives, but they could not see their controller, whose pres-
ence was obfuscated behind a system of blinds and spotlights emanating 
from the warden’s box. The prisoner and the factory laborer were to
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become the masters of their own productive habits due to the fear of all-
encompassing, punitive supervision. In Bentham and other nineteenth-
century reformers’ view the endgame was self-evident: the moral reform 
of those now had lapsed and the improved efficiency of those toiling 
under dire circumstances in the Victorian workhouse. These reforms then, 
theoretically speaking, led to an overall improvement of the common 
good and its overall happiness. 

Taking the philosophical paradigm of the Panopticon on a road trip to 
the modern workplace of truck or supply chain warehouse, it is possible 
to detect strains of Utilitarian philosophy in the present era. Cameras 
installed inside of truck cabs monitor the driving behaviors of truckers, 
Smartwatches worn on employee wrists to gage the efficiency of their 
movements, and ultrasonic bracelets monitoring laborers’ engagement 
high-tech equipment prove that we have entered a new era of the Panop-
ticon, where the coercive power of jailor and faculty floor-supervisor 
no longer merely transfers to the architecture of the prison or factory. 
Now that surveillance-regime is miniaturized. It can be worn, carried, or 
installed in proximity to its user. 

As the chapters in this book have argued, the technological Panop-
ticon of the contemporary world infringes on privacy and private space, 
often under the guise of the public good and capitalist efficiency, in ways 
that demand a second volume on Human Privacy devoted to this subject 
alone. 
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Foundations of Human Privacy



CHAPTER 2  

Exploring Privacy from a Philosophical 
Perspective: Conceptual and Normative 

Dimensions 

Sharon Mason 

Extended Abstract 

Philosophical approaches to privacy focus on clarifying its many dimen-
sions, providing a conceptual foundation for thinking about privacy in 
deep and fruitful ways. The modern concept of privacy developed as new 
technologies, such as print media and photography, made new types of 
exploitation possible. In response to the possibility of these new harms, 
legal and philosophical theorists began to develop analyses of privacy, 
including the concept of privacy rights and justifications for protecting 
privacy. Some philosophers have noted that there is no single concept of 
privacy. Instead, privacy can refer to a variety of different things, such
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as access to information; ownership or control of information, phys-
ical spaces, or particular objects; a private domain contrasted with the 
“public” domain; or appropriateness in what may be viewed by others. 
This chapter explores some of these concepts of privacy, examining how 
pluralism about the many different dimensions of privacy reflects ongoing 
technological change. 

Philosophical inquiry also explores the normative and ethical dimen-
sions of privacy, including questions about why privacy is valuable and 
how it is related to other values. Some of these areas of focus include the 
relation between privacy and security, privacy and ownership, privacy and 
the conditions for democratic society, privacy as a means of commodifying 
the self, and the role of privacy in the possibility of intimacy with others. 
Another area of focus involves understanding how privacy is related to 
fundamental moral principles, such as preventing harm, preserving indi-
vidual freedom, protecting human rights, and promoting justice. Overall, 
normative inquiry aims to develop a moral framework for when and why 
privacy should be protected, and when and why it should not. 

Introduction 

The philosophical study of privacy focuses on its conceptual and norma-
tive dimensions. One key area of analysis involves clarifying the many 
concepts of privacy that are in use, focusing on evaluating definitions and 
key distinctions. These analyses are partly aimed at the clarification of 
various notions of privacy, but they are also often targeted at the devel-
opment of new insights into privacy. The goal is to develop a coherent, 
rationally supported conceptual framework for thinking and talking about 
privacy. 

A second key area of philosophical analysis deals with normative ques-
tions. Normative questions ask what ought or should be, in contrast to 
descriptive questions, which focus on identifying how things are. The 
normative study of privacy considers questions about the value of privacy 
and the moral dimensions of privacy, including the examination of privacy 
rights. Some examples of normative questions about privacy include: 
What sorts of privacy should be protected, and why? When is it morally 
acceptable to violate someone’s privacy, and for what reasons? Is a partic-
ular privacy protection good or bad, and why? What are our current goals
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and values, and how should we change current privacy laws, attitudes, and 
practices to align better with those goals and values? 

As is perhaps already apparent, the conceptual and normative dimen-
sions of philosophical inquiry are intertwined. There is a normative 
dimension to conceptual inquiry, for in addition to its clarificatory aims, 
conceptual inquiry generally has a prescriptive aspect. Some ways of 
thinking about privacy may be better than others, perhaps because they 
are more coherent, shed light on important adjacent concepts, or in 
some other way serve as more useful conceptual tools for thinking about 
privacy. So, too, our concepts of privacy influence normative inquiry, 
providing the language of thought with which values and ethics are 
expressed and explored. 

The first section of this chapter focuses on conceptual dimensions of 
privacy, centering on the development of the concept of privacy in Anglo-
American legal and philosophical traditions. The chapter then addresses 
the question of why numerous philosophers assert that there is no single 
concept of privacy, arguing that there is an expected pluralism in a concept 
that has evolved largely in response to extensive technological innovation. 
The second section explores some normative questions about privacy, 
concentrating on why privacy is valuable, if indeed it is, as well as on how 
privacy interacts with other values. Some of these other values are widely 
recognized, such as the interplay between privacy and security, or privacy 
and ownership. Some of them are more subtle, such as the role of privacy 
in enabling democratic society, the construction of the self, and our 
management of relationships with others. 

Concepts of Privacy 

What is privacy? What makes something in the domain of the private, 
instead of the public? When one values privacy, what is it that one cares 
about? These are questions about the concept of privacy, insofar as they 
explore what privacy is and is not, as well as how it is related to other 
concepts. The aim of this section is to explore the concept of privacy, 
starting by identifying some common notions of privacy in current use. 
This section also traces some older philosophical analyses of privacy, 
considering why a single definition of privacy has been elusive and arguing 
that pluralism in various concepts of privacy is not a problem to eliminate, 
but rather a feature of a concept whose development has been deeply 
intertwined with changing technologies and social interests.
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In response to the question, “What is privacy?” many philosophers 
have noted that the term “privacy” is used in a variety of contexts, 
and no single definition of privacy applies to all the uses to which the 
term is put in our ordinary conversations about privacy. Also, it is not 
always clear how varying notions of privacy relate to one another. For 
example, information privacy often emphasizes the idea of control over 
access to information. In a classic paper, Alan Westin (1967) describes 
privacy as “the ability to determine for ourselves when, how, and to what 
extent information about us is communicated to others” (cited in DeCew, 
2018). Control over access to information is often viewed as essential 
to managing risk and mitigating harm, especially in relation to decision-
making processes (Anglim et al., 2015). For example, medical information 
(see Hester chapter in this volume) informs decisions about life insurance 
and health care premiums, and credit records can affect employment deci-
sions. Information is powerful, and privacy protections are often aimed at 
keeping information from harming people. 

Privacy can also mean control over access to both physical spaces and 
to experiences. Privacy as control over access often involves notions of 
ownership more generally and frequently appeals to notions of personal 
property and individual rights. A beach is private when access is limited, 
perhaps to the owner or to a private resort. A person’s private residence 
may not be entered by others without permission: police officers must 
obtain warrants; trespassers may be prosecuted. Ownership rights apply 
regardless of any additional harm that might result from unsanctioned 
access. If someone accesses private information without permission, one 
might object that they have violated a person’s privacy rights, even if no 
further damage resulted. It is also possible to have control over access 
to experiences. For example, a person’s inner thoughts and feelings are 
private in the sense that they occur only to one’s own conscious experi-
ence. It is a stretch to think of inner experience as one’s personal property, 
yet much of a person’s inner life is private unless and until that person 
decides to share it. 

Another notion of privacy references a domain, where the “private” 
domain may be contrasted with the “public” domain. Things in the public 
domain are open to use by anyone, while things in the private domain are 
restricted to the concern of particular individuals. Privacy is often cited in 
arguments for reproductive rights and gender-related medical care, which 
view medical treatment as private in the sense that it should be exempt 
from government interference. Calling a person’s property, affairs, and
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beliefs “private” can indicate that they are outside the scope of relevance. 
Other examples include religious beliefs, which are considered a private 
matter in many contexts, and thus outside the purview of the things that 
the state should be concerned with in its oversight of the activities of its 
citizens. So too, some types of private beliefs are protected from being 
relevant in hiring decisions, college applications, loan applications, and 
more. 

Privacy also sometimes refers to what is appropriate for the viewing of 
others, especially in relation to cultural norms of politeness, but also as it 
relates to the experience of being unobserved. One example comes from 
Annabelle Lever (2012), who explores privacy as it relates to “interests in 
anonymity, seclusion, confidentiality, and solitude” rather than privacy as 
it relates to ownership or a private domain. Privacy can designate a cate-
gory in which unseemly things are hidden, things often having to do with 
bodily care. Children are taught privacy and modesty in order to know 
which sorts of behaviors are appropriate in front of others and which are 
not. For example, trimming one’s toenails should be done in private, not 
because it is important to limit access to one’s toenails or protect owner-
ship rights to one’s toenails, but rather because cultural manners dictate 
keeping certain grooming activities to oneself. 

In a now-classic article on privacy, Judith Jarvis Thomson (1975) 
remarks that “The most striking thing about the right to privacy is that 
nobody seems to have any very clear idea what it is.” She was not 
claiming that there are no definitions of privacy, but rather that there 
are many different uses of privacy, with no single definition that fits all 
the possible uses. This view has persisted, as Alastair Macleod (2018) 
recently argued that “The uses to which the notion of privacy is put in 
contexts of different sorts are so diverse that no unifying definition is 
available.” Despite the resignation that is apparent in both Thomson’s 
and Macleod’s observations, the lack of cohesiveness among the various 
concepts of privacy is itself interesting and worthy of further exploration. 
It also reveals something important about the way that the concept of 
privacy has developed, as well as how philosophical work on privacy 
proceeds. Exploring both those claims is the focus of the remainder of 
this section. 

The main idea is that among the many changes that are driven by tech-
nological innovation, one fluctuation involves the concepts and theory 
underpinning our legal and moral thinking. The philosophical analysis of 
privacy is a primary means by which it is possible to, as Herman Cappelen
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(2018) puts it, actively participate in “the project of assessing and devel-
oping improvements of our representational devices,” which in this case 
are our representational devices for thinking about privacy. 

Concepts are a primary tool through which human beings think about 
the world. They are, as Cappelen observes, a core representational device 
that enables thought about external reality, from mundane objects such 
as tables and chairs to complex, abstract ideas such as privacy. These 
concepts form the basis for understanding various parts of our experi-
ence, including what we can notice, describe, and communicate to others. 
Philosophers have many goals, including lofty aims such as the pursuit of 
truth, wisdom, and understanding, or perhaps more modestly, the aim 
to discover what it is reasonable to believe. But one thing that many 
philosophers also do is analyze and engineer concepts, which is—as the 
name suggests—the “project of designing, evaluating, and implementing 
concepts” (Chalmers, 2020). Concepts develop and change according to 
the various needs and interests of the people who use them to understand 
and describe various aspects of their world. 

Consider a brief historical sketch of the development of the concept 
of privacy in philosophical use. Go far enough back in history, and for 
many philosophers the problem of how to live well together was much 
more pressing than any problems that concerned privacy. For instance, 
Plato’s discussion of privacy is quite sparse. He explores the consequences 
of invisibility on moral behavior in a famous thought experiment about 
the Ring of Gyges in Book 2 of The Republic (Cooper, 1997). There, 
he focuses on the effects of observation and the consequences, including 
social approval, of acting justly. Socrates argues that few, if any, would 
act justly if there were no consequences for injustice, but that a truly just 
person’s behavior would be unaffected by invisibility because their justice 
would be motivated by a genuine concern for the good. Yet again, Plato’s 
concern was not about privacy as a right or as a good that contributes 
to a person’s well-being. His focus was on illuminating the demanding 
standards that are met by a truly just person and showing the relation 
between justice and a happy life. 

Aristotle distinguished between the polis, or city,  and the  oikos, or  
home/domestic spheres, as two distinctive domains with distinct virtues, 
or excellences. He viewed excellence in public life as requiring a different 
set of virtues than excellence in private life (Embler, 2015b; Lord, 2013). 
Aristotle’s account is also an example of a deeply gendered division 
in conceptualizing privacy, where men belonged in the public sphere,
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women in the private, especially those in the upper-classes. Even so, his 
theorizing about privacy is minimal. His attention was not focused on 
developing a notion of the private, but on developing a robust notion 
of the public, including attention to the possibility of citizenship, the 
obligations we have toward others, and the structure of a just society. 

Moving forward over a millennium, the notion of privacy receives 
limited attention from Enlightenment philosophers, even those partic-
ularly interested in social, political, economic, and psychological affairs. 
David Hume, for example, uses the term “privacy” to mark a distinc-
tion between what concerns the goals or good of all members of society 
(public interests) versus what concerns the goals or good of a particular 
person (private interests). Hume’s use of the word “private” is essen-
tially equivalent to what benefits the individual, and his usage is consistent 
across various references to private interest, private education, and private 
benevolence. (See Hume’s A Treatise of Human Nature especially Book 
3; Enquiry Concerning Morals, Section 5 for examples.) In Hume’s work, 
the notion of privacy marks the distinction between a public domain 
and a private domain, but privacy is still not conceptualized as a robust 
individual right. 

To find a more contemporary notion of privacy, we must look to a 
more recent source. In a well-known essay by Louis Brandeis and Samuel 
Warren titled “The Right to Privacy” (1890), Brandeis and Warren iden-
tified a need to develop legal protections based on what they called a 
“right to be let alone,” calling this “the next step which must be taken 
for the protection of the person.” Interestingly, they cite a variety of 
technological advancements as the impetus for the development of both 
the notion of a right to privacy and its subsequent legal protection. 
While by this point print media had existed for centuries, late nineteenth-
century society saw an increase in the publication of gossip columns and 
pamphlets. As their production and dissemination increased, so too did 
the damage to the reputations of their unfortunate subjects. A second 
problem was the relatively new capability of photography to capture 
images, as well as “any other modern device for recording or reproducing 
scenes or sounds.” These new technologies created the possibility for new 
types of harm. 

Warren and Brandeis argued that there was a need for the development 
of legal protections for privacy in light of new technological advancement 
that made these new harms possible. Their argument used protections 
for personal property as a model. However, they articulated the value
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of privacy as extending beyond ownership and property rights, main-
taining that privacy itself was a good associated with free flourishing as 
a human person: “Urging that they were not attempting to protect the 
items produced, or intellectual property, but rather the peace of mind 
attained with such protection, they said the right to privacy was based on 
a principle of ‘inviolate personality’ which was part of a general right of 
immunity of the person, ‘the right to one’s personality’” (DeCew, 2018; 
citing Warren & Brandeis, 1890). Their arguments began a discussion 
in US law, political theory, and ethics about the value of privacy protec-
tions, laying the groundwork for thinking about privacy as a fundamental 
human right and as essential to human flourishing. (For a more detailed 
summary of this history, see Anglim et al., 2015.) 

This brief overview suggests a way to think about the pluralism that 
many philosophers have encountered in the various concepts of privacy 
that are in use. The standard in philosophical conceptual analysis has for 
some time been to articulate a single definition of a concept that captures 
what is distinctive about the thing one is trying to define. These defi-
nitions give clarity about the concept and provide a basis for sorting 
out borderline cases. Some concepts do not, however, have that unity. 
Privacy seems instead to have several interrelated meanings, without it 
being possible to identify a single core concept that applies in all cases. 
Lever (2012) suggests that the various overlapping concepts of privacy 
may be due to the fact that privacy is intertwined with other notions 
whose edges overlap with privacy: “The main reason why it is hard to 
define privacy--the absence of a set of necessary and sufficient conditions 
which would enable us to identify privacy and to distinguish it from allied 
concepts--suggests that the fuzziness of our concepts of liberty, equality 
and rights may, themselves, explain why the boundaries of privacy are hard 
to fix.” Some concepts have fuzzy edges, which means they overlap with 
closely related concepts to the point that there is not a sharp distinction 
between where one concept ends another begins. 

Lever’s analysis may be correct, but it is not complete, for there is more 
to the story of why there seems to be an ineliminable pluralism in the 
concept of privacy. It seems likely that privacy is a concept that has a struc-
ture referred to by Ludwig Wittgenstein (1953) as a  family resemblance 
concept. When careful analysis does not reveal a core notion, Wittgen-
stein recommends that “We should, instead, travel with the word’s uses 
through ‘a complicated network of similarities overlapping and criss-
crossing’” (PI 66, cited in Biletzki & Matar, 2023). The philosophical
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work of understanding privacy involves precisely this sort of traveling 
through the various uses of privacy that have been developed as people 
create and tweak conceptual tools for thinking and talking about their 
experiences. 

In the late nineteenth century, Warren and Brandeis were arguing for a 
new extension of the law, but they were also developing a new concept of 
privacy rights that had not yet existed in quite that form. Perhaps there 
are various concepts of privacy because the idea of privacy has been in 
constant reconsideration, revision, and expansion. As the world changes, 
so does the need for ongoing innovation in our laws and moral princi-
ples, but also in our concepts. The need to develop privacy law spurred 
the development of philosophical accounts of privacy aimed at gaining a 
better understanding of privacy’s value, the specific ways in which privacy 
was under threat, the harms that might result from failing to protect 
privacy, and a clearer articulation of what was to be gained by developing 
a robust theory of privacy rights. In particular, technological and social 
change drive this development. It seems all but certain that the future will 
continue to see innovations that make new kinds of exploitation possible, 
and that our current understanding of privacy will need to continue to 
develop in response. 

While acknowledging the need for flexibility in our thinking about 
privacy, we can also provisionally define different types of privacy as they 
are relevant to specific contexts. An operational definition need not apply 
to all possible contexts in which privacy is relevant. Rather, those who 
work on issues related to privacy ought to specify what is relevant to the 
inquiry at hand, keeping in mind the possible need for future revision. 
Working to illuminate different conceptions of privacy and show their 
significance can help clarify and refine our thinking, as well as suggest 
new ways of thinking about privacy in the future. 

Normative Dimensions of Privacy 

In addition to exploring the conceptual dimensions of privacy, philoso-
phers also try to answer normative questions about privacy. Normative 
questions ask not what is, but what should or ought to be. Ethics 
is normative in the sense that ethical principles aim to guide action, 
moving beyond the way things actually are to examine how people 
should act, given a broader context of values and moral principles. Part 
of the normative study of privacy involves understanding the value of
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privacy, especially why privacy is valuable and how it interacts with other 
values. For instance, does privacy have intrinsic value which should be 
protected for its own sake? Or is the value of privacy instrumental, derived 
from its relation to other goods that it makes possible? The normative 
study of privacy also involves developing various moral arguments for 
when and why privacy should be protected, given various goals such 
as promoting justice, protecting privacy rights, and contributing to a 
flourishing life. Finally, the normative study of privacy includes feminist 
analyses of privacy, which focus on exploring how privacy is entangled 
with various forms of gender discrimination and how privacy relates to 
efforts to promote justice, equality, and human dignity (e.g., Allen, 2011; 
DeCew, 2015; Mackinnon, 1989; Williams, 1991). 

Notably, the normative study of privacy should not be thought of as 
isolated from descriptive inquiry, which focuses on inquiry about what is 
the case. In the same way that the concept of privacy has developed in 
response to social and technological change, new ethical challenges arise 
as changes in technology create new ways of collecting and sharing infor-
mation, thus creating new possibilities for harm. As Catherine Wilson 
(2019) puts it, “…societies evolve new forms of organisation and new 
technologies. Morality has to play catch-up as clever humans discover new 
ways to deceive, use, coerce and rob one another that were not previously 
available…. New moral norms have to be worked out through discus-
sion and debate by the public, including philosophers and journalists, and 
new forms of conscience instilled by educators. These norms, too, are 
subject to revision in the light of changing circumstances.” Responding 
to technological change requires careful attention to the many ways in 
which privacy may be threatened, as a matter of clear description of the 
current circumstances and challenges to privacy. These descriptions moti-
vate extending normative analyses to new contexts, identifying where 
established moral values apply, and identifying when a new development 
prompts revision in our moral ideals. 

Warren and Brandeis could scarcely have imagined all the ways in which 
it is now possible to collect and use information in harmful ways. There 
is an ongoing need to extend the application of normative standards in 
response to new technologies in order to manage technological innova-
tion in a way that coheres with other values such as the protection of 
individual rights, the prevention of harm, and the promotion of security. 
This section explores some of these areas of ongoing normative inquiry 
about privacy.
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The Value of Privacy 

A foundational distinction in value theory distinguishes between value 
that is intrinsic vs. value that is instrumental. Intrinsic value is value that 
is internal to a thing. If privacy has intrinsic value, then privacy has value 
in and of itself, regardless of its relation to other goods. Those who take 
privacy to have intrinsic value sometimes view privacy as a basic human 
right or as a fundamental good, worth protecting and preserving in its 
own right. Many who view privacy as an intrinsic good also claim that 
there is something distinctive about privacy, arguing that the value of 
privacy cannot be fully reduced to the value of something else, such as 
property ownership or personal security. 

If privacy has instrumental value, then its value is derived from the 
contribution it makes to some other valuable end. Instrumental value is 
derivative, meaning that the value of a thing comes from its usefulness as a 
tool, or instrument, for achieving something else. This view is sometimes 
described as a type of reductionism, the claim that the value of privacy can 
be fully explained by describing the other valuable ends to which privacy 
contributes. Also, the value of privacy then depends on whether privacy 
does, in fact, help achieve those goals, rather than existing as something 
to be pursued for its own sake. 

These types of values are not mutually exclusive. Something might have 
both intrinsic and instrumental value, if it is both valuable for its own 
sake, and valuable insofar as it leads to other, desirable ends. Thus, it 
is possible that privacy has intrinsic value as a basic human good and 
that privacy also has instrumental value because it supports other goods, 
such as preserving personal security and enabling democratic society. In 
addition, although accounts differ about the sorts of goods that privacy 
enables and their relative importance, there is general agreement about 
the fact that privacy has instrumental value. 

In contrast, there is disagreement about whether privacy has intrinsic 
value. One significant challenge comes from the fact that there is cultural 
variation in viewpoints about the importance of privacy. If something has 
intrinsic value, there is a sense in which its value is self-evident. After all, 
one cannot show that something has intrinsic value by appealing to its 
importance in achieving some other valuable end. That would show that 
the thing has instrumental value, not intrinsic value. Simply put, it does 
not seem that the value of privacy is self-evident. Rather, it appears to 
be culturally specific. Although some scholars argue that there are some
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cross-cultural similarities in privacy protections (Embler, 2015a), it is far 
from obvious that privacy is universally recognized as having intrinsic 
value (see Hawkins chapter in this volume). 

Privacy need not be intrinsically valuable to be instrumentally valu-
able, however. The question about intrinsic vs. instrumental value focuses 
on how to best understand why we value privacy, not whether privacy 
is valuable at all. Even if there is nothing distinctive about privacy that 
makes it valuable for its own sake, privacy might still be important and 
worthy of protection. An instrumental value can still be “something in the 
enjoyment of which all human beings have a defensible personal stake” 
(Macleod, 2018). Exploring privacy as an instrumental good has been 
quite interesting and fruitful, for it involves examining the ways in which 
privacy is related to other values. Clarity about the values that support the 
protection of privacy is essential for understanding why privacy should be 
protected. These analyses can also provide a basis for evaluating particular 
privacy protections. 

Even so, there is no guarantee that an account of the value of privacy 
will be simple or straightforward. On the contrary, there are layers of 
complexity and overlapping values in our lives. Sometimes our values 
mutually support one another, but sometimes they are in tension with 
each other. Our values come into conflict with the values of others, and 
we cannot assume that we are even aware of all the nuanced layering 
of our motivational structures (Nguyen, 2022). Thus, even if there is 
no single answer to the question of why privacy is important to us 
(Rachels, 1975), we might find instead a constellation of values that 
privacy supports. 

Furthermore, we have already seen that the development of the idea 
of privacy as a fundamental right in the Western philosophical and legal 
tradition was a relative latecomer to the discussion of natural rights that 
began several centuries before. The idea of natural human rights is an 
idea with a particular historical development. It is also an idea that has 
had significant political, moral, and legal influence, providing guidance for 
how people should treat one another and what we can reasonably expect 
from our political system. As such, questions about whether privacy has 
intrinsic value might be more useful if transformed into questions such as 
“Are there good reasons to include privacy as one of the things that we 
choose to treat as a fundamental value?” and “What happens if morally 
and legally we extend to privacy the status of a fundamental right?”
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The remainder of this chapter explores some of the constellation of 
values that philosophers have identified as being related to privacy. Some 
of these are values that privacy promotes and supports, while others are in 
tension with protecting privacy. This discussion is not exhaustive, but will 
emphasize particular areas of recent interest: (1) privacy and security, (2) 
privacy and transparency, (3) privacy and democratic society, (4) privacy 
rights, (5) privacy and the self, and (6) privacy and commodification. 

Privacy and Security 

Privacy has a close relationship to security. Privacy supports certain types 
of security, thereby protecting against harms such as identity theft and 
voyeurism. We limit access to some personal information, such as social 
security numbers or credit card numbers, to protect people from identity 
theft. Facial recognition software surveys thousands of faces at airports, 
an invasion of privacy that some say will make air travel more secure 
(Gentilo & Santana, 2023). Privacy protections can also prevent public 
embarrassment that leaves a person feeling exposed. 

At the same time, privacy can enable harm when it is used as a shelter to 
hide harmful behavior. As DeCew explains, “privacy appears to be some-
thing we value to provide a sphere within which we can be free from 
interference by others, and yet it also appears to function negatively, as 
the cloak under which one can hide domination, degradation, or phys-
ical harm to women and others” (2018). Many feminist scholars have 
documented various ways in which appealing to the value of privacy has 
provided legal protection for various types of gendered violence (Allen, 
2011). 

The notion of privacy also designates some aspects of life as being 
outside governmental control, exempt from certain kinds of interfer-
ence in domestic affairs. As a result, protections for privacy of personal 
dwellings and family relationships have historically been a source of 
support and protection for abusers. Privacy protects domestic life from 
unauthorized observation, but also plays a role in enabling domestic 
abuse (Allen, 2011). In fact, some feminist authors have argued that the 
private/public distinction is itself problematic, suggesting a rethinking 
of the distinction between public and private domains (for example, see 
Landes, 1998).
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Privacy and Transparency 

Transparency provides a balance to privacy, as it deals with the legit-
imate disclosure of certain types of information in certain contexts. 
Transparency is a tool against the misuse of privacy to hide problematic 
behavior, and it is often cited in cases where things such as reasoning, 
justification, bureaucratic processes, and decision-making should be avail-
able for review to interested parties or to the general public. For 
example, when decisions affect others, transparency about decision-
making processes gives some assurance of fair treatment in contexts such 
as the allocation of funds, selection of job candidates, or calculating a 
student’s grades. Transparency promotes trust. 

At the same time, transparency can be a double-edged sword. In 
a recent paper, C. Thi Nguyen (2022) argues that transparency can 
be deeply opposed to trust, especially when expertise is involved. The 
demands of public transparency are often aimed at reducing corrup-
tion. However, transparency can also require that experts “act within the 
range of public understanding.” Nguyen articulates a number of problems 
that can result from this requirement, including the pressure to articu-
late reasons in non-expert language which distorts the description of the 
actual reasoning process, the preference for metrics of evaluation that are 
simple and easy to understand over those that may be more accurate or 
that reflect a plurality of values, and the erosion of the implicit knowl-
edge that is characteristic of expertise. Nguyen views the tension between 
public transparency and expertise as ineliminable: “Transparency works to 
eliminate the non-explicit and the private. That is where corruption and 
bias live -- but also sensitivity, expertise, and intimacy. There is no getting 
around this tension” (Nguyen, 2022). Sometimes this cost will be worth 
paying, but it is good to know what exactly one is trading when pursuing 
transparency, especially when experts are expected to provide justification 
that is accessible to the general public. 

Privacy and Democratic Society 

Many discussions of privacy assume some version of liberalism, a theory  
that takes the preservation of individual freedom and individual rights as 
fundamental in political and social theorizing (Bell, 2014). The term “lib-
eral” traces its origins back to “liber,” a Latin adjective that means “free.” 
It is also the word from which the English term “liberty” is derived.
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Roughly, a liberalist perspective on privacy emphasizes the protection 
of privacy insofar as it promotes and protects individual liberties, while 
opposing privacy laws that interfere with individual liberty. Privacy is often 
taken to be essential in contributing to “the right to the enjoyment of 
opportunities for the living of a satisfying and fulfilling life” (Macleod, 
2018). 

Recently, Annabelle Lever (2012, 2015a, 2015b) has also developed 
a democratic justification for the protection of privacy, emphasizing the 
importance of some forms of privacy for democratic society. As she 
explains: 

The point of protecting privacy from a democratic perspective is not that 
privacy is some preeminent individual good because of its connection to 
human dignity, intimate and familial relationships or to property owner-
ship—as it would be from liberal perspectives. Privacy may or may not 
be justified on these grounds. The point, rather, is that protection for 
anonymity, confidentiality, seclusion, and intimacy—to name a few char-
acteristics of privacy—helps to foster the freedom and equality necessary 
for democratic politics by structuring and limiting competition for power 
in ways that enable people to see and treat each other as equal despite 
incompatible beliefs, interests, and identities. 

Lever argues that some forms of privacy are required for democratic 
governments to function. On the one hand, voter privacy allows individ-
uals to vote according to their conscience, without fear of repercussions. 
Without voter privacy, things such as voter intimidation or retaliation can 
exert significant sway over voters, thereby threatening democratic elec-
tions. On the other hand, making legislative voting records of elected 
officials public contributes to their accountability as representatives of 
their constituents. 

The distinction between Lever’s democratic defense of privacy and 
justifications for privacy rooted in liberalism is not entirely clear. To the 
extent that the justification for democratic government is based on liberal 
ideals such as the value of self-governance, the role of consent in legiti-
mating governmental authority, and the protection of unalienable rights, 
a democratic justification for protecting privacy might itself rely on liberal 
arguments that give support for valuing democratic governance. Even so, 
Lever’s analysis provides a helpful detail of many of the specific ways in 
which democracy and privacy are intertwined.
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Privacy Rights 

While we have already discussed the development of the concept of 
privacy as a fundamental right, the notion of privacy rights is also 
important in normative explorations of privacy. Rights come with both 
entitlements and obligations. For instance, if a person has a right to 
privacy, then they are entitled to privacy of some sort, and others are 
obligated not to violate their privacy. Legal privacy rights create enti-
tlements and obligations that are codified and protected by law, as are 
the legal consequences of being caught violating these rights. Funda-
mental or natural rights are entitlements and obligations that apply to all 
human beings and there is a moral obligation to protect them. Ideally, 
a legal system will recognize and protect fundamental human rights, 
although the existence of those rights does not rely on such recogni-
tion or protection. An appeal to fundamental human rights can provide 
arguments for changing the law to bring it into alignment with moral 
imperatives. 

A robust notion of privacy as a fundamental human right plays another 
important role in moral thinking about privacy. Privacy protections that 
focus on preventing possible harm, such as those discussed in the section 
on privacy and security, treat privacy as instrumental to other goals, such 
as security or general well-being. These approaches are consequentialist, 
in the sense that they emphasize the consequences of protecting or not 
protecting privacy. Privacy should be protected when its protection leads 
to a good outcome; privacy should not be protected when its protection 
leads to a bad outcome. If privacy is a fundamental human right, however, 
then it should be protected independently of any further harm that might 
result. 

It is sometimes said that surveillance is not a problem if one has 
nothing to hide, or that privacy is unnecessary in the absence of personal 
guilt. If privacy is a fundamental right, then it is important to protect 
privacy for its own sake, even if one has nothing to hide. Perhaps privacy 
is important not just because of its role in avoiding negative consequences 
such as financial loss or public embarrassment, but perhaps it is also 
important because it is somehow fundamental to human dignity. The next 
section explores this possibility, considering how privacy might occupy a 
special role in the development and ongoing construction of the self, as 
well as in our ability to develop intimacy with others.
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Privacy and the Self 

In a now-classic essay, Jeffrey Reiman (1976) emphasizes the role of 
privacy in fully developed personhood, arguing that privacy is “a social 
ritual by means of which an individual’s moral title to his existence is 
conferred.” Reiman’s analysis places privacy among the basic rights and 
obligations that are essential to recognizing and interacting with someone 
as a co-person, rather than as an object or as a less autonomous being. 
According to this view, there are certain fundamental abilities and expec-
tations that are morally basic to full personhood. Reiman claims that the 
right to privacy “is the right to the existence of a social practice which 
makes it possible for me to think of this existence as mine. This means 
that it is the right to conditions necessary for me to think of myself as the 
kind of entity for whom it would be meaningful and important to claim 
personal and property rights.” Viewing oneself as entitled to certain kinds 
of privacy requires viewing oneself as a subject capable of making deci-
sions about one’s own experiences and how those experiences are shared 
with others. Privacy is an expression of autonomy, and the absence of any 
control over one’s own privacy threatens the conception of oneself as an 
individual self at all. 

Furthermore, just as the ability to conceptualize certain aspects of 
experience as one’s own is an expression of autonomy, so too is the ability 
to decide which aspects of one’s experience one wishes to share with 
others or to hide from others. The ability to control privacy is central 
to the cultivation of intimacy insofar as intimacy is fostered in part by 
the willing disclosure of private details about oneself. Close friends and 
family often have access to various aspects of each other’s lives that indi-
cate varying levels of intimacy in those relationships, and the decision to 
share personal details with someone is an important way of building trust. 
Sometimes trust also motivates the protection of privacy. Preserving the 
privacy of a loved one can be an expression of care and respect, such as 
the respect shown by allowing a person to disclose personal details if and 
when they wish. A loss of privacy can undermine a person’s ability to 
regulate their own interactions with others, and a sustained inability to 
have any say in what remains private in one’s own life signals that one’s 
life is not, in fact, much of one’s own. It is for this reason that the loss of 
control over one’s own privacy can be experienced as a significant personal 
violation, as evidenced by the experience of exposure and helplessness that 
sometimes results from invasions of privacy.
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Reiman’s analysis has also played an important role in many analyses of 
privacy. For instance, Lever (2012) considers a sense of privacy that is tied 
to our sense of ourselves as moral agents. Her argument is worth quoting 
at length: 

Just as our willingness to grant privacy to others can reflect respect and 
trust—and be valued and desired for that reason—our willingness to act 
anonymously, confidentially, or discreetly can reflect a mature and consid-
ered decision to avoid burdening others with our problems, or to avoid 
forcing them to confront features of the world with which they may 
be unwilling or unable to cope…This is partly because our interests in 
privacy are not purely instrumental but seem sometimes to be ways of 
affirming, even constituting, ourselves as people to be trusted, respected, 
and deserving of liberty, equality, and happiness. Indeed, while privacy 
can be necessary to our security and be desired for that reason, people 
are sometimes willing to risk their lives and health in order to maintain 
anonymity, seclusion, and confidentiality. 

By recognizing privacy as a way of “affirming, and even constituting, 
ourselves,” Lever is highlighting the relevance of privacy to the devel-
opment and management of certain types of character. Privacy might be 
preserved out of respect for another person, but it also might be moti-
vated by the desire to be a trustworthy, discreet, and reliable person. 
Being motivated by genuine respect for others and being motivated by the 
desire to develop one’s own character in certain ways are often mutually 
reinforcing goals. 

Similarly, Iris Marion Young (2004) notes that “ An important aspect 
of the value of privacy is the ability to have a dwelling space of one’s 
own…in which one lives among the things that help support the narrative 
of one’s life.” Young’s observation is particularly relevant for views about 
personal identity that suggest that persons are narrative selves, authors of 
their own stories, and interpreters of experiences and their significance 
(Rea, 2022). Without a (literal or metaphorical) place of one’s own, it 
is difficult to play a significant role in determining the trajectory and 
meaning of one’s own life. 

Anita Allen (2011) likewise emphasizes the importance of privacy to 
the self, although her view goes further than Reiman’s insofar as she 
argues that some types of privacy are so fundamental to the self that a 
person should not be permitted to give away privacy rights in certain 
contexts, even if they willingly consent to do so. One concern is aimed at
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preserving “the experience of privacy and the habits of respect for privacy 
it constitutes.” Another concern is that giving away some privacy rights 
results in harms that are worse than the paternalism she is suggesting. Her 
suggestions are tentative but striking in a context where privacy protec-
tion is often intertwined with the value of personal autonomy. As she puts 
it, “If people are completely morally and legally free to pick and choose 
the privacy they will experience, such as deferential civility, appropriate-
ness and limited data flow, they are potentially deprived of highly valued 
states that promote their vital interests, and those of fellow human beings 
with whom they associate. We need to restrain choice—if not by law, 
then somehow” (2011). If she is correct, then some privacy rights are 
inviolable, resistant even to a person’s own desire to relinquish them. 

Privacy and Commodification 

A final area of focus concerns the ways in which privacy has been increas-
ingly commodified. Privacy can be traded for access to goods and services, 
some of which are essential to participating in the modern world. We 
let our internet browsers track our search history in exchange for access 
to the internet. Our phones can now broadcast our location at any 
given moment, enabling friends to find each other quickly and targeted 
messages to be sent when close to a restaurant or event. Sometimes we 
are informed about the surveillance of our lives, but often the language 
with which we indicate consent is buried in the fine print and it is easier 
to simply click “I Agree” than to read through all the details. Anglim 
et al. (2015) refer to this as a paradox of privacy: “On the one hand, we 
benefit from the easy exchange of personal information through digital 
communications. On the other, we give up some degree of control over 
what happens to that information. Is that an appropriate trade off? Is it 
worth it?” 

A further complication is that it is not always apparent what, exactly, 
is being traded. Privacy that can be bought and sold is another way of 
turning ourselves into commodities, along with our time, attention, and 
labor. Privacy can be viewed as a type of capital which can be used to 
purchase goods and services. For instance, “free” access to social media is 
in fact “purchased” in part by the disclosure of information that can be 
turned into a profit by selling it to advertisers. 

Patricia Williams (1991) highlights this dimension of privacy, consid-
ering “the degree to which it might be that public and private are
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economic notions, i.e., that the right to privacy might be a function of 
wealth.” As with other forms of capital, the amount of control one has 
over privacy now often depends on the money one is able to spend. A 
particularly high-profile example of the ability to buy privacy occurred 
in 2013 when Mark Zuckerberg famously purchased four homes that 
surrounded his own home in Palo Alto, CA. The purchases were report-
edly in response to the fact that “a developer wanted to purchase one of 
his neighbor’s homes and use the fact that Zuckerberg lived close by as a 
marketing tactic” (Shontell, 2013). Zuckerberg’s privacy had a price tag 
of around $30 million. Perhaps it is for good reason that Williams refers 
to privacy as a “bargained freedom.” 

The increased commodification of privacy raises concerns about equal 
access to privacy, as social and economic disparities result in significant 
disparities in privacy protections. When privacy is the commodity being 
bought and sold, there is concern about a significant incongruity between 
those who have the resources to protect their privacy and those who do 
not. This disparity exists in terms of both wealth and education, as both 
provide increased access to the means for protecting one’s own privacy. 

Looking Ahead at Future Challenges 

Technological development will almost certainly continue to drive 
conceptual and moral thinking in the future. This chapter concludes by 
briefly considering a current area of emerging concern: developing robust 
moral and legal guidelines for privacy protections in response to the possi-
bilities of big data and AI generated content. While individual action is 
still meaningful, a person’s privacy is increasingly affected by decisions at 
levels far beyond their individual control. Furthermore, even if individ-
uals want to protect their own privacy, the barriers can be overwhelming. 
Simply becoming aware of the various ways in which privacy may be 
breached can require a significant investment of time into understanding 
technologies such as social media, smartphones, facial recognition, AI, 
and more. The challenge of protecting one’s own privacy grows as the 
knowledge and time investment required to even understand possible 
threats to privacy become prohibitively large for a person who does not 
have specialized knowledge in the field. 

Furthermore, knowledge does not always lead to the ability to take 
meaningful action to protect privacy. Almost three decades ago, Priscilla 
Regan (1995) noted that “Privacy is rapidly becoming a collective value
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in that technology and market forces are making it hard for any one 
person to have privacy without all persons having a similar minimum level 
of privacy.” Achieving meaningful privacy protection requires collective 
action, cooperation from large corporations, and government regulation, 
given the large scale of influence necessary for effective change. 

Regan’s observation rings all the more true in our world of increasing 
technological interdependence. The responsibility to protect privacy will 
increasingly be unable to be borne by the individual, and those concerned 
with protecting privacy must insist that privacy be protected within the 
various systems and structures that affect our lives. 
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CHAPTER 3  

What’s So Special About Private Parts? How 
Anthropology Questions the Public–Private 

Dichotomy 

Simon Hawkins 

Introduction 

In so much of the conversation about privacy, people take the value 
and nature of privacy for granted. Of course, everyone wants privacy. 
Of course, privacy is fundamental to a well-functioning and just society. 
Indeed, the meaning of privacy appears so obvious that there often seems 
little need to define it. It is a simple term that we all use and under-
stand. And yet, as is often the case with self-evident terms, the concept 
is trickier than it appears. The general definitions do not hold up terribly 
well. The standard dictionary definitions tend to emphasize being alone, 
being free from observation, or keeping personal information confiden-
tial. That sounds reasonable on its face, but upon reflection, there are far 
too many exceptions. One can certainly carve out a private moment even 
in a crowded or observed setting. Defining privacy in terms of personal
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information is still less useful, as it rests on a tautology. What constitutes 
personal information is that which we desire to keep private. Further 
complicating any definition is the fact that conceptions of privacy vary 
enormously from group to group, person to person, or even setting to 
setting. 

The point here is not to undermine the idea of privacy so much as 
to demonstrate that the concept exists within social contexts rather than 
on an objective scale. Privacy is a shifting—not fixed—attribute. Under 
the right conditions, the public metamorphoses into the private and the 
private translates into the public. Beyond this, our very experience of 
privacy is itself cultural, and as such, privacy inhabits the socio-economic 
structure of our society. While some of the chapters in this book celebrate 
the liberatory power of privacy, privacy can also play a role in the oppres-
sion of marginalized groups. The anthropological examinations of privacy 
draw on the experiences of various groups of people in other times and 
places to question assumptions about the presumed nature, value, and 
ubiquity of privacy. 

Public/Private Dichotomies of the Human Body 

The starting point for this discussion must be the lack of any inherent 
quality of privateness found in any act or object. To lead with the cliched 
example, in the contemporary US, one’s body is a symbol of privacy. 
To intrude upon someone when they were clad only in their underwear 
would be a gross violation of their privacy, yet at beaches and pools that 
standard disappears. One can go further, and discuss World Naked Bike 
Ride Day, in which hundreds of naked cyclists ride en masse through the 
streets of major cities like London (Fig. 3.1).

Here, the private transmutes into the public. The body is not inher-
ently private, but the social and individual contexts make it so…except 
when they make it more public. Even this simplifies the issue, because it 
assumes that with regard to privacy, all bodies are the same. In reality, age, 
sex, race, size, and other factors all play a role in society’s view of whether 
a body should be made public or kept private. One could go further still 
along the contemporary scale of privacy and discuss bodily elimination. So 
privatized are urination and defecation that modern houses have specific, 
lockable rooms for these activities, yet here too, this standard can be
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Fig. 3.1 “World Naked Bike Ride” Protestors Piccadilly Circus, London 
Athanasios Papadopoulos, Photographer Courtesy of Alamy

flipped. Long troughs for men’s urination exist in a variety of large insti-
tutions and military barracks at various times have had communal toilets 
grouped together without any partitions (Hartzer et al., 2014). 

To demonstrate that privacy is not an inherent objective quality is not 
to question its importance or power, but to begin to explore how societies 
create and use the idea of privacy. The fact that privacy is so malleable is 
part of its power. It can be a force of liberation and a force of oppres-
sion. To understand these dynamics, it is necessary to understand how 
the concept operates, or rather, how the private and public function. 
Privacy does not exist by itself; it is always in a comparative dichotomy 
with the concept of public. We use this distinction to categorize informa-
tion, activities, and space itself. We cannot discuss privacy by itself, as the 
very nature of what is considered private depends upon a contrast with 
what is deemed public. 

Beyond this malleable nature of privacy within a society, the under-
lying principles that guide the distinction between private and public are 
culturally determined. Even a superficial experience with cultures different
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from one’s own yields different perspectives on privacy. Travel guides 
thrive on discussing these different expectations. Visitors are told that 
the French don’t like questions about their lives (Thyebaut, 2018), that 
taking photos of women in Jordan is an invasion of privacy (Rough 
Guide), and that Americans “appreciate their privacy, especially when it 
comes to matters of money” (Penn State Harrisburg) and “can be very 
protective of their privacy and safety” (immihelp). But while this rela-
tivization is important, its explanatory power is limited. To simply say 
that the sense of privacy is determined by culture is to put it into a black 
box and avoids looking at the specific history of privacy within a commu-
nity, the socio-economic forces that played a role in its development, and 
its intersection with other ideological dichotomies in the community. 

Public/Private Dichotomies of Spaces 

For example, the current particular character of the distinction between 
(private) home and (public) work in the US depends on the move from 
an agrarian society in which production was part of the home and both 
men and women were regarded as instrumental to economic produc-
tion, to the physical separation of homes from wage earning workplaces 
and the association of men with work and women with home. This 
shift is itself linked to the rise of the suburbs and the creation of the 
home as a female space, a sanctuary of nature and serenity protected and 
buffered by a garden and a white picket fence. The workplace, by contrast, 
becomes masculine space, a constructed realm of rationality and competi-
tion. Clearly the conceptions of privacy stack with conceptions of gender, 
both of which are part of structural economic changes. Unsurprisingly, 
changes to understandings of gender roles have affected perceptions of 
privacy. The feminist slogan that “the personal is political” is based on 
the idea of making what had been considered private a subject of public 
debate. Domestic abuse had long been ignored because it was consid-
ered private, but increasing public outcry shifted that perspective (Kelly, 
2003). 

What these political struggles also illustrate is that while definitions 
of private versus public are socially determined, they are not universal 
within a society. Certainly, there is individual variation, but more impor-
tantly for social change, distinct groups within a society have different 
perspectives, which are in turn linked to their position within that society. 
The broad definitions of privacy support certain communities and hurt
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others. The suburban American dream of the house with a white picket 
fence is not just connected to gender, but also to class and race. The 
rise of the suburbs in the US was closely linked to the white flight of 
middle-class residents fleeing the cities (Jackson, 1987). The sanctuary 
and refuge of the suburban home was white and middle class, presuming 
the economic resources for a stay-at-home mother. We may experience 
private and public realms viscerally, but those emotions are rooted in the 
structures of our society. 

Public/Private Dichotomies of Information 

At the risk of over simplifying, in the US, the distinction between public 
and private is based on the individual. The connection is so self-evident 
that the linkage appears inevitable, even natural. As this chapter will go 
on to illustrate, this naturalness is an illusion. Societies can create sepa-
rate realms of private and public that focus on units other than the 
individual. If that is the case, then one must ask what drives the US prior-
itization of the individual in privacy. It was not ever thus. One of the 
most cherished private acts, the individual’s right to cast a secret ballot, 
is of recent origin. Early attempts to move toward privacy in voting were 
condemned by an old guard who proclaimed that they would “make any 
nation a nation of scoundrels” (Lepore, 2012, p. 247). Not coinciden-
tally the move to secret ballots grew in the mid-nineteenth century as 
the population expanded and industrial and economic development leapt 
forward. The values of the emerging populist democracy matched those 
of the emerging economy, privileging the sanctity of individual choice 
free from community interference. The free market depends on indi-
vidual autonomy and selection as much as broad-based democracy does. 
One cannot separate US prioritization of free individual choice from the 
economic or political system. The specific forms that privacy takes are 
certainly cultural, but not random or arbitrary. They are connected to 
larger ideological and material forces.
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Public/Private Dichotomies 

Provide Meaning to Symbolic Acts 

Because the categories of private and public are flexible, they can be 
a powerful tool for constructing and defining relationships or giving 
weight to a symbolic act. To return to the example of bodily elimina-
tion, grouping toilets together without dividers in a military barracks 
is not merely about efficiency. By making that most private act (in the 
contemporary US) shared with others, it breaks down the boundaries 
with those others. As much as the private act becomes public, so too 
does the public group of individuals become private. It creates a bond 
among them. As to the other example, the symbolic power of World 
Naked Bike Ride Day stemmed directly from the shock of exposing the 
private body in the public space. The ideological and political focus of 
the event was on reducing the reliance on fossil fuels, not something that 
is inherently linked to public nudity. The disruptive power of the mass 
violation of social privacy norms becomes linked to the massive changes 
needed for environmental protection. As with the previous example, this 
group activity becomes simultaneously public and private. Because it is 
a large group of people doing something together (and in this case, on 
public streets) it is public. However, for those viewing this from afar, it is 
still the inappropriate display of the private in a public setting. This ability 
for an act to be definable as both public and private is an underlying 
component of the dichotomy. 

Private/Public Dichotomies: 

An Example from Egypt 

In trying to understand privacy, however, one must examine the idea 
in other cultures. Because any individual’s experience of privacy is quite 
visceral, it is easy to presume that it is natural and inherent. Looking 
at other cultural practices can shatter that sense of universality. It can 
also provide examples that better help individuals understand their own 
experiences through the various contrasts and similarities they find when 
engaging with the practices of people of different places and times. While 
it can be tempting to hop from one exotic example to another, any 
attempt to understand the structures of privacy must be rooted in their 
specific contexts. The parts can only be understood in relation to other 
parts.
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The extended example below is taken from Farha Ghannam’s (2002, 
2013) ongoing research in a working-class neighborhood in Cairo, al-
Zawiya al-Hamra. Its center is a series of large apartment blocks built in 
the late twentieth century as part of a modernization scheme by then 
President Anwar Sadat. The negotiation over private and public space 
and its shifting definition has been an ongoing theme for residents as 
they adapted to their new surroundings. Figure 3.2 shows an apartment 
complex in Cairo parallel to the one et al.-Zawiya.

On the face of it, life in al-Zawiya has a clear and strongly enforced 
distinction between private and public and this pattern would seem to 
match patterns in the US. Apartments are private and the streets are 
public, with that private domestic space coded as female and the streets 
and institutions beyond coded as male. There are even explicit markers of 
this status. Women must wear hijab, covering their hair, when they go out 
into those public spaces and must behave in a very constrained fashion. 
In the domestic spaces, however, there is far more freedom of behavior 
and clothing. 

And yet, on a closer look, this firm binary distinction becomes shifting 
and unstable, defying easy expectations. The family unit drives the cate-
gorization of space and the activities housed there. All the members 
of a family (mothers, fathers, brothers, sisters, aunts, uncles, cousins) 
are judged by the actions of any member, giving all family members 
both a license and obligation to intervene and participate in the lives 
of other family members. This intrusion includes economic resources 
(money and labor), social resources (matchmaking, conflict resolution, 
networking), and moral resources (correcting poor behavior and extolling 
good behavior). It is effectively impossible for any given individual, male 
or female, to get married and become a functioning adult member of 
society without the active support of all their family. While individual 
actions matter a great deal, any individual will always be judged, for better 
or worse, by the reputation of their family in addition to their own actions 
and every individual will require the aid of their family. 

This strong focus on family plays out in constructions of privacy, or 
more specifically, who is or is not included in private space and what are 
the boundaries between public and private realms. The domesticity of the 
home is the most private space, and yet to a US eye, there is extremely 
little privacy. Children of all ages may enter their parents’ bedroom 
without knocking, unless of course, they are already there, as children 
typically sleep with their parents. The front door to the apartment is
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Fig. 3.2 Apartment block, Cairo, Egypt Petr Svarc, Photographer Courtesy of 
Alamy
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generally kept open, as to close it is an aggressively rude act to one’s 
neighbors. When relations are good, it is common for neighbors to casu-
ally walk into the main room of each other’s apartments unannounced. 
Indeed, with the constant possibility of visitors, whether next-door neigh-
bors or more removed guests, women and men may observe the modest 
standards of dress when in their own main room. 

To describe the home as inherently private clearly does not work, as it 
takes on both public and private qualities. This is not merely a question 
about the nature of space, but the relations of people. The realm of the 
private includes family and the realm of family has flexibility itself and can 
include close community members. If privacy centers around the indi-
vidual in the US, in this community, the family is at the center. Anyone 
who must spend an extended period by themselves is to be pitied, and 
both men and women live with their parents until they move into a home 
with their spouse. The family is not simply an economic unit, but also an 
emotional one, and that status is woven into the standards of privacy in 
the home. 

If the category of the home as private space is more complicated than 
it might first appear, so too is the category of the street as a public 
space. Buildings orient toward a central square, an open space that would 
seem to be the epitome of public, and yet the social norms regarding it 
and the immediately adjacent streets are more nuanced. Society gener-
ally frowns upon married women working outside the home, but many 
women may set up small stalls in these exterior spaces, selling small dry 
goods, prepared foods, and candies (Fig. 3.3).

The rules of decorum for young women in public are quite strict, 
with modesty always demanded. But at the wedding celebrations held 
in these courtyards (there is no other space large enough to accommo-
date these big events), the norms are quite different. Young women must 
display their beauty in their clothing, makeup, and dancing. This seem-
ingly public space can lose its association with masculine formal restraint. 
Because long work hours and commuting times to work keep men out of 
the home for long stretches, women interact with the local public insti-
tutions, such as the school and the police. The use of the central square 
for a wedding, particularly getting the electricity needed for all the lights, 
generally violates the formal regulations, and it is the women who build 
the relations with the local authorities and provide the small bribes to get 
them to look the other way. The police are a quintessential public mascu-
line institution, but the relationships with individuals who are responsible
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Fig. 3.3 Scarfed woman selling sweets at the edge of the street, Egypt, Maadi, 
Cairo Blickwinkel, Photographer Courtesy of Alamy

for specific decisions could be seen as more private. Categorization is not 
merely unclear, it is shifting. 

In short, just as the seemingly private nature of the home is much 
more complicated, so too is the public nature of the street. The flips 
and ambiguities are not arbitrary but stem from underlying social and 
economic structures. The central square simultaneously exists as a public 
space or an extension of the familial private space. A wedding celebra-
tion is a family event, regardless of its location, and therefore at least 
semi-private. The community itself takes on a nebulous quality. In this 
tightly packed urban environment where residents may have originally 
come from different neighborhoods, no one trusts all their neighbors, but 
at the same time, it is a community and is distinct from the more alien 
world beyond the boundaries of the neighborhood. Community can take 
on aspects of family, in which members support each other. This respon-
sibility is most apparent in the norms for dealing with domestic conflicts.
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If a community member hears a fight or a similar disturbance in a neigh-
bor’s home, they should intervene. Not only is intervention encouraged, 
but lack of getting involved is censured. A family will roundly condemn an 
individual who hears them fighting but does nothing. People are expected 
to be in each other’s affairs. 

If the descriptions above show how the categorization of private and 
public can flip depending on context, the distinctions between public and 
private standards and behavior remain strong. While the specific nature of 
the distinctions and contexts may be different from western perspectives, 
the basic underlying structure is similar. It would be easy to assume then, 
that the emotional experiences and desires associated with the private and 
public would also be similar. 

Privacy Cross-Culturally: The Notion of Solitude 

In the US, there is a strong belief in the individual’s emotional need 
for privacy, that is, time spent alone. Indeed, it becomes hard to disen-
tangle concepts of “private” and “privacy.” In the working-class Cairene 
example, however, there is no such conflation. There is no cultural idea 
of time spent alone as desirable or positive. On the contrary, being alone 
is actively seen as unpleasant and even threatening. No one speaks of a 
desire to be alone and one who experiences it is to be pitied. This anxiety 
about solitude plays out in multiple forms in daily life, whether it be 
in organization of living space, or what is the appropriate and comfort-
able distance for standing next to someone. In my own research with 
salesmen at tourist oriented stalls in the medina of Tunis, the salesmen 
worked hard to understand the different perspectives on bodily separa-
tion among their customers (Hawkins, 2010). Their income depended 
on making customers feel comfortable, and they quickly learned that 
Americans preferred a much wider sphere of bodily separation than did 
Tunisians, with various European nationalities on a continuum between 
them. What could be seen as an act of general and polite friendliness in 
one culture could be seen as invasive and threatening in another. (Popular 
US culture branded those who violated these norms as “close talkers” and 
the internet is replete with guidance on how to deal them). 

Using generalizations about US culture and privacy is at least partially 
misleading, given the incredible diversity within the country. The point is 
not so much to typify US culture (or Arab culture, for that matter) as to 
illustrate again that while an individual’s emotional experiences may feel
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so deeply rooted as to be inherent in the experiences themselves, this sense 
is often misleading. As a discipline anthropology holds that what we take 
to be natural and universal may well not be, and this is certainly the case 
for a desire for privacy. An underlying goal of anthropology is to show 
how behaviors and patterns that may seem exotic or foreign can be expe-
rienced as “normal” and common sensical while contrastingly revealing 
how “natural” behaviors are contingent and constructed. The experience 
of needing privacy can feel so central and powerful that it seems as if 
it must be inherent, almost biological. When popular culture in the US 
recognizes different experiences of privacy, it attributes them to innate 
characteristics of the individual. Being an introvert or extrovert is part 
of one’s identity. Self-help books and personality quizzes present these 
as essential realities that vary from person to person in a quasi-genetic 
manner. Focusing on differences as arising within each individual obscures 
the role of larger socio-cultural forces that foster different relations to the 
experiences and expectations of privacy. 

Weaving Dichotomies Together 

Given an essentializing dichotomy that portrays cultural categories as 
natural, it is unsurprising that much of the critiques of the assumed 
nature of private and public came from feminist scholars who were ques-
tioning essentialized visions of gender (Gavison, 2017; Landes, 2003; 
Pateman, 1989). That the dichotomous pair of public and private mapped 
so neatly onto the matching pair of male and female is no coinci-
dence. Critics demonstrated the ideological nature of the construction 
of these categories and how they obscured understandings of cultural 
practices. Societal definitions of private and public affected how members 
of that society perceived activities within those areas. Because women 
were presumptively absent from public spaces, for example, the multiple 
instances of women who were present in these spaces were ignored or 
erased. To shift from Egypt to Lebanon, Joseph describes working-class 
women in Beirut forming complex visiting networks that established 
community norms, brokered access to social services and employment, 
and created a sense of community for men and women (1983). Such 
work would seem to be public, yet policy makers (and academics) have 
typically not seen them as such. The linked ideological pairs of gender 
and public/private supported each other, making them feel more natural.
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This sense of obviousness and ubiquity obscured the existence of individ-
uals and groups that did not “fit,” the so-called normal order. Erasing 
deviations from the norm masked the real complexity of these categories 
and behavioral patterns. 

If the categories of public and private are shifting and multifaceted, 
gender is famously equally complex, affected by multiple variables such 
as class, education, race, age, and the position of the body in space. 
Linking these pairs not only naturalizes them by drawing on seemingly 
inherent qualities, but linkage also homogenizes them, smoothing the 
complexity away. This means not only ignoring the presence of people 
in places where they theoretically should not be, but also activities that 
are not in keeping with the presumed nature of the sphere. The home is 
the epitome of the private space, separate from the world of work, and 
yet it is also a workplace for nannies and cleaning services. The division of 
private and public depends upon a timeless vision of society which ignores 
the specific history of contemporary practices. Hughes describes how an 
economic move in twentieth-century Jordan from subsistence agricul-
ture to wage labor pulled men out of the “household economics” while 
increasingly limiting women to a domestic sphere that was not connected 
to economic production (2021, p. 42). Prior to the shift, there was no 
meaningful distinction between home and work. However, after the shift, 
society viewed this new distinction as not only one of long standing, but 
as essentially traditional. 

Traditional/Modern Dichotomies 

The invocation of “tradition” in this instance is not incidental, as its 
binary relationship with “modernity” also maps onto the public/private, 
male/female dichotomies. Constructing the public realm as one of ratio-
nality, economic production, and efficiency links it to conceptions of 
modernity and masculinity. Conversely, the private world’s emphasis on 
emotions and nurturing with no regard for efficiency places it in opposi-
tion to modernity and in the realm of the feminine and traditional. As one 
starts clustering these spheres, the moral judgments of, and the presumed 
value systems within, them become more apparent. To label a sphere as 
private, feminine, and traditional is not an act of neutral description. It 
may be viewed positively or negatively, but it is always a moral evaluation. 
Thus, modernizing reform efforts place a particular emphasis on women, 
who are understood to be the most traditional, the most restricted to
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the private realm, and the most in need of reform. This focus is a main-
stay of western development projects (Abu-Lughod, 2002), but is in 
no way limited to them. Deeb describes Hizbullah activists in Lebanon 
who wanted to modernize Shi’ia Islam  and lead it away from tradition  
and ignorance. The activists placed particular importance on the role of 
women who were seen as the most traditional and the most backward, 
trapped in the private domestic world, “Especially for women, making 
piety visible has become an imperative, as public piety has become part of 
the normative model of morality” (Deeb, 2011, p. 36).  

In this instance, public piety explicitly required using “rationality to 
understand the authenticated meanings of religious texts and practices” 
(Deeb, 2011, p. 35). The moral valance of tradition can just as easily 
be flipped, however. As Hodgson pointed out, women often “figure as 
repositories of ‘tradition’ and ‘culture’ in nationalist rhetoric,” invoking 
conflicts over women’s clothing in Afghanistan and the complicated 
debates over hijab in the Muslim world more generally (2001, p. 9). The 
same nation, indeed, the same person may both laud and condemn tradi-
tion. For example, the anti-colonial resistance leader Habib Bourguiba 
championed hijab as a symbol of Tunisian national identity, but when he 
became the first president of an independent Tunisia, he spoke out against 
hijab as one of the fetters of traditional religion that retarded moderniza-
tion (Hawkins, 2011, p. 39). Viewed negatively, tradition and privacy can 
be an obstacle to progress, while viewed positively they preserve morals 
and purity. 

Hijab itself is a perfect example of how a cultural act can be either 
public or private, depending on the framing context. In its shielding of a 
woman from the public gaze, hijab can be seen as a form of privacy that 
the wearer takes with her into the world (Gilsenan, 1990). Conversely, as 
a symbol of religious observance worn when among non-intimates, the 
hijab can also function as a meaningful public act. Indeed, in 2004 the 
French parliament passed a law banning ostentatious religious symbols in 
public schools, with hijab as the chief focus. It would be misleading to 
argue about which is the correct interpretation, as there are no objec-
tive criteria inherent in any act or space that mark it as private or public. 
One might argue that the reading of something as private or public is 
in the eye of the beholder, and that groups in power will simply define 
practices according to their own interests. On its face this makes some 
sense, as western male analysts certainly did classify the wearing of hijab as 
removing women from the public sphere in accord with stereotypes about
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Muslim society (Gilsenan, 1990), and many would argue that the French 
government really was pushing to homogenize the Muslim population 
into French society. The shifting categorization of the hijab, however, was 
not simply made by outside observers. For differing female activists, both 
putting on hijab, or taking it off, were assertive public stances. Conversely, 
for hijab wearers, taking off the garment often marks a context as being 
private. 

These flips and shifts abound. The focus on rationality and efficiency of 
modernity marks it as public and yet modernizing reformers often critique 
traditional cultural practices as lacking privacy. It is common to condemn 
the lack of defined spaces for specific activities, such as sleeping, cooking, 
and bathing. The construction of a modern public redefines what is 
private, prioritizing the privacy of the individual and separating activities 
into discrete (in both senses) spaces (Foucault, 1977). The reforms shift 
the basic unit of privacy from the family to the individual. The construc-
tion of a modern public sphere requires the construction of modernized 
private spaces where traditional values and practices can continue. The 
distinction between private and public is not a new one and changes 
over time. In western culture, the ancient Greeks focused a great deal 
of thought on the distinction between private and public realms, and 
while certain classical theories seem familiar today—the emphasis on the 
public realm being masculine and rational—others are less so. Toilets, for 
example, were communal, with no sense of elimination being a particu-
larly private act. This is not simply to note again that diverse cultures have 
different understandings of private and public, although that is certainly 
true, but that these understandings point to larger structures of belief 
about the nature of society, the individual, and community and that the 
changing privacy standards reflect changes in those larger structures. A 
self-consciously modern focus on the distinction between private and 
public actively distinguishes itself from previous models. The “modern” 
Cairene apartments Ghannam describes were touted by the government 
as increasing physical and moral hygiene by creating separate areas for 
food preparation, sleeping, and washing, part of a long tradition of urban 
reformers throughout the world creating modern housing that would 
have proper privacy (2002, pp. 32–34). It is a standard strategy to demon-
strate the inadequacy of housing by listing the large number of people 
sleeping together in a room. 

The example of urban reform efforts also demonstrates how claims 
about privacy can be used to justify potentially oppressive practices. In
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the US, the push for more modern housing with proper privacy adopted 
the comparatively benign name Urban Renewal, but this practice was 
sometimes more accurately referred to as Slum Clearance (Vale, 2013). 
Eliminating the neighborhoods of substandard housing moved an unde-
sirable population of marginalized people out of downtown urban areas 
that were highly desirable to developers (Pattillo, 2010). Thousands of 
people were displaced, and communities broken apart, all in the name of 
helping the residents, bringing them into the “modern” world. Insisting 
on proper forms of privacy delegitimates all other models. Those living in 
such conditions are portrayed as not merely suffering, but as less civilized. 
If one does not follow the appropriate standards for privacy, one is back-
ward, traditional, not properly developed. This, in turn, is used to justify 
“reforming” them. 

Invoking Privacy to Define Relationships 

Heretofore the chapter has discussed privacy regarding spaces, events, and 
objects, but it is equally a categorizer of people and relationships. Who 
is included in the private realm and who is not? Certain relationships are 
socially structured, so that family are part of the private realm (although 
how family is defined may vary immensely) and strangers are not. Privacy 
is not limited to intimates, however. Because it is a sign of trust, aspects of 
it may appear in professional or therapeutic settings. Thus, a work conver-
sation might well be private, as might a therapy session. While the nature 
of these interactions would be importantly different—mutual sharing for 
friends, one-way sharing in therapeutic settings—they both are predi-
cated upon participants having a shared sense of trust. The sharing of 
private information indicates something about the nature of the relation-
ship and the attendant rights and responsibilities. Acquaintances do not 
share confidential information, but close friends do. 

Beginning to include private details does not simply mark the tran-
sition from one phase to another, so much as it accomplishes it, or at 
least attempts to. If the offered private information is warmly accepted, it 
marks a change in the relationship, but not all such offers are taken up. 
Someone who too readily provides personal information is condemned 
as an “over-sharer.” Hearing these private details that symbolize inti-
macy can be extremely uncomfortable, leading the surprised recipient to 
complain that that is too much information, or just “TMI.” If an offer
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of private personal information is successful, it must be met with reci-
procity, maybe not in the moment, but at some later point. The trust and 
accompanying vulnerability must be shared. The sharing, or not sharing, 
of the ability to control the dissemination of information constructs one 
as an independent individual in western society. Unlike an adult, a child 
has little privacy, and the process of becoming an adult requires claiming 
privacy, hence the social cliché of a teen’s insistence on privacy, with 
shut doors and sullen responses. It doesn’t merely mark the transition 
to existence as an independent subject in society, it is part of creating it. 

If the social intimacy of friendship requires reciprocal private sharing, 
it is because non-reciprocal sharing marks an imbalance of power and 
is found in formal therapeutic relationships, such as with a doctor or 
social worker. In these, the private information flows in one direction 
and is driven by the questions of the participant with power and socially 
recognized authority. While some of these relationships may be volun-
tary, the power imbalance can be formally coercive, as when state powers 
require engagement with a licensed medical/mental health professional. 
The unequal power distribution is so fundamental to the relationship 
that to move into a relationship of mutual friendship violates professional 
ethical standards. If a close friend must share details of their private life a 
therapist must not. Reciprocity would flatten the hierarchy. 

Separating worlds into neatly defined categories is an ideological 
action, asserting a purity that does not exist. It is not simply the case 
that there is some leakage between the categories of private and public, 
that there is some gray area around the edges, but that there is a constant 
flow between them and that any space that is categorized in one way can 
be flipped to be categorized in the opposite manner. That such discrep-
ancies and flow are ignored and unreported is not random. As Irvine and 
Gal discuss, erasure is a key tool in ideological construction (2000). That 
which does not fit the model is unseen, allowing the continued belief in 
the ideological structure. It is akin to a societal level confirmation bias, 
with observers at all levels ignoring examples that do not fit the model 
or explaining them away with a tortuous rationalization as to why those 
examples did not count. We believe in a steady, clear distinction between 
private and public that is inherent in contexts or activities themselves. 
If the idea that these deeply held and personal perceptions are not only 
contingent, but driven by ideological forces, is disturbing, still more so 
is the realization that these same forces can shift our categorizations and 
even our experiences.
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Labeling a context or behavior as private or public is not so much 
descriptive as making a claim about that behavior and context, linking 
it to larger social patterns accepted as private or public (or challenging 
those patterns). It is, as Gal puts it, “making an argument about and in 
the world” (2002, p. 79). If there is no inherent quality of private or 
public, then in using the terms we are constantly (re)establishing what 
they are and are not. As mutually constitutive concepts, establishing one 
defines the other in opposition. But the process goes farther than this. 
Any given thing that is defined as private or public can itself be subdi-
vided into private and public components. The classic house with a white 
picket fence is an icon of the private, but within that space, the front yard 
is public while the house itself is private. Within the house, the entrance 
hall is public, but the rest is private. Within the rest, the dining and living 
rooms are public, but the bedrooms are private. This pattern of self-
similar repetition, in which a distinction can separate a group into a set of 
sub-groups, and then any of those sub-groups can be divided in the same 
way, and then any of those can be divided, and so on is fractal recursivity, 
a pattern that Irvine and Gal (2000) present as a crucial building block 
of ideology. Specifically, Gal (2002) argues that this is central to under-
standing the use of the dichotomy of private and public. Because anything 
contains within it the possibility of being labeled as public or private, 
applying one label or the other points to the attributes that are held to 
be relevant in the moment. In theoretical terms, these are “indexical signs 
that are always relative” (Gal, 2002, p. 80). That is, they point to a partic-
ular attribute, highlighting it as the relevant component in that instance, 
rather than some other attribute or component. Privacy or publicness only 
ever exists in comparison to something else. Relative to the house, the 
yard is public. Relative to the street it is private. We all invoke the markers 
of privacy or publicness to indicate what aspects of a relationship or inter-
action are relevant in any given instance. An open-door policy in an office 
is a statement of public availability, but for discussion about certain topics, 
the door will be closed, marking a change in categorization. Indeed, one 
participant or another may ask “is this a closed-door meeting or open?” 
What frame is being invoked? 

The changing frames occur not only in individual instances, but also 
at the larger scale over time. Gal gives the example of women in East 
Central Europe before the end of the Cold War (2002). During that era 
women were grouped in the public realm of the communist state, which, 
when communism was rejected, could have discredited them. Reality,
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however, was more complicated. Within the socialist state itself, women 
were associated with “redistributive and social support aspects” which 
were comparatively more private than some state functions, allowing them 
to distance themselves from the state. Men, by contrast, were linked not 
to all the private realm, but to the “anti-politics” that was occurring 
within the private realm (the more public aspect). The existing ideological 
frames could be used to change categorizations over time. Importantly, 
because the dichotomies themselves remain constant even as the referents 
change, they can create an illusion of continuity even through large social 
changes. 

Paths Forward 

As noted above anthropology teaches us that not all cultures have a need 
for privacy. This extends further than simply saying that the desire for 
privacy is a cultural construct, as it implies that what is being desired (or 
not) in various cultures is the same thing, which is not true. Indeed, it 
is inadequate to state that diverse cultures have different standards for 
privacy. As this chapter has shown, the statement is true, but obscures the 
fact that within a culture anything can be categorized as private or public 
depending on the context. Focusing on the differences among cultures 
masks the differences within a culture. More importantly, these differences 
within a culture are not inconsistencies or slippages within an otherwise 
stable system, but rather, are the ideological underpinnings of the system 
itself. Assertions of privacy are always ideological and as such can well 
be liberatory, but also oppressive, hiding information that could chal-
lenge existing power structures. Information about an individual’s salary, 
for example has long been held in the US as a very private matter, but 
marginalized groups have challenged this stance, arguing that it allows 
organizations to pay individuals from those groups less than those from 
the dominant group. Reformers have pushed for regulations that would 
make this previously private information public, leveling the negotiating 
playing field. The concept of privacy is inextricably bound up with power, 
as it affects not just what information is available and circulated, but 
whose information. As the French theorist, Foucault (1977) noted, the 
institutional surveillance on the individual increases the farther that indi-
vidual differs from the established norms. Those on the margins, who 
encounter the police and social services the most, have far less control 
over their privacy than those comfortably in the center.
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The point about privacy is not simply that it is malleable and changing. 
Change does not just happen on its own, but change is the result of 
social forces. Privacy is not an independent quality that changes on its 
own; people modify it, shift it, and flip it. In this regard, privacy is no 
different from other aspects of culture, or indeed, culture itself. Cultures 
may superficially appear static, but a core component of anthropology is 
that all cultures are always changing and that the changes do not follow a 
straightforward or inevitable path. The changes to privacy do not follow 
a mechanistic or predetermined pattern but are emergent, resulting from 
complex interactions of internal and external forces, some the result of 
deliberate pushing from concerned groups (the shift away from seeing 
domestic violence as a private affair), some the unintended consequence 
of other changes (the presence of social media leading to more individ-
uals sharing previously private information in public settings). Privacy (or 
the lack thereof) is not an end in and of itself but is a tool for ordering 
and making sense of society and the world. While a society’s invocation of 
privacy is driven by values, there is not a specific correspondence between 
any value and privacy. One might argue that an emphasis on the value 
of individual freedom would link to privacy, but it can just as easily be 
flipped ideologically, so that for an individual to exercise their freedom, 
information must be publicly available. Rather, the forms that the distinc-
tions between private and public take are driven by the sets of values 
within a society. In working to change definitions of private and public, 
activists are addressing those underlying values. Likewise, changing the 
values changes the understandings and experiences of privacy. Because 
of this linkage, examining privacy in any given context is a particularly 
useful path for illuminating underlying values and for making comparisons 
among different societies or groups within societies. 
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PART II 

Technical Views of Privacy



CHAPTER 4  

Privacy in the Digital Age: Navigating 
the Risks and Benefits of Cybersecurity 

Measures 

Christopher Farnell, Philip Huff, and William Cox 

Introduction 

The discipline of cybersecurity is still in its infancy, which leads to different 
interpretations of common terminology and concepts. Before we can 
discuss privacy concerns in cybersecurity, one must define cybersecurity. 
Cybersecurity, in essence, is the protective actions taken to safeguard 
digital information and processes an organization deems necessary for 
its successful operations. In practice, cybersecurity professionals will use 
many techniques to reduce the risk of systems being compromised against 
all types of threats. Not only do cybersecurity practitioners need to protect 
against adversarial threats; but they also need to be concerned with natural 
disaster events. The range of threats and the sophistication of methods
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used to attack networks, called “attack vectors,” make this field change at 
an exponential rate. Merriam-Webster dictionary (2023) defines privacy 
as “the quality or state of being apart from company or observation.” In 
cyberspace, this state translates to being protected from observation over 
a digital connection. To refine further the definition of privacy relating to 
cybersecurity, privacy is keeping personal information safe from unautho-
rized disclosure, or someone’s network traffic protected from surveillance. 
Privacy concerns have become an essential element of cybersecurity due 
to the vast amount of information that has become available over the 
Internet. 

A person’s privacy is hard to preserve over the Internet for many 
reasons. The Internet does not have predefined boundaries like those 
which are present in the real world. If someone were to drive from 
the United States to Canada, they would go through a border entry 
point, which in turn, lets them know that they are leaving the laws and 
regulations of the United States and will now be under the laws of the 
Canadian government. In cyberspace, a user’s network traffic may start 
in one country but may go through many countries before ending at its 
destination. A computer programming tool called “traceroute” can be 
used to show how network traffic flows over the Internet. For example, 
if someone in central Arkansas were to traceroute to the University of 
Arkansas at Little Rock’s website from their home network, they could get 
an output that starts on their home network router and traverses through 
many Internet Service Provider (ISP) networks, then through the univer-
sity system’s network until it reaches the final location. Internet traffic 
does not take physical locations as a metric for data flow but deploys a 
variety of technologies like the speed of the network or the predefined 
path set by the telecommunication company. Furthermore, the website 
servers could be distributed around the world to reduce latency or to 
provide security from attacks. Every country has its ideas about its citi-
zens’ rights to privacy and as such an individual’s traffic may be collected 
if the data flows through a country that is considered a surveillance state. 

Another area of privacy concern is the preservation of Personally 
Identifiable Information (PII) collected by organizations. PII is any infor-
mation that can be used to ascertain who a person is and any data about 
that individual. (See more information in Chapter 4 on PII.) Before the 
boom of the Internet, PII was collected primarily at physical access points, 
for example, showing a passport to board an airplane. Now public and
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private entities have transitioned to a more online presence where appli-
cations, forms, and e-commerce can be accomplished. By doing this a 
person’s information may be collected and stored on servers that have 
access to the Internet. This action complexifies the safeguarding of this 
data. Data breaches are occurring relatively regularly and according to 
an article in the Healthcare Journal, the number of people affected by 
reported hacking events has risen in the healthcare field from 15.3 million 
between 2005 through 2014 to 145.7 million between 2015 and 2019 
(Seh et al., 2020). This trend does not seem to be slowing, especially 
as new technologies are connected to the Internet and requirements for 
personal information are still necessary. The need for cybersecurity is 
becoming more prevalent in the defense of privacy data. 

Brief Introduction to the Internet of Things (IoT) 

As embedded systems become more feature-rich and cost-effective their 
integration into household appliances, smart consumer devices, and 
even the nation’s critical infrastructure has become more prevalent. 
This increased integration provides users with unprecedented situational 
awareness but also creates a privacy concern that must be acknowl-
edged and mitigated. For instance, power utilities can now collect power 
quality data across large geographic regions in real-time which allows 
them to balance generation resources more effectively and mitigate 
potential outage events before they cause an interruption in service to 
their customers. Field devices such as Real-Time Automation Controllers 
(RTACs), Protection Relays, Solar Inverters, Battery Energy Storage 
Systems (BESSs), and Phasor Measurement Units (PMUs) with inte-
grated communication channels for monitoring and control are becoming 
more widespread. These devices transmit critical real-time information to 
grid operators which provides them with additional situational awareness 
as well as a means to resolve issues before they progress to a critical level. 
However, these devices also increase the overall attack surface and may be 
connected through insecure external networks. As such, the control layer 
that manages, monitors, and provides mitigations for these systems must 
be protected using state-of-the-art cybersecurity techniques. A bad actor 
could intercept this data and malform it to cause the service provider to 
take a non-optimal action. Bad actors, or companies, could also collect 
personal user data from connected smart devices or develop consumer 
patterns from internet-connected smart appliances such as thermostats,
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refrigerators, or fitness trackers. One noteworthy incident, as reported 
by Wired in January 2018, involved American bases and soldiers’ patrol 
patterns overseas being revealed due to military personnel’s usage of 
fitness trackers while jogging and patrolling the perimeter of the bases 
(Hsu, 2018). It is important for users to fully review the terms of service 
and understand what data is being collected and how it will be used, 
stored, and in some cases, sold to third parties to develop customer 
profiles for targeted advertisements. 

Overview of Common Attack Vectors 

In this section, we discuss three common cyber-attack vectors, as well 
as effective mitigations: Denial of Service (DoS), Man in the Middle 
(MitM), and Spoofing Attacks. 

A DoS attack can render a service unavailable either through a direct or 
indirect attack (see Fig. 4.1). It also refers to physical attacks on commu-
nication infrastructure, such as the cutting of wires or wireless jamming. 
DoS attacks typically send multiple requests in rapid succession to over-
load a server’s ability to respond to any other requests. More advanced 
DoS attacks are executed using BotNets which consist of many previ-
ously compromised computers. These attacks are typically characterized as 
Distributed Denial of Service (DDoS) attacks and require more advanced 
tactics and coordination to execute. Typical mitigation for this attack 
vector is to install software that identifies multiple rapid requests from 
a single computer or network of computers and blocks any future request 
for a specified time. 

Fig. 4.1 Denial-of-Service attack diagram 
(Image credits Iconfinder.com/Dmitry Mirolyubov, Maxicons, Z Studio, 
iStock.com/LeonidKos; Opal-RT Technologies; Stephan Green under CC BY-SA 
3.0 Deed)
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A MitM attack occurs when an external attacker is capable of inter-
cepting, modifying, suppressing, or replaying network packets undetected 
by tricking two communication nodes into believing they are still commu-
nicating normally (see Fig. 4.2). This attack can enable the collection of 
PII data from a system or allow a bad actor to show corrupted infor-
mation to operators and managers which would in turn make incorrect 
decisions based on the compromised data. A typical mitigation for this 
type of attack is to use up-to-date encryption and validation protocols. 
A Zero-Trust architecture is also an effective mitigation for this attack 
vector. Zero-Trust is a concept that involves taking additional measures 
to verify the authenticity of all devices and users on a network regardless 
of their physical location or privilege levels. 

A spoofing is an attack where an illegitimate actor pretends to be a 
legitimate actor (see Fig. 4.3). There are many methods of spoofing in the 
cybersecurity domain. A bad actor could spoof a webserver, WiFi Access 
Point, or even a signal from the Global Positioning System (GPS). The 
act of causing Global Navigation Satellite System (GNSS) receivers to lock 
onto simulated or replayed satellite signals instead of real ones, effectively 
causing the receiver to locate itself at the wrong position and/or time. 
This class of attack is a major threat to PMU and synchrophasor systems, 
which are heavily reliant on time synchronization. To mitigate this class 
of attack, a zero-trust architecture along with a Public Key Infrastructure 
(PKI) is recommended. PKI is a framework that uses a combination of 
public and private keys to encrypt and verify data transmitted between 
users and servers. Regular site surveys are also recommended to help 
ensure rogue equipment may be identified and removed.

Fig. 4.2 Man-in-the-Middle attack diagram 
(Image credits Iconfinder.com/Dmitry Mirolyubov, Maxicons, Z Studio, 
iStock.com/LeonidKos; Opal-RT Technologies; Stephan Green under CC BY-SA 
3.0 Deed) 
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Fig. 4.3 Spoofing attack diagram 
(Image credits Iconfinder.com/Dmitry Mirolyubov, Maxicons, Z Studio, 
iStock.com/LeonidKos; Opal-RT Technologies; Stephan Green under CC BY-SA 
3.0 Deed) 

The Dynamic Protections 

of Privacy in an Organization 

The only true way to protect privacy in cyberspace is to use dynamic 
protective measures that adapt to the current threat landscape. Dynamic 
protection is a process of continuously reviewing and changing an enti-
ty’s defensive controls. For an organization, this process can be through 
administrative or technical means. Organizations will need to build robust 
security plans that consider privacy. 

User consent management. User consent is an essential aspect of 
users’ privacy. User consent will need to adapt over time as the informa-
tion needs of the organization change along with the techniques attackers 
will use to subvert security measures. User consent should be in the 
form of a contract between the individual and the organization and be 
displayed in any location being monitored, be it physical or digital. By 
getting consent from all users, everyone understands their rights within 
an organization, which allows users to make a conscious decision on what 
activities they will partake in while on the organization’s network. 

Access management. Another protection mechanism an organization 
can take is to apply access management to data. Access management is 
a way to regulate the data users can access. The concept is to develop 
markings for information based on importance to the organization or 
pertinent privacy laws. Several types of access management control can 
be implemented on a variety of factors. One access control model uses a 
person’s role within an organization to approve or disapprove access to 
data. Another model may use predefined classification marking to control 
data like how the United States Federal Government assigns unclassified,
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confidential, and secret classification markings to information. The orga-
nization will need to determine which access control model suits their 
needs. 

Choosing the wrong access control model could have adverse effects 
on privacy. For instance, if an organization was protecting the social secu-
rity numbers of their customers, only employees with a need to access 
this information should be able to view relevant details but not be able to 
modify this data. The model for this example should use a person’s role 
or a set of predefined rules within the organization to determine the level 
of access. If a model that uses criticality of data was used, then people 
without a need to access that data may inadvertently have access rights. 

Both user consent and access management are holistic approaches to 
privacy protection. What if PII data is needed by others but specifics about 
a person’s identity need to be obfuscated? Think of medical research 
or census data. (See Chapter 10, “Healthcare Privacy in an Electronic 
Data Age” for a deeper dive on healthcare privacy.) Other people may 
need particular information like the age or location of an individual in 
a study, but they do not need the person’s name or the social security 
number associated with the data. Here, anonymity techniques protect 
an individual’s privacy but still allow the relevant data to be accessed by 
anyone. 

Anonymity in Cybersecurity 

In the cybersecurity discipline, three main tenets are sought: confiden-
tiality, availability, and integrity, known as the CIA model of cybersecurity. 
Privacy is a crucial aspect of trying to achieve the confidentiality of data. 
Maintaining confidentiality can be a daunting task that requires many 
techniques to ensure the privacy of data. One area of interest, anonymity, 
manipulates data in a way that obfuscates the identity of individuals but 
still allows others to view the applicable data. Keeping data private can be 
accomplished through a procedure known as k-anonymity. 

K-anonymity: The idea behind K-anonymity has been around since 
1986 when Tore Dalenius wrote a paper describing how to identify 
personal information from census data. The theory behind k-anonymity 
is that people’s personal information can be anonymized, which preserves 
privacy but still allows pertinent data to be shared for scientific studies. 
For example, if a survey for the cure of cancer was conducted by a
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major university, the data would undoubtedly contain personally identifi-
able information and cause privacy concerns for the subjects. K-anonymity 
allows for specific data to be shared while preserving the subject’s privacy. 

K-anonymity is accomplished by first categorizing information into 
three classes: non-identifier, identifier, or quasi-identifier (Samarati & 
Sweeney, 1998). Identifiable information is any data that would quickly 
ascertain a person’s identity in the data. Non-identifiers are data that 
have no relation to a particular person unless directly correlated with 
an individual. Lastly, quasi-identifiable information is an attribute that 
can be associated with multiple people but when used with other quasi-
identifiable information can eventually allow for the identification of an 
individual. Once the data is categorized, one can apply one of two 
methods to the data to anonymize the dataset. 

The first method is to generalize the data. This strategy can be done by 
looking through all the data in a particular column and finding common-
alities. If one category is age, the data can be grouped into five- or 
ten-year increments. The objective here would allow only pertinent infor-
mation to be shown while preserving key characteristics of the subject. 
The other method is to sanitize the information from the released data. 
There will be times when the data cannot be generalized or is not 
needed for a different study or research. In these situations, the data 
should not be included in the released dataset. Examples of this are the 
person’s name, street address, and even the person’s religion. This type 
of information can be used to identify a person relatively easily. 

The key feature behind k-anonymity is to have anonymity set to at least 
k-1, where k is a person’s identifiable data (Samarati & Sweeney, 1998). 
This constraint means that there should be two or more matching records 
in each column. Table 4.1 shows how information should be presented if 
the dataset is to be considered k-anonymized.

When looking at the table, one can see all the characteristics of k-
anonymity are applied. Each column is either sanitized with an asterisk or 
data is grouped. Each column has at least two rows with the same data to 
hide the identity of the person. K-anonymity is not impervious to attacks 
and should not be used for all datasets. 

One area in which k-anonymity fails is with small group studies or 
small datasets. When there is not a substantial amount of data in each 
column, obscuring the identity of a person becomes difficult when trying 
to preserve the crucial pieces of information for a particular study. For
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Table 4.1 An example of a k-anonymized dataset 

Name Age Sex Religion State Medication 

* 18–24 M * Arkansas Placebo 
* 30–34 M * California Anastrozole 
* 18–24 F * Arkansas Anastrozole 
* 30–34 F * Delaware Placebo 
* 35–39 M * Vermont Placebo 
* 30–34 M * Delaware Anastrozole 
* 35–39 F * Vermont Anastrozole 
* 30–34 F * California Anastrozole

example, if there are only ten subjects in a study then the commonali-
ties are reduced, which can hinder the generalization of data and thus 
not lessen the amount of releasable information. When datasets are small, 
other data science methods for preserving identity would need to be used 
in conjunction with k-anonymity. The reality is preserving 100% data loss 
or privacy is very difficult and with the advancement of technology and 
the amount of data accessible by the public, privacy will only become 
harder to preserve. 

Several techniques can be used to attack k-anonymity and must be 
understood to implement this privacy control. One method that can be 
used for re-identification is known as a linkage attack. This type of attack 
uses anonymized data along with a dataset that is known to the attacker. 
The attacker then looks for all overlapping information in the datasets 
and once enough overlap is found the identity of the individual can be 
ascertained. Now that structured and unstructured datasets are being sold 
and distributed regularly, this type of attack is becoming more and more 
effective. Furthermore, neural network models like OpenAI’s GPT-4 and 
Google’s BERT can expedite this process by taking available information 
and quickly isolating any common parameters. As artificial intelligence 
and publicly available information increase the protection of privacy will 
certainly decrease unless new measures are developed or defense in depth 
is followed.
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The Privacy Control Catalog 

in NIST 800-53, Revision 5 

One sure way to make sure an organization is using defense in depth is to 
follow a well-developed and reviewed standard. Before we dive into one 
of these standards, let’s discuss defense in depth. 

Defense in depth. Defense in depth is nothing more than adding layers 
to cybersecurity defense. The quintessential analogy for defense in depth 
is picturing a castle. If the castle is open and there are no protections like 
locked doors, curtain walls, a moat, or security guards, then the castle can 
be easily conquered by adversaries. Defense in depth is where the castle is 
built on top of a mountain and there is a moat and drawbridge, archers 
on the high walls. Each layer of security added aids in the overall defense 
of the castle or, in our case, network security and ultimately privacy. Now 
that defense in depth has been explained, we can use a standard to help 
guide in implementing defense in depth also known as layered defense. 

The National Institute of Standards and Technology (NIST) is an 
organization that develops standards for U.S. Federal Agencies. One 
such standard, NIST Special Publication 800-53 revision 5, published in 
2020, outlines how to implement security and privacy controls within 
an organization. This publication was developed for the U.S. Federal 
government but can be applied to any organization. NIST SP 800-53r5 
uses three categories of controls; administrative, technical, and physical, 
to guide privacy safeguards. Each category identifies how a control will 
be implemented. 

Administrative controls. An administrative control is nontechnical in 
nature. This type of control is typically developed by cybersecurity profes-
sionals and management within an organization. Policies, training, and 
other types of plans encompass much of this control category. Administra-
tive controls outline how an organization will operate and define the rules 
that employees must follow. This control category implements the proce-
dures used in defending personal information or other privacy concerns. 
Management is heavily involved in this category of controls, which in turn 
allows for the enforcement of policies and procedures. The enforcement 
of these controls is regarded as the most critical aspect of this category. 
If administrative controls are not enforced, then users may decide to not 
follow the policies or procedures which puts data at risk of compromise. 

Technical controls. Technical controls are applied to computer 
systems, networking equipment, or other information systems. As the
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name implies, these controls are developed to harden equipment or add 
boundary protection to the organization’s network. Technical controls 
are usually applied by skilled information technology professionals and 
overseen by cybersecurity practitioners. An administrative control would 
define the password policy of the organization, whereas technical control 
would apply the settings to the systems. Cybersecurity personnel would 
audit the control to verify that the control was implemented properly. 

Physical controls. A physical control is a category that protects 
employees and data in the real world. This category of controls imple-
ments security through tangible means. A lock on a door would be 
considered a physical control. Another physical control would be an access 
control system that only allows authorized people into a particular room 
or area of the building. Physical controls are usually implemented by many 
divisions of an organization but can still be monitored by the cyber-
security team. Cybersecurity personnel monitor these controls because 
physical access to equipment can easily subvert any of the other control 
categories and allow attackers the ability to execute malicious code locally 
on the computer systems. 

NIST SP 800-53r5 takes these three major categories and segments 
them into smaller areas, which allows the organization to focus on specific 
controls. If the key concern for the organization is privacy, the organiza-
tion can quickly scan the control catalog and individually select the areas 
that are labeled as identifiable information or privacy. This streamlines 
and allows for prioritization of the implementation of each control. All 
the control categories rely on each other to preserve privacy within an 
organization. 

The NIST control catalog is organized into twenty functional areas, 
where each group of controls is classified by requirements stemming 
from governmental requirements or organizational needs. Controls are 
developed to combat many attack vectors and as the landscape of attacks 
increases, NIST develops new controls and provides updates to SP 800-53 
on a consistent basis. Controls are placed in alphabetical order and labeled 
with the abbreviation of the control area with a corresponding number; 
AC-1 for the Access Control area’s first subsequent control. Furthermore, 
a description of the control is documented which streamlines the learning 
curve for the implementation of the control. Privacy-specific controls are 
easily located within the catalog due to NIST’s approach to documenting 
controls.
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PII Processing and Transparency, labeled as PT in the catalog, is one 
control group that is exclusively written for privacy. This control first 
outlines the need for the organization to create policies and procedures in 
relation to handling personal information, then aids the organization in 
finding and documenting the authority to process personal information. 
This control also outlines the need to allow only authorized personnel 
to access PII and explicitly restricts access to all others. Additionally, 
this control group has organizations detailing the purpose of collecting 
PII, getting consent from their users, and providing privacy statements 
when privacy is not provided on a system. This allows users some trans-
parency on their privacy within the organization and allows them to make 
their own informed privacy decisions. SP 800-53 has additional privacy-
related controls, which ultimately support the cybersecurity posture of the 
organization. 

Individual’s Privacy Relating to Cybersecurity (Three Ways to Protect 
Your Privacy) 

Organizations have resources to provide security to their customers and 
employees including protecting privacy. What about the average person? 
How do they protect their privacy using cybersecurity principles and tech-
niques? Using NIST standards may not be feasible for every person due to 
the lack of equipment, time, and effort gained from applying each control 
area. Privacy can be enhanced using cybersecurity best practices and using 
Free and Open-Source Software (FOSS). 

1. Use non-attributable networks. One technique that can be very 
effective is the use of non-attributable networks. These networks 
are developed to obscure network traffic with the purpose of evading 
monitoring. One such network, The Onion Router (TOR) network, 
uses encryption, proxy devices, and tunneling techniques to make 
the user’s network traffic ambiguous. One way to use TOR is to 
download and install the TOR web browser. When someone opens 
the TOR browser and surfs the Internet, the browser will set up 
an encrypted tunnel and pass traffic through multiple TOR relays. 
These relays are how an individual user’s traffic becomes anonymous 
and virtually untraceable back to the original sending device. Once 
the traffic has gone through the TOR relays it will pass through an 
exit node and send the traffic back to the public Internet. Using
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TOR will give some privacy on the Internet but as with anything in 
cyberspace, one method is not enough to give full anonymity. 

2. Use a privacy-specific Operating System (OS). Another way to 
add layers to privacy on the web is to use a privacy-specific oper-
ating system (OS) like the Debian Linux-based Tails OS. When 
one uses Apple’s MacOS or Microsoft’s Windows, network traffic 
and browsing history can become compromised thus lessening one’s 
privacy on the web. There are a few OSs that were developed with 
privacy as the primary purpose. Everything users do on an oper-
ating system leaves a trace on their hard drive. Digital Forensic 
tools can be used to look through each cluster on hard drives and 
find files that have previously been deleted from computers. This 
process stems from the fact that operating systems do not typically 
delete data. When one deletes a piece of data, the operating system 
just marks that is available to write on again. This is where privacy 
operating systems come in. These operating systems will run from 
a disk or USB drive and operate 100 percent in memory without 
writing anything to the actual hard drive. Once users reboot their 
computers, all traces of the operating system disappear. Only this 
process grants its users a much-needed layer of privacy protection, 
but the method must be used as prescribed by the vendor and 
proven best practices. 

3. Use social behaviors. The last cybersecurity defensive technique 
in this category is not technical in nature. If an individual uses 
an anonymizing network and privacy-related operating systems, she 
or he may also want to utilize social behaviors to preserve privacy. 
One tactic would be to have many online personas and not log into 
systems that are associated with user accounts. Think about it this 
way; a user goes through all the trouble to obfuscate traffic and 
make it untraceable but then they log into social media accounts. 
Game over, they just compromised their privacy by associating the 
login with the network traffic. Never do anything that would trace 
the traffic back to the originator. Create a few online personali-
ties. Users from the United Kingdom should deploy TOR and only 
surf traffic with a.com and not.uk domains. This results from the 
fact that.com is generic and can be attributed around the world 
whereas.uk domains are specific to the United Kingdom. More-
over, one should never use a typical web browser at the same time 
they are using the TOR browser. By doing this an individual’s



84 C. FARNELL ET AL.

traffic goes over the non-attributed network and can be traced back 
through the anonymizing network to the original sender by looking 
at the anonymized traffic. When it comes to preserving privacy in 
cyberspace, cybersecurity practices can aid in the overall achievement 
of confidentiality for the average person. 

Conclusions 

Cybersecurity and privacy in the digital age are closely coupled topics. As 
more advanced protections and protocols are developed to maintain the 
confidentiality and overall data security of users, bad actors are simultane-
ously finding new ways to circumvent or compromise these protections. 
Protecting user privacy is everyone’s responsibility. It is important for 
organizations charged with safeguarding PII to follow nationally recog-
nized best practices, such as those outlined in NIST SP 800-53r5, in order 
to protect their customers’ information. Individuals should also take an 
active role in managing the way companies and organizations collect, use, 
share, and sell their data by reviewing and understanding various terms 
and conditions presented to them. Additionally, users should adopt best 
practices to limit their exposure while navigating online, using IoT devices 
in their homes and offices, and sharing information with organizations. 
Researchers and organizations that have a need to share user data with 
affiliates and partners should investigate methods such as K-Anonymity 
and other methods to obfuscate personal information. Connected devices 
are becoming more prolific and companies will continue to collect, 
process, and utilize personal information for activities such as targeted 
advertisements and tailored user experiences. While these activities can 
help improve situational awareness and increase overall user experiences, 
users should take an active role in how their personal data is collected and 
used. 
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CHAPTER 5  

Data Governance, Privacy, and Ethics 

Karl D. Schubert and David Barrett 

Introduction 

With the ever-increasing focus on artificial intelligence, exponential 
growth of generated data from private, public, and government sources 
(IDC & Statista, 2023) and the increase in the number of data gener-
ating devices, such as smart devices, wearable devices, and the everyday 
used and seen sensor devices around us (Greaton, 2019). Understanding 
data governance, privacy, and ethics surrounding the availability and use 
of data is more important than ever. Every day, new data breaches on indi-
viduals and organizations become known. Every day, new uses for data 
are envisioned and the ethical considerations around collection, storage, 
and use of these data are yet to be clearly thought out. The need for 
data governance to protect privacy and ensuring the ethical use of data 
is clear and there are many challenges to effectively define and imple-
ment effective data governance policies. And these must be implemented 
through legal and regulatory frameworks to be effective and enforceable. 
In this chapter, we will examine these topics and more related to data 
governance, privacy, and ethics.
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Looking at data governance, privacy, and ethics from a data science 
point of view, understanding these is critically important. Governance is 
the purview of organizations in ensuring and insuring their data in all 
aspects. Privacy is the purview of the individual about their data and 
the data about them. Ethics is the purview of both the individual and 
organizations. Data privacy and ethics need to be integrated into data 
governance and be a real part of the organization’s being. It is important 
that data science policies, practices, organizations, and people ensure the 
moral behavior of all to ensure ethical use of data and to ensure privacy. 

The Importance of Data Governance, 

Privacy, and Ethics in Today’s World  

Much has been written about data governance, privacy, and ethics over 
the past several years. In fact, those terms have been used interchange-
ably in the popular press. However, they are not interchangeable and 
beginning with definitions of each will be helpful. 

Data Governance. “Data governance is the specification of decision rights 
and an accountability framework to ensure the appropriate behavior in 
the valuation, creation, consumption and control of data and analytics.” 
(Gartner, 2023) 

Data Privacy. “Data privacy is focused on the use and governance 
of personal data—things like putting policies in place to ensure that 
consumers’ personal information is being collected, shared and used in 
appropriate ways.” (IAAP, 2023) 

Data Ethics. “…the norms of behavior that promote appropriate judg-
ments and accountability when acquiring, managing, or using data, with 
the goals of protecting civil liberties, minimizing risks to individuals 
and society, and maximizing the public good.” (U.S. General Services 
Administration, n.d.) 

While they are different, they are related and the three together are 
what provide “good hygiene” for data stewardship. 

Data governance is rarely seen by the public or outside organiza-
tions. In fact, many do not even know it exists and, as a result, even 
organizations and those in organizations who should be designing and 
implementing data governance solutions have either yet to start or are at 
the very beginning of their journey. For example, a systematic literature 
review of the role of ethics in big data (Roche & Jamal, 2021) briefly
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touches on data governance in the context of data ethics: “The question 
of using data ethically is being retrospectively applied to big data already 
in use, and is often considered alongside other data issues such as data 
governance, cyber security and data privacy.” 

The emergence of the COVID-19 pandemic is widely recognized as 
an international crisis and in “crisis mode” decisions are made that are 
oftentimes expedient and the questions of data governance, data privacy, 
and data ethics shift from “are we doing the right thing” to “are we 
compliant.” As Yallop and Aliasghar (2020) observe from Yallop and 
Seraphin (2020), “…data governance frameworks need to expand from 
‘solely compliance-based frameworks to inclusion of privacy and ethics 
solutions for an equitable and ethical exchange of data and information.’” 

At this point, it would be reasonable to ask if these are addressed 
in the General Data Protection Regulation (GDPR). In fact, it does 
not explicitly. It does have several sections on processing personal data 
and the responsibility of those who “control” data, but it does not 
specifically address data governance. There are emerging internationally 
recognized guidelines for data governance such as ISO 38500 - Inter-
national Standard for Corporate Governance of IT | IT Governance USA 
and ISO/IEC TS 38505-3:2021—Information technology—Governance 
of data—Part 3: Guidelines for data classification. There are even certi-
fications available (Data Governance Certification: A Guide to the Top 
Certifications in 2023 (thedatagovernor.info)) from the Data Manage-
ment Association (DAMA), the Association for Information and Image 
Management (AIIM), Project Management Institute (PMI), and the 
Data Governance Institute (DGI). Many of these are new and not 
widely subscribed, though this can be expected to change over the next 
5–10 years as the realization of the importance of doing so grows. 

For a concrete example of what, how, and why of data governance, 
consider a multinational corporation that collects data on customers 
who purchase their varied products in varied locations. Given language 
differences, currency differences, or the different practices within their 
locations, there are numerous occasions for inconsistency in databases. 
Processing of financial data may be compromised by inconsistency in 
noting currency values. If pounds and dollars are confused, for instance, 
analysts will inevitably draw misleading economic conclusions. If there are 
different names for the same products, owing to simple language differ-
ences from one store location to the other, attempts to draw insights 
about those products will be more difficult. Attempts to aggregate data
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may also be complicated by varied data collection methods. If one store 
collects information about customers or transactions in a particular kind 
of format, while another store collects slightly different information about 
customers or transactions in still another kind of format, it will be difficult 
to combine that data and use it as evidence for better business decision-
making. What data governance is partially about is “deciding on how to 
decide” about concerns like these in the collection and use of data. 

But, of course, data governance is not only about the efficient business 
use and construction of databases. It is also about the oversight of the 
ethical dimensions of data use. What are examples of these dimensions 
and why is data governance concerned with them? Consider, again, the 
multinational corporation. Its analysts have mined its exceptionally large 
database and discovered various conclusions about its customers which are 
not readily evident from basic customer information. Suppose the analysts 
have discovered, based on purchase information, that it is possible to 
predict the credit score of customers to a high degree of accuracy. Clearly, 
this predictive ability raises questions about whether it is ethically permis-
sible to make these predictions, use them for marketing purposes, share 
them with other businesses, and especially sell the predictive informa-
tion to other businesses. Customers may not even have consented to the 
collection of data on which the inference depends, much less consented 
to the collection/storage of that credit information. Note also that there 
isn’t merely the loss of control over sensitive information that is at stake. 
The customers also stand to lose autonomy over their decision-making 
and how they conduct their personal relationships. The potential for 
others to know their credit score, not only financial institutions but also 
their friends, will alter the customers’ range of behavioral options and the 
landscape of those relationships. These changes are of self-evident moral 
significance. They are the reasons why data governance is not only about 
rules that affect the economic or structural properties of data gathering 
and analysis. 

The how of data governance is the set of rules and accepted prac-
tices that oversee that gathering and analysis. In the context of ethics, 
these rules and practices are “data privacy.” Extending the example, the 
corporation will develop policies that balance the concerns of the relevant 
stakeholders. If there were some way that such credit score prediction 
could be simultaneously profitable for the corporation and beneficial to 
their customers—if, for instance, they were better able to offer useful 
financial services to customers by predicting those scores—then rules
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would spring up about how to store the credit data safely, whether and 
how it can be shared with others, how to explain to customers what exact 
information is recorded, how it is used, and perhaps also whether they 
would like to opt out of its collection. 

The Impact of Data Breaches 

on Individuals and Organizations 

Data breaches have been happening long before the advent of computers 
and data stores. For example, simple reading or copying the carbon copies 
of credit and debit card slips was common early on. Those impacts on 
individuals were originally limited in the United States by law to $50 
per misuse by someone else of the credit or debit card. Eventually, for 
competitive reasons, even the $50 was waived if the individual reported 
the breach in a timely manner. That, however, does not reduce the impact 
on the credit or debit card issuer or the organization from whom goods 
and/or services were purchased. 

The National Association of Attorneys General (National Association 
of Attorneys General, n.d.), have defined a data breach as 

…the unlawful and unauthorized acquisition of personal information that 
compromises security, confidentiality, or integrity of personal information. 
What is considered personal information depends on state law but typically 
includes an individual’s first name (or initial) and last name plus one or 
more of the following:

• Social Security Number
• Driver’s license number or state-issued ID card number
• Account number, credit, or debit card number, combined with any 

security code, access code, PIN or password needed to access an 
account 

Additional categories may include:

• Medical history or health information
• Biometric information
• Email address and password
• Tax ID number.
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The “what” is important, and so is understanding the “how.” A recent 
security foundation report (IFF Lab, n.d.) identified seven major causes 
of data breaches: 

1. Human Error. These include sending sensitive information to an 
incorrect email, leaving your computer or smart device unattended 
or unlocked, or leaving paperwork with confidential information 
open and available to others. This is one of the more common causes 
of data breach. 

2. Physical Theft/Loss of Device. These are generally either negligence 
or a well-planned malicious event by others. 

3. Phishing. These are malicious links provided on a website or email 
for users to fall prey to provide sensitive information to the attacker. 

4. Stolen/Weak Credentials. Too many users have very simple pass-
words that are either easy to guess or easy to “crack.” 

5. Application/Operating System Vulnerabilities. Many users have 
pirated software they use which oftentimes have vulnerabilities that 
enable hackers to capture sensitive information. Also, out-of-date 
browsers, applications, and operating systems also provide opportu-
nities through vulnerabilities fixed in later and updated releases. 

6. Malicious Cyber Attacks. These are among the most damaging to 
individuals and organizations and include denial of service (DoS) 
attacks and the use of ransomware. 

7. Social Engineering. These are the use of deception to convince 
individuals to provide confidential or personal information using 
psychology rather than software programming. Oftentimes, these 
are designed to entice someone to provide data in exchange for 
some exciting reward or other offer. 

Now that we have looked at the “how,” time to look at the effects. 
Recently, IBM Security (IBM Security, 2022) studied 550 organiza-

tions impacted by data breaches from March 2021 through March 2022, 
across 17 countries and 17 different industries, and interviews with 3,600 
individuals from organizations impacted by data breaches to understand 
the costs of data breaches. The impacts are significant:

• Organizations studied have had more than one data breach: 83%
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• Organizations’ breaches led to increases in prices passed on to 
customers: 60%

• Breaches occurred because of a compromise at a business partner: 
19%

• Breaches that were cloud-based: 45%
• Average cost of a data breach: $4.35M (USD)
• Average cost of a data breach in the United States: $9.44M (USD)
• Average cost savings, fully deployed security AI & automation: 
$3.05M (USD)

• Average cost of ransomware attack, excluding cost of the ransom: 
$4.54M (USD)

• Frequency of breaches caused by stolen or compromised credentials: 
19%

• Average difference in cost with remote vs. local work: $1.00M 
(USD)

• Consecutive years the healthcare industry highest cost of breach: 12 

A recent example is a data breach at Johns Hopkins (Higher Ed Dive, 
2023), where it is alleged that “the health system failed to safeguard 
patients’ health information and provided insufficient details about stolen 
data….” The breach was through a third party in a file transfer by a 
ransomware group and is believed to have affected tens to hundreds of 
thousands of individuals. In the same week, HCA Healthcare (Health 
Care Dive, 2023) reported a data breach with personal information about 
approximately 11 million patients (hospitals and physicians offices) in 20 
states. In the same article, federal reports were referenced identifying 
385 million patient records exposed through data breaches from 2010 
through 2022. 

This is the “why” for caring about breaches at an organizational level. 
But why should one care about such breaches from an individual stand-
point? To begin with the obvious, data breaches will cause emotional 
distress in the individuals whose personal information has been illegiti-
mately accessed. The distress itself is intrinsically morally significant, but 
it also points to other harms that cause those feelings. For instance, stolen 
information affects one’s dignity . Depending on the type of information, 
a person’s reputation can be irrevocably tarnished. If the issue is, once 
again, about credit scores, one’s stature could easily be diminished in the 
eyes of those who access those numbers. The same would be true of a 
social media hack: information pried off these sites could easily affect
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reputational standing. If a user’s direct messages became known, they 
could contain information that person would never say to others—off-
color jokes, vulgar ideas, vulgar language. If the hack was about health 
information, the consequences for dignity could run even deeper. Some 
health conditions could lead to stigmatization and subordination. If it 
were known that some carried sexually transmitted infections, or were 
diagnosed with a mental health disorder, they could be treated in such a 
way that they lose access to resources and opportunities because they are 
viewed as unworthy of them. 

Another source of distress is the loss of freedom. Economically, data 
breaches can have large effects on individual freedom. If malicious actors 
obtain access to financial accounts, they can steal funds that leave the 
owners with far fewer economic options. Likewise, if health care infor-
mation is breached, thieves might purchase prescription drugs that limit 
account owner’s ability to care for themselves and others. The impacts 
on freedom can also extend beyond the economic realm. Suppose an 
academic institution suffers a data breach involving its records about 
applicants. Fraudsters can then muddy these records and cause issues 
about the status of applicants. Now the applicants’ ability to gain admis-
sions, which might represent important lifelong goals, is in jeopardy. 
Suppose a music studio suffers a data breach that makes available hours 
of work by its artists. If the work is plagiarized, artists’ dreams of living 
a particular kind of life, in particular kinds of places, and having a large 
cultural impact, may be at an end. 

Finally, there is the worry that one cannot live one’s conception of 
the good life without privacy guarantees. When data breaches occur, they 
can affect relationships. Friendships, for instance, are built on intimacy, 
trust, and the willingness to confide information that would never be 
available to others. Data breaches could shatter the ability to maintain 
these bonds. In the health care situation, imagine that information about 
a mental health disorder becomes publicly available. The friend of the 
person who has the disorder might not want others to know that they 
support their friend with the disorder. This could cause a distancing in 
that relationship that undermines it altogether. Since relationships of these 
types relate to people’s conceptions of what makes lives worth living, the 
distress of being a victim of a data breach is partly about this harm, too. 

Of course, there are reasons why organizations should offer better data 
governance for individuals who commit data breaches, too. Those whose
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data is stolen can bring civil cases against them and be awarded mone-
tary compensation for the damages they suffer. There are also criminal 
penalties associated with data breaches that result in sizeable fines and 
even imprisonment. In the context of health care information, the Health 
Insurance Portability and Accountability Act (HIPAA) covers the laws and 
penalties associated with data breaches involving health information. Note 
that many organizations deal with such information and are not in the 
health care industry. IT or HR personnel, with no malevolent intentions, 
might have access to such information and would benefit from better data 
governance that automates HIPAA compliance. 

The Role of Data Governance in Protecting 

Privacy and Ensuring Ethical Use of Data 

Protecting privacy and ensuring ethical use of data is a significant role for 
data governance. Proper design and use of data governance frameworks 
include an understanding of data origin, how it has been and/or is being 
used, and the trustworthiness of the data. Data governance also plays a 
role in optimizing the value of data and usefulness of data while at the 
same time protecting privacy and ethical use. 

Data governance is also important to ensure the appropriate privacy 
laws are understood and organizations are in compliance. Privacy laws are 
put into place to establish expectations to follow and consequences of 
non-compliance, willful negligence, breaches, and responsibilities (finan-
cial and other) and outcomes. These also point to the privacy policies 
published by organizations in the documentation and typically on their 
websites. 

Data governance plays a role in establishing how data can be used ethi-
cally. This includes defining transparency in data collection, data storage, 
and what constitutes ethical use. Data governance frameworks include 
checks and balances to ensure the guidelines and controls for ethical use 
of data are followed. “Data ethics is at the top of the CEO agenda, as 
negligence may result in severe consequences such as reputational loss 
or business shutdown. To create an effective policy, companies need a 
formal program to ensure standards are upheld and evaluated regularly” 
(Janiszewska-Kiewra et al., 2020). 

Figure 5.1 illustrates the “what” and “how” of data governance 
(adapted from Caserta, n.d.).
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Fig. 5.1 Data governance (Adapted by authors from Caserta, n.d.) 

Lack of adherence to a data governance process—or the complete 
lack of a data governance process—can have disastrous consequences for 
any organization and the individuals involved regardless of how they are 
involved. 

Three examples of recent breakdowns or lack of adequate governance 
related to data breaches or exposure are illustrative: 

1. SolarWinds: Third Party Infiltration 
2. UpGuard: Misconfigured Software 
3. Securitus: Misconfigured Data Access 

In the SolarWinds case (Cyolo, 2020), a foreign country-backed hacker 
group was able to infiltrate the SolarWinds Orion Platform with malware. 
This is a software platform used by many Fortune 500 companies, the 
US government, and non-government organizations (NGOs) to monitor 
their IT systems. The proper use of data governance would have included 
(and subsequently does include) internal and external authentication of 
devices in every and all situations where they access systems, applications, 
and key assets. This is referred to as “zero trust” and as the term implies,
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there is no trust and constant verification of identity is required and in 
this specific case, the network structure and assets would not have been 
visible to the malware. In this case, referring to Fig. 5.1, SolarWinds failed 
in operationalizing data governance in the areas of establishing initial 
roles (step 2), documenting data flows (step 4), establishing policies and 
standards (step 5), and establishing data controls (step 6). 

In the UpGuard case (Fung, 2021), major corporations, federal and 
state governments, and other organizations (47+) were affected by 
a misconfigured setting in Microsoft Power Apps resulting in access 
to millions of pieces of personally identifiable data to the public 
internet for months. Examples of companies affected included Amer-
ican Airlines, the Maryland Department of Health, the New York 
Transportation Authority, J. B. Hunt, State of Indiana government, 
Ford Motor Company, and Microsoft itself. The 38+ million records 
breached included employee information, COVID-19 vaccination, and 
other related data, including Social Security numbers, phone numbers, 
date of birth, demographic information, addresses, and various employee 
events and memberships. This case is an example where checks and 
balances in understanding default security settings for software are 
needed. In this case, referring to Fig. 5.1, UpGuard failed in operational-
izing data governance in the areas of establishing initial roles (step 2), 
documenting data roles (step 3), documenting data flows (step 4), estab-
lishing policies and standards (step 5), and establishing data controls (step 
6). 

In the Securitus case (Henriquez, 2022; Safety Detectives, 2023), 
1.5 million files containing information on their employees and airport 
employees in the Latin American aviation industry were accessed. Infor-
mation breached included photos of ID cards, full names and pictures 
of employees, occupations and national ID numbers, cameras used, GPS 
locations of the photos, and time and date of photos. Photos also included 
data of Securitus clients, airport employees, and other businesses. Miscon-
figured cloud data storage access allowed a breach of more than 3 TB 
(terabytes) of data in more than 1 million files. This could result in serious 
threats to airports, passengers, airlines, and airport personnel. Similarly to 
the previous example, checks and balances in understanding default secu-
rity settings for software are needed. Higher security and less or no access 
by default should be the norm. In this case, referring to Fig. 5.1, Secu-
ritus failed in operationalizing data governance in the areas of establishing
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initial roles (step 2), documenting data flows (step 4), establishing poli-
cies and standards (step 5), and establishing data controls (step 6), and 
documenting data roles (step 3). 

An example of data ethics violations is the access by Cambridge 
Analytica to data mine Facebook data (Criddle, 2020; Federal Trade 
Commission, 2019a). Facebook (or, as it is now known, “Meta”) was 
sued by the Federal Trade Commission (FTC) for not protecting users’ 
personal data as the result of 87 million records of Facebook users being 
used for advertising during the US Presidential elections. “Facebook, Inc. 
[was ordered to] pay a record-breaking $5 billion penalty, and submit 
to new restrictions and a modified corporate structure that will hold the 
company accountable for the decisions it makes about its users’ privacy, 
to settle Federal Trade Commission charges that the company violated 
a 2012 FTC order by deceiving users about their ability to control the 
privacy of their personal information” (FTC, 2019a). The FTC went on 
to say that Facebook had a sustained history of using deceptive disclosures 
and settings to cause users to be lax in their privacy settings, thus making 
information available to Facebook and third-party applications and that 
Facebook knew that these data were being used inappropriately. They 
also, separately, acted against Cambridge Analytica for their harvesting of 
data (FTC, 2019b). 

In the case of Facebook, the FTC imposed new, corporate-level mech-
anisms to ensure privacy protections. They established an independent 
privacy committee, composed of members of Facebook’s board of direc-
tors, who could only be removed from the board by a supermajority 
vote. The purpose was to strip CEO Mark Zuckerberg of total control 
over decisions that affect the privacy of the users of Facebook’s various 
subcompanies (Instagram, WhatsApp, Oculus VR, e.g.). The orders also 
require the appointment of compliance officers who are answerable only 
to that privacy committee and who must submit quarterly certifications 
demonstrating compliance with FTC privacy rules. Finally, the FTC also 
enhanced the powers of third-party accessors who, independently of the 
foregoing measures, test and verify Facebook’s privacy policies and who 
serve only at the direction of the FTC. So, while the previous examples 
involve systems-level, or software-level, governance structures, there are 
corporation-level data governance policies that can also provide further 
privacy safeguards. The Facebook example illustrates why it is important 
to establish initial roles (who heads what committees and who answers 
to whom) and how this establishment partly constitutes what it means
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for “data governance” to ensure privacy controls. In this case, referring 
to Fig. 5.1, Facebook failed in all areas operationalizing data governance 
in the areas of establishing why data governance was necessary (step 2), 
establishing initial roles (step 2), documenting data roles (step 3), docu-
menting data flows (step 4), establishing policies and standards (step 5), 
and establishing data controls (step 6). 

The Challenges of Implementing 

Effective Data Governance Policies 

Even when there is consensus on the need for data governance, privacy, 
and ethical use of data, there are still many challenges ahead. There are 
challenges with identifying with the data, with the people who see them-
selves as owning the data, lack of agreement on who should lead data 
governance, and understanding the difference between managing and 
controlling the data. The greatest challenges are the lack of commitment 
by those who believe they own the data and lack of executive sponsorship 
to ensure governance becomes a reality. 

In most companies, data have been created by many people, many 
departments, many divisions, and so on, and over time, so the prolifer-
ation of data has resulted in duplication, inconsistencies, uneven quality, 
and many “roll-your-own” (RYO) “applications” with untold numbers of 
interdependencies. Alongside this there is considerable selective knowl-
edge of the data, the processes and transformations, and the meaning 
of results. Arriving at a collaborative agreement to implement effective 
data governance policies may well be seen by many as their losing control 
of their data and applications—forgetting, of course, that their organiza-
tion owns the data and the applications, not the individual. Acceptance 
of the need and even requirement to create effective data governance can 
come from agreement that “(t)he primary goal of any data governance 
program is to deliver against the prioritized business objectives and unlock 
the value of your data across your organization” (IBM, 2022). From 
the start, data governance must keep business objectives in mind while 
creating realistic plans and defining measurable outcomes. These business 
objectives are far more than solely profit-oriented. They also recognize 
the custodianship responsibilities that come with their data. Once started, 
data governance is a journey, not a destination. To be successful, it 
will need to be implemented incrementally and iteratively with short-
term successes in the direction of the long-term goals. Success requires
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strong executive-level support, cross-functional collaboration, and visible 
and demonstrable results that positively affect the company, employees, 
customers, and more. 

Data governance must include ethical considerations, which we will 
delve into next. 

The Ethical Considerations Surrounding 

the Collection, Storage, and Use of Personal Data 

Many writers agree about specific harms having to do with privacy— 
like dignity and freedom, mentioned previously. But the more general 
work on the philosophy of privacy is much like any other area of philos-
ophy: there is little agreement on what privacy is or what even should 
fall under the scope of privacy (Auxier et al., 2019; DeCew, 2018). A 
handy, if controversial, way of thinking about privacy is to divide it into 
the following four fields. One, privacy seems to be violated whenever your 
physical security is involuntarily threatened. This is why assault is harmful 
beyond the physical injuries involved. It is also why being the recipient of 
unwanted medical procedures would intuitively violate privacy. Second, 
privacy seems to be violated whenever some intimate, or personal, loca-
tion is invaded in an unauthorized fashion. This is the sense in which a 
burglar who enters a house violates privacy, quite apart from the harms 
of any damage or theft of property. Third, privacy seems to be violated 
when the autonomy to make intimate, or personal, decisions is inter-
fered with. This sense of privacy is closely aligned with laws about privacy. 
Many understand abortion laws, for instance, to be a matter of privacy. 
This is also the reason the recent Dobbs decision was immediately related 
to laws about same-sex marriage, access to contraception, and interracial 
marriage: in all cases there is the threat of interference with the freedom 
to make intimate decisions about how one’s life goes (Goldhill, 2022). 
Fourth, finally, privacy seems to be violated when control over access to 
intimate, or personal, information is lost. This is, of course, the sense in 
which hacks of online databases raise privacy violation concerns, or the 
sense in which HIPPA seems like sensible privacy protection for health 
information. 

It is tempting to think that data privacy would concern only the last, 
informational sense of privacy. But it is important to note that data 
privacy is at least tangentially connected to each of the other senses of 
privacy, too. Leaks of personal data from some data holder could include
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home addresses. This makes it possible for those who illicitly access that 
information to invade actual locations, or, since it would be possible to 
pinpoint an individual, to threaten their physical security. With respect to 
the third sense of privacy, data privacy is much more related to it. Much 
of the legislation in the world (see the next section) is about automated 
information processing that could treat data subjects unfairly or discrimi-
natorily. Unfairness and discrimination are important because they could 
limit people’s freedom to make significant personal decisions. Financial 
institutions, for instance, could use automated means for deciding on 
loan offers. If the algorithm that makes the decision is trained on biased 
data, its output could reproduce that bias and have an evident impact on 
people’s lives (Heaven, 2021; Klein, 2020). 

Specifically owing to technological innovations involving data collec-
tion and processing, the ethical literature on privacy has changed signif-
icantly. In the past, privacy was seen as a matter of individuals being 
protected from the intrusion of society; it was seen as an individualistic 
good. This is related to the sense of privacy as resistance to autonomy 
interference. Whether or not one wants to have an abortion, for instance, 
is seen as a personal, individual decision which ought not be subject to 
societal or governmental pressures. But, in the current information age, 
many theorists have emphasized the societal goods that are fostered by 
privacy protections (Roessler & Mokrosinska, 2015). Even further, some 
theorists point out that today’s technological advances render obsolete 
the old, individual-against-society understanding of privacy (Nissenbaum, 
2010). That is, not only are there social goods promoted by privacy, but 
also that some privacy harms are collective harms. 

To explain the former point, consider the simple fact that democracies 
protect privacy in voting. Without one’s vote being expressed in privacy, 
it is not clear that a democracy could exist. Pressure being applied to 
one’s voting is effectively the abandonment of allowing the conscience of 
people to hold political power. People are subject to many social pres-
sures, from family, friends, business associates, and others. Any of these 
pressure points could sway voting decisions and effectively undermine 
democratic political participation. To the extent that democratic forms 
of government are socially worthwhile, privacy protections in the voting 
booth function as an extremely important social good. Privacy is not 
merely a trump card to play against society’s wellbeing; it is a shield for 
that very wellbeing, too. In big data contexts, there are similar worries. 
The collection and processing of information about the voting public
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allows microtargeted political persuasion (Dizikes, 2023). This is different 
from being in the voting booth watching someone vote, but it is a way of 
snooping on voters’ behaviors and using the information gained to pres-
sure their political decision-making. In the same way that privacy in the 
booth is an important social good, so, too, is data privacy. 

To explain the latter point, consider that today’s technology for data 
collection and analysis, particularly given how integrated so much of it is 
across public and private entities (think of consumer data, for instance), 
has created an environment where privacy protections exist only at the 
collective level. Where analysis of a small minority of users’ personal data 
makes it possible to draw reliable inferences about data values of the 
majority of users, the lack of privacy concerns for the minority automati-
cally destabilizes the privacy concerns of the majority. Social media users 
provide an obvious example of the community-based nature of privacy’s 
value. If some are willing to share enough information, much can be 
learned about others who are not willing. 

From a data governance perspective, there is much to consider. 
Though the mere collection of data may seem harmless enough, there are 
ethical worries that arise. The loss of control over sensitive information is 
unsettling for people in its own right. Think of losing a diary, even if it has 
thorough security mechanisms protecting it. Or think of how the knowl-
edge that some others are tracking one’s usage of the internet would 
be repressive, even if that information were never used for other objec-
tives. It is, thus, quite common for data brokers to require the consent 
of persons before their data is gathered. There is further discussion in 
the section below, but many data companies also release details about 
exactly how personal data will be used and for what purposes. Consent 
and transparency are usually understood to be important barriers for data 
collection, and proper data governance would, where other business and 
societal needs do not clash, look to obtain that consent and be transparent 
to data subjects about what happens with their information. 

More obviously, the storage of data is an important feature of data 
governance. Exacting security measures must be in place, and be routinely 
tested, to ensure a much greater range of harms do not occur. There are 
the same informational considerations as with collection; simply knowing 
that one’s information is stored in a location one cannot control is 
worrying. But the disclosure of that information to the wrong parties, 
or its being illicitly accessed, raises many other ethical concerns. There 
is, of course, the repressive aspect of others accessing personal data. But



5 DATA GOVERNANCE, PRIVACY, AND ETHICS 103

knowing location data could lead to trespassing harms and as noted 
earlier, even to physical harms. Think of a hack to an online dating 
website. Users’ information being stolen could easily lead to stalking and 
physical confrontations. 

Finally, the use of data is another key area of data governance. For 
still other ethical reasons, there must be guardrails in place to guarantee 
that data is used in appropriate ways. Consider, again, the possibility of 
automated decision-making. If the data processor does not fully under-
stand the nature of the automated decision, they will not be able to 
assess the quality of the output. For financial information, or crime/ 
security matters, such an inability could have severe consequences for 
data subjects. Requiring transparency in the use of data is thus also ethi-
cally important. Many data holders also consider selling (parts of) their 
databases to other entities. This creates many of the same ethical concerns 
that have been raised about informational, decisional, and physical forms 
of privacy, to say nothing of the physical harms that could come from 
personal information coming to be owned by the wrong party. Good 
data governance can avoid these problems by, for instance, informing data 
subjects about automation or third-party sharing of their information, or 
by allowing those subjects to opt out of various uses of their personal 
data. 

The Legal and Regulatory Frameworks 

Governing Data Privacy and Ethics 

There are, of course, no universal regulatory frameworks that cover 
data privacy or mandate data governance. But there are nation-to-nation 
regulations and, within the United States (US), state-to-state regulations. 

The most famous piece of law, mentioned above, is the European 
Union’s General Data Protection Regulation (GDPR). It offers signifi-
cant protections for data subjects, including rights to transparency, access, 
rectification, erasure, and even the right to object to certain forms of 
processing. Outside of compliance with the rights of data subjects, the 
GDPR also requires data “controllers” and “processors” to protect their 
data, pseudonymize it, keep records of processing, and even to appoint 
Data Protection Officers whose job is to ensure compliance with GDPR 
instructions. 

From the perspective of privacy, the rights of data subjects in the 
GDPR cover plenty of ground. Many understand privacy to concern a
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“right to be forgotten.” That is, they maintain that an important part of 
privacy is the ability to have one’s past (decisions, actions, events) remain 
overlooked. The GDPR specifically includes Article 17 (Art. 17 GDPR, 
n.d.) that states the right of data subjects to demand that controllers 
erase their personal data under certain conditions. The GDPR requires 
a high level of openness about the data being collected and how it is 
processed. Article 15 (Art. 15 GDPR, n.d.) states that data subjects have 
a right of access, to know the content of the data, the purposes of its 
processing, who it has been or will be shared with, how long it will be 
shared, whether any automated processing of that data will occur, and 
even access to meaningful information about how the automation works 
and what conclusions are hoped to be drawn from it. As discussed, many 
see a dimension of privacy as covering our own personal autonomy— 
whether one has the freedom to make personal decisions affecting their 
pursuit of the good life. This right of access supports that dimension of 
privacy. European data subjects can ensure, for instance, that no auto-
mated processing can affect their ability to obtain credit, which could 
otherwise negatively impact personal decision-making about how those 
subjects want their lives to go. 

From the perspective of data governance, the GDPR also guarantees 
some measures will be taken. Article 25 (Art. 25 GDPR, n.d.) mentions 
pseudonymization: controllers must have the technological capacity to 
transform personal data into a form that cannot be attributed to any 
natural person. This rule, then, builds in a decision about how data 
can be processed; it automatically requires a form of data governance. 
Similarly, Article 37 (Art. 37 GDPR, n.d.) requires the appointment of 
a Data Protection Officer (DPO): this officer can be from the relevant 
company’s staff, or be contracted from an external firm, but they are effec-
tively a compliance officer who must have IT and legal competences. This 
person advises the data processors on the obligations the GDPR imposes 
and monitors for compliance in the processing operations. The existence 
of this position, then, is a manifestation of data governance. The DPO 
enforces certain structures that regulate the flow and use of data within 
the company (to preserve the privacy of data subjects). 

Many other nations have laws modeled after the GDPR: Japan, South 
Korea, and Brazil, for instance. The United Kingdom, in the aftermath of 
Brexit, also adopted an identical piece of legislation. The United States, 
on the other hand, has no such national legal code.
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There are specific US federal-level codes, however. One is the Privacy 
Act of 1974 (Office of Privacy & Civil Liberties, 2020), which covers 
disclosure of personal data that is held by federal agencies. It has excep-
tions that are similar to the GDPR and US citizens are even entitled 
to access that information. But this only concerns information held by 
federal entities, not by any (private) data holder or processor in the United 
States. 

Also in the United States, there is the Gramm-Leach-Bliley Act 
(GLBA) (Federal Trade Commission, n.d.), which, while having a broader 
regulatory scope than privacy preservation, requires that financial insti-
tutions with personal data to explain to its customers how their data 
is being used and provide opt-out information. It also includes a safe-
guard rule that requires those institutions to have (at least) written plans 
for protecting that nonpublic, personal data about its customers. These 
plans, then, function as a kind of mechanism for installing data gover-
nance within the companies covered by the Act. Again, the focus here is 
narrowly on financial information. 

There is also HIPPA, which, among other things, imposes rules on 
disclosure of personal health data gathered by healthcare providers and 
businesses. As with the other Acts, HIPPA also concerns only this specific 
realm of data. 

Finally, the most general federal-level law is the Children’s Online 
Privacy Protection Act (COPPA) (Federal Trade Commission, n.d.), 
which, as the name suggests, covers the collection of personal data of 
those under 13 years of age. The existence of COPPA is largely the reason 
many social media companies will not allow people under 13 to have 
accounts. Instagram, for example, had toyed with the notion of allowing 
children to have them, but, as of writing, still requires users to be over 
13. 

There are individual US states that have adopted data privacy legis-
lation. The California Privacy Rights Act (State of California, 2023) 
functions much like the GDPR with the exception of health and finan-
cial information, which is already federally covered by HIPPA and GLBA. 
It is considered the “strongest” piece of data privacy law in the United 
States, partially because it is the only one that allows citizens to sue 
companies for privacy violations. The Act only applies, unsurprisingly, 
to residents of the state. Virginia instituted its Consumer Data Protec-
tion Act (Office of the Attorney General, 2023) only at the beginning of 
2023. The Colorado Privacy Act (Colorado Attorney General, n.d.) and
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Connecticut Data Privacy Act (The Connecticut Privacy Act, n.d.) also 
followed in July of 2023. Utah’s Consumer Privacy Act (DataGuidance, 
n.d.) will take effect at the end of 2023. More states are sure to follow 
until there is US federally based legislation. 

Looking to the Future 

The trifecta of data governance, data privacy, and data ethics have finally 
reached the consciousness of nearly everyone. Erroneous reports sent to 
consumers based on bad data, data breaches, and horrendous misuse of 
data have been in the news weekly, if not daily. One of the few things 
that we know we can count on (besides death and taxes) is the continual 
growth in the amount of data collected and used (though much more is 
collected than used). And with the abundance of data, and the fact that 
implementations for the trifecta are at the very early stages, there is much 
more to come of the good and the bad before we can or should feel 
comfortable. 

The actions in Europe with the GDPR are far ahead of the rest of the 
world. The United States has states that are developing their own regula-
tions which means that it will not be long before the Federal Government 
steps in to provide necessary consistency. Even with all the safeguards and 
best intentions, there is no practical means by which guarantees can be 
enforced because, at the heart, the proper governance, respect for privacy, 
and ethical use, are in the hands of human beings. Mistakes, malfea-
sance, maliciousness, and ignorance are our worst enemies. The best we 
can hope for is to have the mechanisms, training, and oversight to opti-
mize the business value of data while minimizing those things that can 
go wrong. The alternative, no data, is not realistic. Therefore, we need to 
focus on ensuring that the best possible data governance is put into place, 
enforced, audited, managed, and evolved to ensure the data privacy and 
ethical use of data we should all expect. 
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CHAPTER 6  

Web2 Versus Web3 Information Privacy: 
An Information Systems Discipline 

Perspective 

Mary C. Lacity and Erran Carmel 

Introduction to Web2 and Web3 

We begin this chapter with a hypothetical question: Would you let a 
stranger live in your home and eavesdrop on everything you and your 
family and friends say? 

Most readers will instinctively answer, “No!” The thought of a 
stranger invading the privacy of our homes invokes scenes from George 
Orwell’s novel, Nineteen Eighty-Four. Digital personal assistant devices 
like Amazon’s Alexa, Google’s Assistant, and Apple’s Siri devices, 
however, do just that—they are always listening. While the companies 
who sell these devices promise that their products only process informa-
tion when the devices detect their wake-up word, all of these devices
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have false accepts, meaning they record conversations even though the 
person did not invoke the wake-up word. Whistle-blowers and employees 
report that humans have access to these recorded conversations. Apple 
contractors, for example, said that they routinely hear drug deals, medical 
details, and people having sex from Siri devices (Hern, 2019). Humans 
working for Google read sample recordings, including false accepts (Aten, 
2019). If we think false accepts are isolated incidents, consider the US 
Federal Trade Commission’s 2023 enforcement actions against Amazon’s 
Alexa and Ring devices. Amazon agreed to pay $30.8 million for violating 
users’ privacy, including through misleading data retention practices, over-
broad employee access to user data, and inadequate cybersecurity practices 
(Nahra & Evers, 2023). 

These stories of digital assistants serve as powerful examples for the 
context of this chapter. The stories highlight a defining attribute of the 
version of the Internet known as Web2. Whereas Web1 was the  era of the  
Internet that enabled web browsing and online shopping (e-commerce), 
Web2 introduced easy content generation for users via social media appli-
cations like Facebook, Youtube, and Twitter. Web2 is the dominant 
version of the Internet used for economic and social activities. 

With Web2, individuals rely on centralized platform providers to access 
online services. Many centralized platform providers collect user data in 
exchange for free or low-cost services, apply artificial intelligence (AI) to 
predict behavior, and then sell these predictions to other organizations. 
Amazon’s e-commerce site, Bing, Facebook, Google Search, Instagram, 
Snapchat, TikTok, Twitter, WeChat, YouTube, and any other applications 
that display advertisements work this way. The economic model is called 
surveillance capitalism and it eviscerates user privacy (Zuboff, 2019). 

Identity theft is another common occurrence with Web2. Our online 
relationships with centralized platform providers are managed with 
accounts and passwords, which are stored—along with our personal 
data—in the provider’s centralized databases. These databases then 
become prime targets for cyberthieves. The United States (US) Bureau 
of Justice Statistics estimated that 23 million US residents were victims of 
identity theft in 2021, costing victims more than $56 billion (US Bureau 
of Justice Statistics, 2021). 

Given Web2’s downsides of privacy invasion and identity theft, why 
do users willingly give these centralized platform providers their personal 
information? Information Systems (IS) scholars have investigated this 
question.
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IS scholars study how digital information systems are designed and 
used by individuals, organizations, and communities. In the context of 
privacy, IS scholars examine information privacy , defined as “the ability of 
individuals to control the terms under which their personal information is 
acquired and used” (Culnan & Bies, 2003, p. 326). IS research escalated 
when the threats to information privacy skyrocketed during the rise of 
Web2 in the 2000s. IS scholars have conceptualized and examined infor-
mation privacy in terms of an individual’s information privacy concerns 
and have examined why these concerns do not prevent individuals from 
disclosing personal information with centralized platform providers; the 
phenomenon is called the privacy paradox . As we discuss in this chapter, 
IS scholars have four common explanations for Web2’s privacy paradox: 
privacy calculus, privacy fatigue, trust, and lack of choice. 

We, along with other IS scholars, take a different approach to user 
privacy. We believe that the root cause of information privacy leakages 
stems from the design of Web2. Unauthorized security breaches— 
including identity theft and intentional sharing of user data under the 
surveillance capitalism model—largely occur because the software and 
user data is controlled by centralized platform providers. Web3 aims to 
fix those issues of Web2. Web3 is the era of the Internet that is based on 
decentralized infrastructures. 

Let’s begin with the why of Web3. Many people believe that the decen-
tralization of economic and social activities is the best way to increase 
individual’s privacy, power, and cybersecurity (Allen, 2016; Nakamoto, 
2008; Preukschat & Reed, 2021; World Economic Forum, 2020). Decen-
tralized activities discourage abuses of power and ideally promote more 
inclusive participation, unity around decisions, and individual empower-
ment, freedom, and privacy. Since most of our modern economic and 
social activities happen online, decentralized activities need decentral-
ized digital platforms, applications, and governance—thus the creation 
of Web3 (Lacity & Lupien, 2022). 

Bitcoin was the first Web3 application, launched in 2009. Bitcoin 
was invented by Satoshi Nakamoto—a pseudonym used by an unknown 
person or persons who remains unknown to this day. Nakamoto imagined 
a world where people could safely, securely, and anonymously transfer 
value directly with each other (1) without using government-issued 
currencies; (2) without relying upon trusted third parties (TTPs) like 
banks or brokers; and (3) without the need to reconcile records across 
trading partners. Bitcoin has its roots in Libertarian and Cypherpunk
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values, which aim to create social and political change by circumventing 
governments and large financial institutions through privacy-enhancing 
technologies (Lacity & Lupien, 2022). 

While most people are familiar with Bitcoin, which is a cryptocurrency, 
we highlight Ethereum because Ethereum is the most commonly used 
platform for deploying decentralized applications. Whereas Bitcoin is just 
a peer-to-peer payment system (it does not do much else), Ethereum 
was designed to allow anyone to use it as a platform for deploying 
decentralized applications. Launched in 2015, Ethereum is a network of 
dispersed computers, with no master computer in charge, meaning no 
single company or individual can alter the decentralized application or 
the transactions that are stored on its distributed ledger, also called a 
blockchain.1 The distributed ledger is a time-stamped, permanent record 
of all valid transactions that have occurred within the Ethereum network. 
The ledger also stores copies of distributed applications (software). The 
ledger is replicated on all the computers in the network, which is why 
it is called distributed. Anyone with access to the Internet can view it 
(see https://etherscan.io/). No PII is stored on Ethereum’s distributed 
ledger. 

Users can be confident that the Ethereum network will only allow 
valid transactions. Like all Web3 applications, two validations are always 
performed. First, users prove they own the asset with the private key 
stored in their digital wallet (explained later in the chapter). Second, 
the computers on the Ethereum platform check the shared distributed 
ledger to make sure the user has enough funds in their wallet to cover 
the transaction, thus preventing the double spend. 

Keeping with the values of Web3, Ethereum is not owned or controlled 
by any company. Changes to the Ethereum software are based on meri-
tocracy , meaning that ideas are evaluated based on their quality. Anyone 
can suggest improvements by submitting an Ethereum Improvement 
Proposals (EIPs). The whole Ethereum community (computer operators, 
developers, and users) can vote on the proposal based on its merit. Any

1 This term “blockchain” is used several ways. Sometimes the term refers broadly to 
what we are calling a decentralized application or platform. For example, people call 
Bitcoin and Ethereum “blockchains.” The term can also be used to describe the struc-
ture of the digital ledger. With a blockchain structure, newly submitted transactions are 
sequenced and collected into a block. Each block points to its immediate predecessor, 
forming a chain of sequenced blocks over time, all the way back to the first block. 

https://etherscan.io/
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person with access to the Internet can review the proposals (see https:// 
eips.ethereum.org/). By 2023, over 1000 EIPs had been submitted, 
with more than 80 finalized. The non-profit organization, Ethereum.org, 
coordinates the process. Ethereum.org is led by a core team in Bern 
Switzerland with contributions from thousands of people across the world 
(https://ethereum.org/en/about/#). 

In addition to Web3’s increased privacy, decentralized applications 
also improve cybersecurity. Decentralized applications that run on plat-
forms like Ethereum are resilient to cybersecurity attacks because the 
attack surface is diffused across many locations. Over 500,000 computers 
operate the Ethereum platform in 80 countries, each with its own iden-
tical copy of the ledger (Liu, 2023). The only way to infiltrate the 
platform is to commandeer more than 50% of the computers. So far, the 
Ethereum platform has never been overtaken!2 

Some concerned law enforcement agencies have argued that Web3’s 
privacy enhancing features invite more criminal activity than Web2 appli-
cations. So far in Web3’s development, the percentage of crime in the 
Web3 market has not been significantly different than the percentage of 
crime in Web2. Both markets see between 1 and 5% of illegal activity 
(Chainanalysis, 2023; Hopper, 2023; United Nations, 2023). The expec-
tation is that Web3’s privacy enhancements will reduce opportunities for 
identity theft that exist today with Web2. 

While it is still early days for Web3, education is an important driver 
of adoption. This chapter educates readers on how Web3 enhances infor-
mation privacy (and cybersecurity) compared to Web2. By the end of this 
chapter, readers will be familiar with the Web3 concepts of digital wallets 
and distributed ledgers. We illustrate concepts by comparing Web2 versus 
Web3 applications for browsing, financing, storage, and visiting virtual 
worlds known as metaverses. While our Web3 application examples focus 
on anonymity, many services require confidentiality, meaning that data is 
viewable by authorized parties. Web3 applications are emerging that allow 
for confidential (not anonymous) transactions that enhance privacy while 
ensuring user credentials are valid.

2 While this statement is true for the Ethereum platform, some specific decentralized 
applications have been compromised due to poorly written computer code. 

https://eips.ethereum.org/
https://eips.ethereum.org/
https://ethereum.org/en/about/
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Information Systems (IS) Scholars’ 
Approach Privacy Research 

First, we explain how information system (IS) scholars approach privacy 
research. IS scholars primarily conceive of—and study—privacy in terms 
of digital information privacy. Our field studies how computers are used 
to collect, process, store, and retrieve personal identifiable information 
(PII) that can describe, characterize, identify, or otherwise verify an iden-
tifiable legal person or a group of people (AICPA/CICA, 2020). A 
person’s name, home address, identification (ID) number (like a national 
ID or an employee ID), criminal record, healthcare record, gender, age, 
and religious affiliation are examples of PII. PII also includes the individ-
ual’s data associated with their online activities, such as their computer’s 
unique Internet Protocol (IP) address, email address, logon account 
name, and website cookies that remember an individual’s online activities. 

Privacy Paradox 

Hundreds of IS studies on information privacy have been published. 
Many IS scholars have surveyed individuals and their information privacy 
attitudes, privacy concerns, and information sharing intentions. Overall, 
individuals are deeply concerned about online privacy (Bélanger & 
Crossler, 2011; Mitchell & El-Gayar, 2022). Pavlou, 2011; Rath &  
Kumar, 2021; Smith et al., 2011). This concern, however, does not 
prevent individuals from disclosing PII online. This inconsistency between 
attitude and behavior is called the privacy paradox (Li et al., 2017; 
Pavlou, 2011; Zhu et al., 2021). 

The privacy paradox has been found to exist in general Internet use and 
in specific instances of online applications (e.g., Dinev & Hart, 2006). IS 
scholars have studied the privacy paradox in the contexts of social media 
(e.g., Mosteller & Poddar, 2017), online shopping (e.g., Li et al., 2017), 
online reviews (e.g., Mosteller & Mathwick, 2014), healthcare applica-
tions (e.g., Zhu et al., 2021), and mobile applications (e.g., Pentina et al., 
2016). 

Although the IS literature is too rich to summarize adequately here, 
in general, IS scholars theorize that the privacy paradox can be explained 
by either a rational decision-making process called privacy calculus or by
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Four explanations of the Privacy Paradox: 

Fig. 6.1 An overview of Information Systems research on information privacy 
(Image credit The authors) 

an emotional decision-making process called privacy fatigue. IS scholars 
also explain the privacy paradox with additional variables such as trust and 
lack of choice (see Fig. 6.1). 

Privacy Calculus 

Ackerman (2004) was one of the first scholars to theorize that users 
perform a privacy calculus to determine whether the benefits received 
from revealing personal information are worthwhile. This theory assumes 
a rational view of the individual’s decision-making process. In the context 
of social media, researchers have found that users consider the benefits 
of enjoyment, affirmation, and connection against the risks of privacy 
concerns (Mosteller & Poddar, 2017; VanMeter et al., 2015; Zalmanson 
et al., 2022). With respect to posting online reviews, users consider the 
benefits of pleasure associated with posting a review, gaining knowledge, 
feeling connected, and promoting one’s opinions against the risks of 
privacy concerns (Mosteller & Mathwick, 2014). In terms of trusting 
the Internet for e-commerce, researchers have found that an individual’s 
personal Internet interest outweighed their privacy risk perceptions in the 
decision to disclose personal information. The authors conclude, “These 
findings provide empirical support for an extended privacy calculus 
model” (Dinev & Hart, 2006, p. 61).
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Support for the privacy calculus theory is found across cultures. For 
example, one survey of 106 American and 120 Chinese millennials found 
support for privacy calculus theory in the context of users’ intentions to 
download and deploy mobile applications that require access to personal 
information. Individuals in the study valued the informational and social 
benefits provided by the application more than they valued their privacy 
(Pentina et al., 2016). In another study of 422 US and 889 Italian users, 
both samples found support for privacy calculus theory, although the Ital-
ians had lower propensity to trust and higher privacy concerns than the 
Americans (Dinev et al., 2006). 

Privacy Fatigue 

In contrast to the privacy calculus theory that focuses on rational expla-
nations of the privacy paradox, privacy fatigue theory focuses on human 
emotions. 

Many studies show that individuals experience privacy fatigue, defined  
as a user’s feelings of exhaustion, cynicism, helplessness, and powerlessness 
to protect their data privacy, often to the point where individuals feel 
defeated (Tian et al., 2022). According to the theory, privacy fatigue leads 
individuals to disclose personal information. 

In one study, data from 324 Internet users found that high levels of 
privacy fatigue were positively related to intentions to disclose personal 
information. The authors concluded, “repeated consumer data breaches 
have given people a sense of futility, ultimately making them weary of 
having to think about online privacy” (Choi et al., 2018, p. 42). 

One literature review of 18 academic studies on privacy fatigue summa-
rized the antecedents and consequences of privacy fatigue (van der Schyff 
et al., 2023). Privacy concerns, lack of knowledge, information overload, 
loss of control, and fear of privacy invasion were the major antecedents 
(precursors) of privacy fatigue. Self-disclosure, privacy burnout, privacy 
resignation, and mistrust were the major consequences/outcomes of 
privacy fatigue. 

Trust 

IS scholars have also theorized that trust may offset privacy concerns. IS 
scholars for decades have found trust to be a core variable for explaining 
individual uses of information systems. The IS discipline does not have a
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standard definition of trust, although IS scholars generally agree that trust 
entails the presence of a human subject who forms a trust perception 
about the object of the subject’s trust, such as another person, organi-
zation, or technology. Under circumstances of risk, trust is a subject’s 
psychological belief that an object of trust will discharge their obligations 
as expected in a specific context (Lacity et al., 2023a). Initially, in the 
mid-1990s, the concept of trust helped scholars understand individuals’ 
willingness to use the Internet for shopping (e.g., Jarvenpaa & Todd, 
1996). In the years that followed, trust has been examined in many other 
contexts including blogging, e-government, e-healthcare, mobile applica-
tions, and social networks (Lacity et al., 2023a). Trust is more generally 
understood as a key determinant of people’s willingness to use and rely 
on IS (Lacity et al., 2024; Schuetz et al., 2023). 

Privacy concerns, the willingness to disclose PII, and trust have 
complex relationships. Some IS studies found direct relationships while 
other studies found moderating or mediating relationships. 

A direct relationship involves two variables that are closely associated. 
For example, one study of 369 respondents found that high levels of 
Internet trust were associated directly with a willingness to disclose PII 
(Dinev & Hart, 2006). 

A mediated relationship involves three variables, with the mediating 
variable explaining how the other two variables are related. For example, 
one study found that users who are concerned about privacy will disclose 
personal information if they trust the website (Mosteller & Poddar, 
2017). In this example, trust mediates the relationship between privacy 
concerns and the willingness to disclose personal information. 

A moderated relationship also involves three variables, with the moder-
ating variable affecting the strength of the relationship between the other 
two variables. For example, one laboratory experiment with 667 indi-
viduals found that privacy concerns moderated the relationship between 
privacy assurance mechanisms (like a Website’s policy statement) and the 
user’s trust in the website (Bansal et al., 2015). 

IS scholars also study institutional safeguards. Institutional safeguards 
are practices and policies centralized platform providers use to increase 
users’ trust in and willingness to disclose PII (Bansal et al., 2015; 
Boritz & No, 2011; Guo  et  al.,  2021). Institutional safeguards that 
increase trust include assurance services, escrow services, privacy seals, 
third-party endorsements, and guarantees. Institutional safeguards that 
increase information security include encryption, certificate authorities (to
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prove you are at a legitimate website), and tools that authenticate users, 
such as multifactor authentication (Mitchell & El-Gayar, 2022). Some 
centralized platform providers use CAPTCHAs, which are tasks to prove 
the user is human and not a software robot, such as asking a user to iden-
tify a word that appears within a blurry image. Some IS scholars argue 
that institutional safeguards are not enough; organizations should also 
create a culture of privacy that begins with top management (Culnan & 
Clark-Williams, 2009). 

Lack of Choice 

Lack of user choice is another explanation for the privacy paradox. As 
Onora O’Neill, philosopher and prior president of the British Academy, 
observed about why people rely on institutions they mistrust, “We cannot 
opt out of government, or the legal system, or the currency even if we 
have misgivings” (O’Neill, 2006 transcript of BBC Radio Broadcast). 
Similarly, the privacy paradox exists in part because users have no choice. 
Users are forced to consent to a centralized platform’s privacy policy or 
they can’t use the application. Once users agree to a privacy policy— 
which is often pages long and filled with legalese—they cannot easily 
backtrack. Individuals who try to protect themselves by deleting their 
accounts cannot do so because they don’t have create, read, update, and 
delete (CRUD) rights—the centralized platform providers do. Individ-
uals, for example, cannot directly delete their Facebook accounts because 
Facebook has the CRUD rights; individuals must trust that Facebook will 
execute their requests. 

Readers interested in learning more about IS scholarship may consult 
several literature reviews on information privacy (e.g., Bélanger & 
Crossler, 2011; Boritz & No,  2011; Rath & Kumar, 2021; Smith et al., 
2011; van der Schyff et al., 2023). 

The four explanations of the privacy paradox—privacy calculus, privacy 
fatigue, trust, and lack of choice—are all by-products of Web2’s central-
ized design. Web3 bypasses the need for centralized platform providers, 
and thus reduces and even eliminates the need to disclose PII for many 
types of applications.
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Web2 and Web3 Explained 

Readers are likely familiar with how Web2 applications work for online 
searching, shopping, banking, data storage, social media, and other 
services. Users access a Web2 application with an account and password 
and must disclose any additional PII required by the centralized platform 
provider. An online banking application, for example, in order to verify 
consumer identity at a high threshold, may require a national ID (such as 
driver’s license or passport), a credit report, and proof of employment in 
addition to an account and password. Readers probably understand that 
the bank governs the software that provides the service. The banks soft-
ware processes user requests and stores transactions on a database which 
is, again, governed by the bank. Most Web2 applications work this way 
(see left column of Fig. 6.2). 

Web3 applications work differently; they aim to protect anonymity, 
the ability to conceal a person’s identity. Individuals can choose to be 
totally anonymous, pseudonymous, or identifiable (Smith et al., 2011). 
Rather than accounts and passwords, users access Web3 applications with 
a digital wallet—no PII is required for many Web3 applications. Rather

Fig. 6.2 Fundamentals of Web2 and Web3 (Image credit The authors) 
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than a centralized platform provider storing transactions on a centralized 
database, transactions are copied and stored on tens or even hundreds of 
thousands of peers computers, meaning no single computer is in control 
(see right column of Fig. 6.2). 

Let’s take a closer look by comparing Web2’s and Web3’s user access 
and PII data required, location and governance of software and data, and 
the primary economic model of each. 

User Access and PII Data Required 

For most of the history of the Internet, users access online services by 
creating an account and password with the centralized platform provider. 
Users need an account and password because the Internet was initially 
designed without an identity layer. 

The Internet traces its roots to ARPANET, a computer network 
designed by the US Defence Advanced Research Projects Agency 
(DARPA) to share information among researchers who already knew 
and trusted each other. As more computers were added and as other 
networks emerged (ARPANET was not the only one), a standard way 
to connect computers was needed. Two DARPA scientists—Vint Cerf 
and Robert Khan—did just that when they developed the Transmission 
Control Protocol/Internet Protocol (TCP/IP) in the 1970s (Lacity & 
Lupien, 2022). 

TCP/IP became a standard in 1982 and it is still the Internet’s primary 
protocol used today. Every device connected to the Internet has a unique 
IP address. For example, the IP address for the University of Arkansas 
server is 130.184.0.0/16. While TCP/IP provides a way to identify the 
machines connected to the Internet, the standards do not verify the indi-
viduals who are sending messages from those machines. Governments and 
organizations needed to know who is using devices, leading us to the first 
era of identity on the Internet, known as the centralized identity model. 
Centralized identity models are account based, requiring users to create 
logon IDs and passwords. Accounts and passwords date back to the 1960s 
when multiple people were sharing the same computer (McMillan, 2012). 
Web2’s user access is a legacy of this history. 

Web2’s accounts and passwords. Web2’s centralized identity model 
gives centralized platform providers control over a user’s data 
(Preukschat & Reed, 2021). Even when users “delete” an account, all
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they have done is revoke their access privileges, as it is up to the central-
ized platform provider to decide when an account is deleted from their 
databases. Also, online identities are not portable across webpages (Allen, 
2016). The proliferation of accounts and passwords is another limitation 
of the centralized model. By 2015, the average United Kingdom (UK) 
Internet user had 118 online accounts; by 2017, the average US Internet 
user had 150 online accounts (Caruthers, 2018). 

More recently, some organizations invite users to access multiple sites 
through a single account managed by a centralized platform provider such 
as Facebook, Google, Amazon, LinkedIn, and others called the federated 
identity model. While the federated model reduces the number of accounts 
users need to manage, it increases the amount of PII collected and used 
by centralized platform providers—resulting in fewer organizations now 
having much more PII. 

Web3’s digital wallets. Privacy experts have struggled for years to 
come up with a better way to establish identities and relationships while 
preserving privacy, leading to the Web3 solution for Internet identity: 
the decentralized identity model. Web3 aims to empower individuals to 
control their own identities, credentials, and assets. Web3 replaces user-
names and passwords with peer-to-peer connections via digital wallets. To 
transfer money or other assets, two people must each have a digital wallet 
(see right column of Fig. 6.2). 

While digital wallets are easy to use, there’s a lot of sophisticated tech-
nology under the hood of a digital wallet. A digital signature is the most 
important feature to understand because if a user doesn’t protect the 
private key that is used to generate a digital signature, the user risks 
losing/revealing all their digital assets. Digital signatures ensure the indi-
vidual submitting the transaction (sender) is authentic, the transaction was 
not tampered with in transit, and the receiver cannot later deny getting 
paid (Lacity & Lupien, 2022). 

Here’s how a digital signature works: A digital wallet generates a 
unique pair of numbers that are mathematically related, called a private– 
public key pair. A private key is a sort of super-safe password created and 
managed by the digital wallet. Here is an example of a private key: 

DDA78BA47C7D3A1A49AA02E6C1CF7A30691603827E7DACE3C 
4EE63CA0D26DAE2
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The key above is a very large number, expressed in hexadecimal, which 
is why we see letters A through F. A super-secure algorithm uses the 
private key to create its mathematical mate, called a public key (also called 
an address or public key address). A typical public key address looks like: 

0×77300C71071eCa35Cb673a0b7571B2907dEB77C7 

Although the private key will always generate the same public key 
address, it’s nearly impossible to guess a private key if only given the 
public key address. Today’s digital computers would take millions of 
years to randomly guess a private key that matches a public key address 
(Sharma, 2017). That’s the power of cryptography, defined as “a method 
of protecting information and communications through the use of codes 
so that only those for whom the information is intended can read and 
process it” (Techtarget.com). 

When the user wants the wallet to transfer value out of it, the digital 
wallet automatically uses the private key to sign digitally the transaction. 
The digital signature works in such a way that all the computers on 
the platform can be confident that ONLY the wallet with the private 
key associated with this public key address could have generated the 
transaction. 

The private key is stored ONLY in the user’s digital wallet. When a 
transaction takes place on the decentralized platform, ONLY the public 
key address is stored on the distributed ledger. 

Users must remember two important things about digital wallets. First, 
digital wallets enhance privacy. Parties can connect to each other without 
revealing PII. For many Web3 applications, two parties minimally need 
to share public key addresses. As we saw from the example above, the 
public key address is just a large number; it doesn’t tell us anything about 
the individual! Moreover, a user’s digital wallet generates hundreds of 
key pairs. So, unlike a bank account number that is used over and over 
again, a Web3 digital wallet can generate new public key addresses for 
each transaction to help enhance privacy. 

Second, wallet users must protect their digital wallets! Most Web3 
heists happen at the vulnerable access points of digital wallets where 
private keys are stored. Once a hacker steals a private key, they control 
the assets and can easily transfer funds to their own digital wallet. Because 
users store their digital wallets on their own devices, users should:
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• keep very few digital assets in “hot” wallets that are connected to 
the Internet;

• keep most digital assets offline in a “cold” wallet; keep the cold 
wallet backed up on multiple devices;

• print wallet recovery keys3 on paper and store them in a vault. Or 
better yet, divide recovery keys across multiple pieces of paper and 
store parts in different secure locations;

• keep wallet software updated. 

Soon, social recovery key sharding will be another common approach. 
With sharding, a user instructs the wallet to divvy up the recovery keys 
among people the user trusts, and pieces of the key are stored in those 
people’s wallets. More backup and recovery methods are being developed 
because protecting the private keys are paramount to the entire Web3 
model. 

Location and Governance of Software and Data 

For any online application, we need software to process transactions and 
a record of every transaction. 

Web2’s centralized software and databases. With Web2 applications, 
every party manages its own systems of records (software and databases, 
including ledgers that track debits and credits). A monthly bank account 
statement is an example of a report from a bank’s ledger. A bank 
statement lists all the receivables coming into an account (credits) and 
payments made (debits) out of an account. The summation of all trans-
actions over time results in the account balance. Bank customers must 
review and reconcile any differences between the bank’s records and 
the customer’s own records. The bank has the power in this relation-
ship because banks govern the official records accepted by regulators. 
The same is true of other centralized platform providers that store user 
transactions on their centrally controlled databases. 

Web3’s distributed ledger. Web3 uses a different bookkeeping method, 
called triple-entry accounting, in which every transaction has three entries:

3 Most digital wallets require a locally stored password, and if you forget your password, 
most digital wallets have recovery keys, which are typically 12 random words in a sequence. 
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the debit in the sender’s digital wallet, the credit in the receiver’s digital 
wallet, and the public receipt stored on a shared distributed ledger. 
Anyone with access to a Web browser can view the ledger, but all they will 
see are the sender’s public key address, the receiver’s public key address, 
and the amount of the transfer—no PII is stored on the distributed 
ledger. 

The computers in the network constantly reconfirm the ledger to make 
sure no party tampers with the records after-the-fact. If anyone cheats, 
the other computers in the network automatically ignore it. Parties no 
longer need to reconcile records because every party agrees “this is what 
transpired.” 

Economic Model 

Web2’s primary economic model is surveillance capitalism, which was 
explained in the introduction. Here, we focus on Web3’s economic 
model. 

Web3’s token economics. Web3 is based on a new economic model 
called token economics in which individuals earn digital tokens for 
engaging in desired behaviors. On the right column of Fig. 6.2, we see  
a network of computers, with each computer operating an identical copy 
of the software and storing an identical copy of the ledger. Why would 
someone use their computer for this purpose? Because they are paid to 
do so in the form of digital tokens! In the Bitcoin network, for example, 
computer operators are called “miners” and each computer competes to 
validate and add the next set of transactions to the shared ledger. The 
winning computer earns a fee in the form of bitcoins. So that’s one part 
of token economics—using tokens to reward strangers from all over the 
world to operate software and to store a copy of the distributed ledger. 

Tokens are also used for governance. Many Web3 applications have 
completely decentralized governance through a decentralized autonomous 
organization (DAO). A DAO is a software program that runs an entire 
organization automatically based on codified rules. The idea of a DAO is 
to create a completely independent entity that is exclusively governed by 
the rules that everyone can see. Holders of governance tokens vote on 
decisions. 

Token economics also applies to many asset classes. Digital tokens can 
represent fungible assets, like bitcoin or digital versions of fiat currencies



6 WEB2 VERSUS WEB3 INFORMATION PRIVACY … 127

(called stable coins). Digital tokens can represent unique assets, called 
non-fungible tokens (NFTs), like artwork or an event ticket. Digital 
tokens may be transferable to others, such as trading NFTs. Digital 
tokens may be non-transferable, like tokens that represent credentials 
(e.g., a university diploma) or voting rights. Non-transferable tokens are 
sometimes called “soul bound” tokens because they are tied to a single 
person. 

Web2 and Web3 Application Examples 

In this section, we learn how any user can earn digital tokens by watching 
online advertisements, making loans, selling land in a metaverse, and 
renting excess computer storage. 

We examine four examples of Web2 and Web3 applications. For web 
browsing, Chrome is a Web2 version and Brave is a Web3 version. For 
borrowing and lending, traditional banks use a Web2 model and Aave 
is a Web3 version. For metaverse, Meta is a Web2 version and Decen-
traland is a Web3 version. For file storage, Dropbox is a Web2 version 
and Filecoin is a Web3 version. The first three decentralized applica-
tions are deployed on Ethereum: Brave, Aave, and Decentraland. We also 
cover Filecoin, which uses a different decentralized platform, to show that 
Ethereum is not the only decentralized platform in use. Since most people 
are familiar with Internet search engines for web browsing, we begin this 
section by comparing Google’s Chrome (a Web2 application) with the 
Brave Browser (a Web3 application). 

Web Browsing: Chrome vs. Brave 

Web2’s Chrome. Google’s Chrome is a Web2 application for web 
browsing. Released in 2008, users access Chrome for free. Google moni-
tors user activity and applies AI to target advertisements presented as 
search results. In 2022, advertisers paid Google over $162 billion for 
placing ads in search results (Oberlo, 2023). 

Web3’s Brave. In contrast to Chrome, the Brave web browser shifts 
a high percentage of advertising revenues from a centralized platform 
provider to individuals. Brave blocks all advertising and web tracking to 
protect privacy, but users can activate a feature that directly compensates 
them for watching ads online. Users can earn basic attention tokens, called
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BAT. After downloading and configuring the Brave browser, the user can 
earn BAT for clicking on a webpage, worth about USD 0.02 in June of 
2023. While this is small, it quickly adds up to create seeds of disruption. 

When a user watches an advert, 70% of the BAT that the advertiser 
credited to the application is transferred to a user’s digital wallet and 30% 
goes to Brave Software, the company that maintains the platform. The 
only thing stored on Ethereum’s public ledger is the advertiser’s public 
key address (debit), the individual’s public key address (credit), Brave 
Software’s public key address (credit), and the amount coming from and 
going into these addresses. 

By July 2023, Brave had over 58 million active monthly users and 
advertisers from 187 countries (Brave.com/transparency), which was 
about 2% of Chrome’s user base. In 2021, the New York Times rated 
the Brave web browser as the best privacy browser (Chen, 2021). 

Borrowing and Lending: Traditional Bank vs. Aave 

Readers are familiar with how to access banking services online. We’ve 
already discussed that banks control the software and databases that 
record our money transactions. Let’s look closer at lending money to 
and borrowing money from a traditional bank. 

Web2’s borrowing and lending with a traditional bank. Lenders 
deposit money in a bank in return for earning interest, but the interest 
rates they earn on deposits are paltry. In May of 2023, the US national 
bank average for interest payments on savings accounts was only 0.36% 
(Bond, 2023). If you deposit $1000 in a savings account, after a year, you 
will only earn $3.60 cents in interest! So why do it? Some depositors like 
to keep cash on hand in case of emergencies, and a bank is a relatively safe 
bet. In the US, banks must be insured by the Federal Deposit Insurance 
Corporation (FDIC) to get a bank charter. The FDIC insures an account 
holder up to $250,000 per insured bank. So, from a lender’s perspective, 
traditional banking services offer a relatively safe place to deposit money, 
but the financial returns are small. 

Banks use our deposits to loan money to borrowers. Borrowers pay 
relatively high interest rates to the bank. In July of 2023, the average 
borrowing rate was 6.95% (Bankrate, 2023). If a borrower borrows 
$1000 for one year at 6.95%, the borrower will pay the bank $69.50 
in interest. The difference between what the bank pays to depositors
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and receives from borrowers is called the spread. In our little scenario 
of depositing and borrowing $1000 for one year, the spread is huge! 

Banks loan out more money to borrowers than they retain in deposits. 
It’s called fractional reserve banking and it is allowed because it helps to 
expand the economy. But there are risks! If a large portion of depositors 
suddenly demand their money back in cash, the bank could go bankrupt. 
It’s called a run on the bank, and the history of banking is littered with 
them. Additionally, borrowers may default on their loans, which happened 
in droves during the 2008 Global Financial Crisis (Lacity & Lupien, 
2022). 

Web3 applications for finance, called Decentralized Finance (DeFi), 
work differently. They require 100% (or more) in reserves, meaning the 
DeFi application cannot loan out more money than it keeps in reserves. 
DeFi applications are also non-custodial, meaning that only the users can 
move funds, i.e., there is no central company or government that can lock 
users out or deny them access to their assets. 

Web3’s Aave. Aave is an example of pure DeFi—it is a completely 
decentralized set of applications that deals only in cryptocurrencies. All 
decisions are programmed (no human mortgage broker) and the soft-
ware is published so people can be confident the system is processing 
transactions as expected. Aave allows lenders to earn interest on their 
cryptocurrency deposits and enables borrowers to take out cryptocurrency 
loans. No PII is needed; a user just sends or receives digital tokens from 
their digital wallet to an Aave liquidity pool address to loan or borrow 
money. 

The CEO and founder of Aave was a Finnish law student who 
became fascinated with how Ethereum could be used to disrupt tradi-
tional finance. Aave, originally called ETHLend, launched in 2017 on 
the Ethereum platform. On July 7, 2023, Aave had $8.6 billion worth of 
crypto deposited (see https://aave.com/). 

Loaning rates varied from 0.01% to 2.77%; borrowing rates varied from 
0.61% to 3.97%. The company, also called Aave, makes money from a 
small percentage of a loan, about 0.09% (de Isidro, 2023). The spread is 
much smaller with DeFi than with traditional banks. 

Like many Web3 applications, Aave is governed by a community 
through a DAO. Holders of AAVE governance tokens may vote upon 
Aave Improvement Protocols (AIPs). AIPs are published on GitHub 
(https://github.com/aave/aip). AAVE tokens can also be staked to the

https://aave.com/
https://github.com/aave/aip
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safety module to provide a type of deposit insurance. As another example 
of token economics, individuals who stake AAVE tokens earn rewards and 
fees (Lacity & Lupien, 2023). 

Aave is just one of many DeFi applications. Readers are also encour-
aged to investigate Uniswap, Chainlink, SushiSwap, PancakeSwap, and 
Maker. On July 7, 2023, the total DeFi market was worth $41 billion 
(see https://www.tradingview.com/). 

Metaverse: Meta vs. Decentraland 

For our third side-by-side comparison of Web2 and Web3 applications, we 
examine metaverse. A metaverse is computer-generated environment one 
visits with an avatar, a digital representation of ourselves (see Fig. 6.3b 
for Mary Lacity’s Decentraland avatar). A metaverse is an immersive expe-
rience, particularly when users access the virtual world with virtual reality 
(VR) headsets. 

Future generations may earn most of their income and spend much 
of their money in the metaverse. New jobs will emerge, such as virtual 
real estate agents, virtual fashion designers, virtual security guards, virtual 
teachers, and others we cannot yet envision (Lacity et al., 2023b). 

As the metaverse potentially evolves into one interoperable meta-
universe, we must seriously question who we trust to operate it. Do

Fig. 6.3 Web3 applications—Decentraland: a Location of British Blockchain 
Association (BBA) in Decentraland metaverse, located at (24,–28); b Mary 
Lacity’s avatar visits the BBA in Decentraland (Image credit The authors) 

https://www.tradingview.com/


6 WEB2 VERSUS WEB3 INFORMATION PRIVACY … 131

we trust one or a few centralized platform providers to create, control, 
and govern the access, digital assets, and transactions via privately owned 
infrastructure and databases (Web2)? Or do we trust decentralized crowds 
to create and govern the metaverse (Web 3)? Web3 metaverses aim to 
protect privacy better than Web2 metaverses. 

Web2’s Meta. Worldwide interest in metaverse escalated in October 2021 
when Facebook’s CEO, Mark Zuckerberg, announced that Facebook was 
changing its name to Meta. In the video announcement, Zuckerberg said, 
“I believe the metaverse is the next chapter for the Internet.” Zuckerberg 
had been investing in metaverse prior to this announcement. Facebook 
bought Oculus, the company that built the Oculus Rift VR headsets, in 
2014 for $2 billion. At the time, Facebook promised Palmer Luckey—the 
creator of Oculus Headsets, that Facebook would not introduce advertise-
ments (ads) on Oculus headsets, but Facebook did introduce ads in 2021 
(O’Flaherty, 2021). 

Meta’s latest Quest VR headsets collect a massive amount of PII 
on hand movements, eye movements, facial expressions, audio data, 
payments, places visited, and Meta keeps user-generated content such 
as photos and videos. Readers are encouraged to read Meta’s “privacy” 
policy.4 

Web3’s Decentraland. Decentraland is a virtual world launched on 
Ethereum network in 2017. Unlike Meta’s metaverse applications that 
are accessed with virtual reality headsets, users access Decentraland with 
a web browser, so the user experience is less rich. It is, however, privacy 
enhancing. 

To enter Decentraland, a user must first create an avatar; a user decides 
the amount of PII to reveal through their choices of designing and 
naming their avatar. Once an avatar is ready, the user is free to explore 
the different plots of land. 

A location in Decentraland is depicted as an (x, y) coordinate on 
the map of the entire space. The center square is at address (0, 0). 
Figure 6.3a shows the address for the plot of land owned by the British 
Blockchain Association (BBA), on plot (24, −28). The BBA built a two-
story building on its plot of land. Mary Lacity’s avatar is “inside” BBA’s 
building in Fig. 6.3b.

4 See “Supplemental Meta Platforms Technologies Privacy Policy”, https://www.meta. 
com/legal/quest/privacy-policy/. 

https://www.meta.com/legal/quest/privacy-policy/
https://www.meta.com/legal/quest/privacy-policy/
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If users want to transact in Decentraland, they need a digital wallet 
and some of Decentraland’s token called MANA. Anyone can buy virtual 
plots of land with MANA. However, virtual plots of land near the town 
center can cost over $2 million worth of MANA (Howcroft, 2021). 
Users can buy and sell virtual goods and services with MANA; transac-
tions are stored on Ethereum. Decentraland has completely decentralized 
governance through a DAO. 

What kind of metaverse will we create? Web2 has the advantage of a 
clear path to revenues and it’s hard for Web3 communities to compete 
with Meta’s $10 billion investment in metaverse. Because of the deep 
funding, Meta’s VR applications provide vastly more immersive three-
dimensional experiences compared to Decentraland’s two-dimensional 
experiences. As Forbes contributor Alison McCauley writes, “Web3 
communities are still looking for business models that reduce the cost 
of decentralization, which inherently shifts the expense of the network to 
the people who use it” (McCauley, 2022). 

If privacy is our aim, however, Web3 metaverses are superior. Web3’s 
metaverses share the vision of individuals owning and monetizing their 
identities (via avatars) and digital assets; of freely coming and going across 
virtual worlds; of securely executing transactions peer-to-peer with low 
transaction fees, of having a voice in the governance of the applications; 
and protecting the privacy of all (Lacity et al., 2023b). 

File Storage: Dropbox vs. Filecoin 

Today, most readers use a cloud-based file hosting service, such as 
Dropbox, Box, Google Drive, or Microsoft OneDrive. These Web2 
cloud services allow users to upload files that can be accessed from 
any device over the Internet after providing a username and password 
(and perhaps another authentication method). As with all Web2 applica-
tions, the centralized platform providers control the software and data. 
Let’s compare Dropbox (a Web2 application) with Filecoin (a Web3 
application). 

Web2’s Dropbox. Dropbox Inc. is the company that built and operates 
Dropbox. Founded in 2007 in San Francisco California, it grew to one 
million users by April of 2009. Today, Dropbox has over 700 million 
users, many which use Dropbox for free. Dropbox Inc. earns about $2 
billion in annual revenues for users who pay fees for additional storage.
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Depending on the amount of storage needed, Dropbox costs about $10 
a month for up to 2 terabytes of data storage (https://www.dropbox. 
com/plans). 

Who can see your files on Dropbox? According to the Dropbox 
website, “Like most major online services, Dropbox personnel will, on 
rare occasions, need to access users’ file content (1) when legally required 
to do so; (2) when necessary to ensure that our systems and features 
are working as designed (e.g., debugging performance issues, making 
sure that our search functionality is returning relevant results, devel-
oping image search functionality, refining content suggestions, etc.); or 
(3) to enforce our Terms of Service and Acceptable Use Policy” (https:// 
help.dropbox.com/security/file-access#). Here again, users are relying on 
trust placed in a centralized platform provider to refrain from viewing/ 
using their private content, even though technically Dropbox Inc. can 
view all content. 

Web3’s Filecoin. Most of us have excess storage capacity on our 
computers. What if we could get paid for renting out excess computer 
storage? That’s the question answered by Protocol Labs, the founder of 
Filecoin. After six years of development and testing, Filecoin was launched 
in October of 2020. According to Filecoin’s website, “With Filecoin, 
anyone can participate as a storage provider, monetize their open hard 
drive space, and help store humanity’s most important information.” The 
main benefits of Filecoin are low costs, data resilience, and censorship 
resistance. (Peaster, 2023). 

As with all Web3 applications, users need a digital wallet to connect to 
the Filecoin network. Instead of Ethereum, Filecoin uses the Interplane-
tary File System (IPFS) as its decentralized platform. IPFS was launched 
in 2015 by Protocol Labs. As of June 2023, there were nearly 500,000 
computers in the IPFS network (Peaster, 2023). 

Storage renters and storage providers enter into deals; they find each 
other on the decentralized filecoin marketplace. Storage renters pay a 
small fee in the form of filecoins to storage providers. It costs about the 
equivalent of $0.38 per month for 2 terabytes of data storage—which is 
much cheaper than Dropbox (Qian, 2023). Storage renters encrypt data 
before sending it so that the storage provider cannot read the contents. 
How can a storage renter trust a storage provider? Each deal is posted to 
the distributed ledger, while other computers in the network constantly 
verify that storage providers are storing files correctly.

https://www.dropbox.com/plans
https://www.dropbox.com/plans
https://help.dropbox.com/security/file-access
https://help.dropbox.com/security/file-access
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Conclusion 

To recap, this chapter has shown that IS researchers have found a privacy 
paradox: individuals are deeply concerned about information privacy, yet 
they routinely disclose PII to centralized platform providers. We covered 
four explanations of the privacy paradox: (1) privacy calculus where indi-
viduals weigh privacy concerns and risks against the benefits of disclosing 
PII; (3) privacy fatigue where individuals are emotionally exhausted from 
trying to protect PII; (4) trust in the centralized platform provider that 
encourages users to disclose PII; and (4) a lack of user choice—individuals 
must disclose PII as required by the centralized platform provider—or 
they cannot access the services. All of these explanations pertain to Web2 
applications, where centralized platform providers govern the software 
and data. 

Next, we introduced readers to Web3’s privacy enhancing approach to 
online applications. With Web3 applications, users can transact anony-
mously, meaning individuals can choose to be totally anonymous, 
pseudonymous, or identifiable. We compared Web2 and Web3 versions 
of web browsing (Chrome vs. Brave), borrowing and lending (tradi-
tional bank vs. Aave), metaverse (Meta vs. Decentraland), and file storage 
(Dropbox vs. Filecoin). We showed that the Web3 versions are superior 
in terms of protecting privacy. 

While our four Web3 application examples focused on anonymity, 
many services require confidentiality , meaning that data needs to 
be viewable by authorized parties. Modern life necessitates that we 
prove our identities and credentials to others for jobs, airline tickets, 
border crossings, driver’s licenses, apartment rentals, banking, and more 
(Cameron, 2005). Web3 applications can accommodate confidential 
transactions on public decentralized platforms, but it requires learning 
more concepts such as decentralized identifiers, verifiable credentials, and 
zero knowledge-proofs, which are beyond the scope of this chapter. If 
these Web3 technologies become widely adopted, we will be able to 
replace our physical wallets with digital wallets that contain digital versions 
of our credit cards, memberships, licenses, and other credentials. We will 
possess and control who sees our digital credentials, which will be another 
milestone in protecting information privacy (Lacity et al., 2023c).
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CHAPTER 7  

Multi-party Computation: Privacy 
in Coopetition 

Daniel Conway and Kiran K. Garimella 

Introduction 

In matters of love and war, all is fair. The centuries-old saying suggests 
that rules of fair play only apply to the space in between love and war, a 
space we refer to as “coopetition.” Coopetition is a portmanteau of two 
words—cooperation and competition. Coopetition recognizes that firms 
have complex interdependencies. In some realms, firms that compete 
for market share also cooperate to achieve mutual benefits (Dagnino & 
Padula, 2002). These rules of play are often established externally to 
ensure a fair game and take the guise of laws, regulations, and policy. 

There are many reasons, however, why an occasional effort in collabo-
ration might be beneficial to members of a particular industry group. All 
automobile companies promote large highway spending bills. Standards
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making bodies exist to ensure interoperability of competing products. 
Companies who both compete and cooperate comprise supply chains. 
Complicated organizations often find some units competing with other 
organizations and some units cooperating. As an example, Amazon and 
Netflix compete on video content, but Netflix servers run on the Amazon 
cloud. Fraternizing with the enemy? The reality is more complicated than 
that. 

War is a zero-sum game (at best), in which one person’s gain is equal 
to another person’s loss. Love is a plus sum (sum+) game. With love, 
two parties can achieve a state where they exceed their individual poten-
tial. The question remains: can competing organizations achieve a higher 
outcome (sum+) by leveraging forms of cooperation which preserve their 
competitive advantage as well as protect their data from roaming or 
being misused? This is where Multi-Party Computation (MPC) plays, 
where new information is created while preserving the privacy of an 
organization’s data. It contributes to the “+” in sum+. 

Two-Party Computation 

We illustrate MPC with a series of examples that can be done manually. 
Four faculty members agree to meet for coffee after a term ends to 

talk over their experiences. Two parties arrive early and start discussing 
matters. After some small talk, the faculty members Alice and Bob are 
curious as to who they are going to elect as department chair in the 
following year. Neither want to state their preference, but they are curious 
as if they agree who would be best. The question then is, how could they 
determine they agree or not without telling the other whom they favor? 

The simple answer would be to have the barista serve as a trusted 
third party. Alice and Bob could write their preferences on a slip of paper 
hidden from each other and the barista could look over the two submis-
sions and determine if they were the same or not. After some discussion, 
Alice and Bob decided that they didn’t like that idea, as the barista might 
disclose the preferences to another employee, who was the daughter of 
faculty member Carol. 

While the barista said he would not disclose the data to the other party, 
he had another suggestion. He laid out four coffee cups on the table in 
a line and said they would represent faculty members Alice, Bob, Carol, 
and David going north to south. They would then be given four scraps of 
paper, and on three of them they would write “no” and on one of them
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they would write “yes.” The papers were folded so the other could not 
see the selection. Alice and Bob voted with a “yes” in one cup and placed 
their “no” vote in each of the other cups. 

Next, Bob turned away from the table and Alice scrambled the cups 
in the line. After getting the all-clear, Alice turned away from the table 
and Bob scrambled the cups in the line. Finally, both Alice and Bob faced 
the table. They started at the top and opened the two papers in each cup. 
If a cup held two “no” scraps, they went on. If a cup held two “yes” 
scraps, then they knew they agreed. If two cups held “yes” and “no” 
scraps, then they concluded that they were not in agreement. If Alice and 
Bob had decided that they couldn’t vote for themselves, the solution of 
two-yes papers would reveal if they did. 

In this case, Alice and Bob were able to determine that they didn’t 
favor the same candidate without either disclosing their private informa-
tion. They repeated it to determine if there was a candidate who they 
thought would be a poor candidate for department chair, and, in this 
case, they agreed. They both smiled and acknowledged that David was a 
poor choice, one whom they each secretly expected to be 15 minutes late, 
without having mentioned David by name or referring to any reasons. 

In essence, Alice and Bob computed a bitwise-AND function. A 
bitwise-AND function represents an action as a bit with either a “1” 
or a “0” value. The bitwise-AND function compares the bit of the first 
operand to the corresponding bit of the second operand. If both bits 
are 1, the corresponding result bit is set to 1. Otherwise, the corre-
sponding result bit is set to 0. This outcome is logically equivalent to 
multiplication. Thus, a result of 0 implies no agreement (at least one 
party chose a 0), and a result of “1” implies agreement (both parties 
chose 1). With multiple participants, the result would have the potential 
leaking additional information and thus we would want to use a different 
computation. 

The barista brought them two additional cups for their actual coffee 
and suggested that there were other calculations that could be done with 
the shop’s cups. When asked who wanted the check, both stepped up to 
accept. The barista said they would have plenty of time to determine how 
to break the tie, and suggested Andrew Yao’s millionaire problem (1986) 
as a potential solution. In that problem, two millionaires are having dinner 
and they decided that the wealthiest of the two would pay the bill. The 
problem was to compute the inequality without either diner stating their 
net worth.
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As faculty at State U, salaries were already public, so both knew that 
Alice had the higher salary. But they decided that the person with the 
highest teaching evaluations in the prior term would pay for the coffee. 
The experiment would require the four cups, but this time cups would 
represent ranges of the evaluation scores. The first cup (from the north) 
was 4.0. If Alice had evaluations above 4.0, then she would put a “>” 
on a scrap of paper and place it in the first cup folded. If her evaluations 
were below 4.0, then she would put a “<” on the folded scrap of paper 
and place it in the cup. The second cup represented 4.25. Similarly, if 
Alice had evaluations less than 4.25, she would write a “<” on the second 
scrap of paper, otherwise she would put a “>” on the scrap of paper. Alice 
would repeat this for cups 3 and 4 with boundaries 4.5 and 4.75. 

Bob then would use the previous “yes” and “no” scraps and place them 
into the cups based on the ranges. “Yes” would go into the range where 
his evaluations landed. The cups would be scrambled as before and then 
the scraps read. As an example, if Alice had average student evaluations of 
4.4, then the comparisons would be “>,” “>,” “<,” “<,” meaning “>4,” 
“>4.25,” “<4.5,” and “<4.75.” Say Bob had average evaluations of 4.6. 
Then the cups would hold “no,” “no,” “yes,” and “no,” meaning “not x 
< 4.25,” “not in the range of 4.25 < x < 4.5,” “yes in the range of 4.5 < 
x < 4.75,” “not in the range of 4.75 < x < 5.0.” The scrambling left the 
information of {“yes,” “<”}, indicating that the range where Bob chose, 
Alice had “<.” Thus, we would conclude that Bob had higher evaluations 
than Alice, again without Alice nor Bob giving their actual value. Bob is 
buying coffee this morning. 

After narrating the two examples, we see a couple of important consid-
erations emerge if this were to be implemented on a digital computer. 
One is that the parties must be honest for the calculated value to be 
interpreted as meaningful. In general, MPC favors environments where 
the parties are incentivized to play honestly. There are many extensions 
though that give meaningful results if at least fifty-one percent of the 
participants are honest. We save those variations for the ambitious reader. 

Also, if the ranges are too wide, the barista would need to bring more 
cups so that the experiment can use more narrow ranges.
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Multi-party Computation---Mean 

Carol and David arrive for coffee, with Carol mentioning that David was 
late picking her up. Alice and Bob describe what they have been doing, 
and Carol and David are keen to participate in order to regain eligibility 
for the bill. They first discuss the recently announced merit bonuses of 
$1000 to $5000 per faculty member. The group wondered if everyone 
received $1000 or if the mean were closer to $2500 or higher. Techni-
cally the average could be anywhere from $1000 to $5000 depending 
on how the merit bonuses were distributed. Naturally, no one wanted to 
share their actual bonus. Instead, they would calculate the mean without 
anyone sharing their actual bonus, which is the input to the function. 

The barista suggested a way to calculate this, which required each 
person to have a clean cup as well as several scraps of paper. First, for 
each party Alice, Bob, Carol, and David, they would generate three 
random numbers and then calculate the fourth so that each person’s 
four numbers add up to their individual bonuses. (Table 7.1 shows their 
actual bonuses). Obviously, the random numbers would have to be in an 
appropriate range, but they can choose their own range. Then, each party 
would have a cup to receive folded papers. Alice would give one of her 
random numbers to Bob, Carol, and David and hold one back in her cup. 
Bob would give each of the random numbers to Alice, Carol, and David 
and hold one back in his cup. Carol and David would each do the same. 

Upon receiving the random numbers from the other parties, each 
would then calculate the sum of the values in their cup and share that 
sum with the group. The overall sum would represent the sum of the 
bonus and dividing that by 4 would result in the average bonus. 

As an example, say these are the actual bonuses for the four parties, 
which are not shared (held privately). The average is of course $11,000/ 
4 = $2750. But no one knows all four numbers to start, so there is no 
way to calculate this.

Table 7.1 Faculty 
bonuses Party Bonus 

Alice $3000 
Bob $4000 
Carol $3000 
David $1000 
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Table 7.2 Three random numbers plus a calculated number to equal the bonus 

Party Secret #1 #2 #3 #4 

Alice $3,000 = 56 410 741 1793 

Bob $4,000 = 867 670 1303 1160 

Carol $3,000 = 49 416 96 2439 

David $1,000 = 229 205 296 270 

The parties calculate their three random numbers, as shown in 
Table 7.2. The number in the box represents the number they put in 
their own coffee cup. 

The columns then are the numbers that get moved to the peer’s cups. 
So, Alice receives {867, 49, 229} to put along with the number she held 
back (56). The sum of these numbers is 1201. Similarly, Bob receives 
the numbers in #2 {410, 416, 205} along with the number he put in 
themselves (670) for a sum of 1701. Carol has column #3 with a sum of 
2435, and David has a sum of 5662. Each party adds up the columns and 
broadcasts their own sums of 1201, 1701, 2435, and 1701, which sum to 
$11,000, and thus the average is $2750. There is muted happiness that 
the average is above $2500, which would represent equally likely bonuses 
between $1000 and $5000. 

David notes that calculating a mean has a lot of applications, observing 
that he had built a trusted third-party application to do a similar thing. 
Several private equity companies wanted to know if they were pricing 
private bonds similarly to the industry, however, there was no market to 
share prices due to legal restrictions. They weren’t particularly concerned 
about knowing the exact prices set by others; their primary interest was 
in assessing whether their prices consistently deviated from the industry 
average, either higher or lower. This seemed a perfect application for 
MPC, since their pricing data would remain private while they would be 
able to calculate the overall average and internally determine if they were 
constantly deviating from the others.
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Multi-party Computation---Standard Deviation 

The four parties were curious if everyone received the same bonus amount 
or close to the same amount, or if there was significant variance in the 
bonuses. After ordering another round of coffees and asking for more 
scraps of paper, the barista suggested that the population variance could 
be computed as the average deviation from the mean. As they all knew 
the mean, they could repeat the experiment using the deviations rather 
than the mean. 

The population standard deviation of {3000, 4000, 3000, 1000} is 
1089.7. 

Each party calculates their deviation from the population mean as 
shown in Table 7.3 

Table 7.4 shows the results of squaring the deviations and generating 
random numbers. 

Table 7.3 Faculty 
member’s deviation 
from the mean bonus 

Party Bonus 

Alice $3000 − $2750 = $250 
Bob $4000 − $2740 = $1250 
Carol $3000 − $2750 = $250 
David $1000 − $2750 = −$1750 

Table 7.4 Three random numbers plus a calculated number to equal the 
deviation from the mean 

Party Secret #1 #2 #3 #4 

Alice $62,500 = 8173 5400 16009 32918 

Bob $1,562,500 = 431007 397867 20561 713065 

Carol $62,500 = 2565 11585 2203 46147 

David $3,062,500 = 573341 1589103 591729 308327
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Similar to the previous mean calculations, each party sums their 
column (papers they received in their cups) and the result is {1,015,086 
2,003,955 630,502 1,100,457}, which sum to 4,750,000. Dividing that 
by 4 results in 1,187,500, and the square root of that is 1089.7. The 
group can determine that there is variance (that everyone didn’t get the 
same amount). Naturally, they then wanted to know who had the biggest 
bonus. After a danish… 

Multi-party Computation---Moments 

of Distributions 

It is appropriate to discuss here how privacy might be eroded if we were 
to continue and calculate the skewness and kurtosis of the dataset. Skew-
ness is a measure of symmetry (really a lack of symmetry). A skewness of 
zero implies perfectly symmetric; a positive skewness implies that there are 
outliers to the right; a negative skewness implies there are outliers to the 
left. Kurtosis is a measure of the tailedness of a distribution as compared 
with the Normal distribution. Positive kurtosis implies the distribution is 
tall with skinny tails compared to the Normal distribution, and negative 
kurtosis implies a distribution is flatter with fatter tails. 

Four “moments” or MPC calculation rounds with these types of func-
tions can be used to construct the entire four-point dataset. In general, 
this is related to the Degrees of Freedom, or pieces of information, in a 
dataset. We illustrate this with an example. 

Consider the four numbers {1, 2, 3, 4}. What if we knew three of the 
numbers and the sum (or average)? Then we should be able to calculate 
the 4th number. Convince yourself this is true. If we know {1, 2, 3} and 
that the sum is 10, then we should be able to calculate that the missing 
number is a 4. Thus, the sum of 10 and the last number is 4 are the 
same piece of information—given one, we can calculate the other. By 
computing the sum, we have not added information. We still have four 
pieces of information. 

Further, what if we calculated the standard deviation of the four 
numbers to be 1.118, the skewness to be 0, and the kurtosis to be 
−1.2. Then we could conclude that the following contained the same 
information, and given any of the five options, we could calculate the 
others.
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(a) {1, 2, 3, 4}  
(b) {any three} plus {sum is 10} 
(c) {any two numbers} plus {sum is 10, standard deviation is 1.118} 
(d) {any one number} plus {sum is 10, standard deviation is 1.118, 

skewness is 0} 
(e) {sum is 10, standard deviation is 1.118, skewness is 0, kurtosis is 

−1.2}. 

In essence, MPC reverses this. Each party has one piece of informa-
tion and represents it as three random numbers (no information) and one 
computed number, which is not distributed. Sending random numbers to 
each other is akin to sending encryption keys, so the distribution of these 
numbers should be secret. (MPC is often used for this purpose.) Upon 
receiving the random numbers, the withheld number is added, which 
serves to randomize it. Thus, no degree of freedom (piece of information) 
ever crosses the network. 

Of course, there are potential weaknesses. Consider the case where 
David decides to share his bonus with Carol. Now Carol is in step (c) 
above. She has 2 degrees of freedom. In order to know all four bonus 
values, she only needs to understand the sum (or average) and standard 
deviation, whereas everyone else is in state (d). Thus, performing more 
MPC, combined with parties sharing with each other, can weaken the 
anonymity of the raw data. If none of the P parties share with each other, 
then we can recreate the entire dataset with P moment calculations using 
MPC, and the dataset would be separated from the parties’ identities. 

This can be helpful, as this is a form of anonymizing data. It allows 
us to recreate entire datasets without knowing the origin of the data. It 
requires one round of MPC for each moment calculation, so with 1000 
data points, we could perform 1000 rounds of MPC and know the entire 
1000-point dataset, though we would not know who contributed which 
point. 

Multi-party Computation---Voting 

After several cups of coffee, the group of Alice, Bob, Carol, and David 
now are thinking of many applications where MPC would be appropriate, 
including anonymous feedback, voting, applications involving signaling, 
and auctions. In the meantime, the remaining faculty Eve, Frank, Grace, 
Heidi, Ivan, and Judy, who had been sitting outside the coffee shop,
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joined the inside group, and there were now 10 people sitting around 
several tables. The dynamics have changed with the broader group, and 
there is less intimacy, but other topics can now be brought up to discuss 
because the entire department is now present. 

Department chair Judy suggested that she has heard that some of the 
companies recruiting their students are interested in content related to 
artificial intelligence. Frank knew that Judy wanted to use ChatGPT in 
class the previous term, but he and Grace, who was not tenured, were 
uncomfortable with AI and wanted to discourage usage, but they were 
afraid to say anything. Judy suggested that they vote as to whether they 
should allow ChatGPT to be used in class, but David suggested that they 
vote anonymously using MPC. 

In the case of computing averages, the random numbers created can be 
anything that add to 0 or 1, representing no ChatGPT in the classroom 
(0) or yes ChatGPT in the classroom (1). Then calculating the overall 
average should give the percent of those who voted yes. 

Table 7.5 captures an example. In this case, there are 7 “yes” votes. 
Random numbers are distributed, and the diagonals are held back for 
later summation. Alice’s cup contains column #1, and when contributing 
their number −97, the sum is −236. The sum across the bottom row 
labeled “ColSum” is 7, which is the number of votes to permit use of 
ChatGPT.

MPC determined that 7/10 parties agreed, without anyone knowing 
who voted yes and who voted no. 

Multi-party Computation---Maximum 

Before the group dispersed, Alice suggested that they would like to know 
if anyone received the highest bonus of $5000. They had previously deter-
mined that not everyone was given the same bonus, but they hadn’t yet 
calculated the maximum of the group. The barista suggested a way to 
compute the maximum without anyone giving away their actual value. It 
would work like the following:
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Table 7.5 Nine random numbers and one calculated number for faculty votes 

Vote #1 #2 #3 #4 #5 #6 #7 #8 #9 #10 

Alice 1 = -97 85 -92 66 7 -91 -55 65 82 31 

Bob 1 = 12 -91 31 -90 57 -33 -42 64 100 -7 

Carol 0 = -18 -24 -52 76 80 78 -29 -98 62 -75 

David 1 = -61 40 88 16 37 -60 -44 47 -26 -36 

Eve 1 = -30 31 32 -32 -15 94 1 -88 99 -91 

Frank 0 = 15 65 16 -66 50 82 -54 -35 -90 17 

Grace 0 = -7 -83 0 10 3 91 28 85 -93 -34 

Heidi 1 = 54 80 81 -67 -97 38 -54 -18 -32 16 

Ivan 1 = -11 -61 -31 98 74 80 -74 15 -39 -50 

Judy 1 = -93 37 76 44 91 -70 91 57 -52 -180 

ColSum -236 79 149 55 287 209 -232 94 11 -409

1. Each party must represent their bonus amount in binary format (see 
Table 7.6).

2. Each party chooses the left most bit of the binary representation and 
has MPC compute an average across the 10 parties. 

(a) If the average is zero (all parties have a 0), then record a zero 
for the solution, return to step 2 until the average is >0. Then 
continue to (b).
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Table 7.6 Faculty 
bonuses represented in 
the binary numbering 
system 

Party Secret Binary 

Alice $3000 0101110111000 
Bob $4000 0111110100000 
Carol $3000 0101110111000 
David $1000 0001111101000 
Eve $2000 0011111010000 
Frank $3000 0101110111000 
Grace $2500 0100111000100 
Heidi $1000 0001111101000 
Ivan $4500 1000110010100 
Judy $5000 1001110001000 

(b) For each player, if their bit is 1, stay in the game. If their bit is 
0, then use all 0’s in each round from this point. Return to step 
2 until the bits are exhausted. 

In this example, the leftmost bits are zero for the parties A through H, 
and one for parties I and J (Ivan and Judy). Thus, the max solution 
begins with a “1” as the leftmost bit, as the average >0. Parties A–H 
must now participate with zeros until the iteration is complete. Ivan and 
Judy continue with their actual bits. 

MPC continues to the second leftmost bit. Parties A through H must 
contribute “0,” and Ivan and Judy have zero also. A zero is appended 
to the temporary solution yielding “10.” The third bit is also all zeros, 
appending to the temporary solution yielding “100.” 

The fourth bit is now calculated as 1/10, as parties A–H contribute 
zero, Ivan has a zero, and Judy has a one. At this point, party Ivan must 
only contribute zeros from now on, and the temporary maximum is now 
“1001.” Only party Judy will continue, and the temporary solution will 
build into party Judy’s binary representation after 13 more iterations. 

The maximum value of the bonus is 1001110001000 or $5000. MPC 
has computed this while keeping the individual bonuses private. 

If the group desired a minimum bonus amount, they could repeat 
the above process where everyone used ($5000 − individual bonus) and 
compute the maximum. 

Rather than recalculate the highest overall teaching evaluation, Judy 
said she would pay for breakfast, and the other parties accepted. Judy 
kept the tip private.
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Limitations and Other Applications 

While MPC promotes privacy, it is not computationally efficient. With 10 
parties, a round of computation to compute the mean requires 10*9 = 
90 peer-to-peer messages in the early round. For the maximum function, 
there were 16 rounds of 90 peer-to-peer messages (1440) to calculate the 
16 averages. For an election with 10,000 voting parties, that is roughly 
100M messages to be sent. In a practical application, each message would 
be encrypted and digitally signed. There are opportunities for improved 
performance, but essentially the tradeoff is privacy against computational 
performance. 

Obviously, by computing distributional moments, summary statistics 
such as confidence intervals and common risk metrics can be calcu-
lated. In 1987, it was demonstrated that any function could be securely 
computed (Goldreich et al., 1987). Today there are thousands of appli-
cations that use MPC. Below is a list of a few use cases, as well as a list of 
several domains in which MPC has been used in practice. 

1. Privacy-Preserving Machine Learning (Knott et al., 2021): This 
paper describes the design of CrypTen and measures its performance 
on state-of-the-art models for text classification, speech recognition, 
and image classification. 

2. Digital Twins (Hörandner & Prünster, 2021): This paper describes 
how MPC can be used for keeping digital twin data private. 

3. Secure Voting (Bermúdez, 2016): This paper presents an online 
voting architecture based on partitioning the election in small clus-
ters of voters and using a Multi-party Computation algorithm for 
obtaining voting results from the clusters. 

4. Secure Key Exchange (Archer et al., 2018): The paper highlights 
a number of applications, ranging from securing small high value 
items such as cryptographic keys, through to securing an entire 
database. 

5. Data Exchange Between Law Enforcement (Treiber et al., 2022): 
The authors propose a system for lawful information exchange 
between LEAs using MPC and private set intersection and show its 
feasibility by giving a legal analysis for data protection and a technical 
analysis for workload complexity.
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6. Privacy-Preserving Blockchain Applications (Wang et al., 2021): 
This paper presents an integrated solution to enable privacy-
preserving energy storage sharing, such that energy storage service 
scheduling and cost-sharing can be attained without the knowledge 
of individual users’ demands. 

MPC has been used in several other domains (Cramer et al., 2015), 
including: 

(a) Secure Auctions, 
(b) Secure Financial Transactions, 
(c) Secure Voting, 
(d) Supply Chain Collaboration, 
(e) Fraud Detection, 
(f) Genomic Data Sharing, 
(g) Privacy-Preserving Authentication, and 
(h) Privacy-Preserving Smart Contracts. 

MPC functions preserve the privacy of inputs and create information that 
cannot be obtained otherwise. This information is akin to the “+” of 
a sum game in coopetition, as the competition would suggest sharing 
nothing and the cooperation would suggest sharing everything. In the 
case of MPC, we share nothing but yield information that is of collective 
value. 
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CHAPTER 8  

Zero-Knowledge Proofs and Privacy: 
A Technical Look at Privacy 

Kiran K. Garimella and Daniel Conway 

Introduction 

Data breaches and the digital invasion of privacy seem to have become 
an inevitable part of daily life. In securing our privacy, we have two 
formidable tasks: communicating information securely and keeping infor-
mation secure. The essence of privacy is to keep either the identity, 
transactions, or data private, ideally all three. Much of the data we 
exchange is for the purpose of verifying, validating, and proving that 
people are who they are, that they have what they claim to possess, or 
can do or have certain abilities. 

There are various approaches to privacy, ranging from regulation, 
education, corporate policies, paying for privacy, physical security, and 
technology. In this chapter, we cover the technical approach to privacy,
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beginning with the foundations and reviewing an intriguing set of tech-
niques collectively known as zero-knowledge proofs. To stimulate interest 
in this topic, we define zero-knowledge proofs broadly as follows: A zero-
knowledge proof (ZKP) is a method by which one party can prove to 
another that they are who they claim to be, have something, or know 
something without disclosing the details of their identity, what they have, 
or what they know. ZKP certainly sounds like an impossibility on the face 
of it and sounds like a neat trick to pull off. In this chapter, we explain 
how this trick is made possible through a variety of ingenious techniques. 

Because of their ability to prove conclusively without actually disclosing 
the secret, we expect to see ZKPs become the dominant infrastructural 
technology that will power all electronic transactions in the future. With 
the widespread adoption of the ZKP-embedded infrastructure technology 
layer, applications do not have to engineer ZKP explicitly into their soft-
ware. The situation is similar to how software developers explicitly do not 
program the TCP/IP stack from scratch; rather, they rely on the under-
lying Internet infrastructure, thanks to Dr. Vint Cerf and Dr. Bob Kahn, 
co-founders of the Internet, who received the ACM A.M. Turing Award 
in 2004—the Nobel Prize of Computer Science—for their contribution. 

The technical approach to privacy through ZKP is not meant to 
exclude the other approaches, such as regulation and education. Privacy 
demands a multi-faceted approach. This is similar to automotive safety, 
where the technical safety of automobiles must be accompanied by clear 
traffic laws, a social culture where everyone obeys the traffic laws, and 
the drivers who go through rigorous education in order to operate their 
vehicles. However, the best drivers who operate their vehicles with full 
compliance and drive them under sober conditions may still cause acci-
dents. It is the technology of automotive safety that then becomes the 
differentiating factor. Similarly, the technology ZKP can be a set of 
powerful guardrails that function not only as enforcers of privacy but also 
offer the safety net when the other approaches fall short. 

Simple ZKP Examples 

In order to mine the depths of cryptography, mathematics, and algorithms 
of ZKP, a few simple examples will demonstrate that with some ingenuity 
that it is possible to craft ZKP-like solutions to some interesting problems. 
Some of them are motivated by games, such as the four scenarios below, 
and a few by real-world applications.
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Leaves in a Tree: Verifying a Secret Power 

Consider this dialog between Alice and Bob (the traditional fictitious 
participants in the roles of prover and verifier used by the cryptographic 
community): 

Alice: “I have this weird power. I can look 
at any tree and instantly tell you how 
many leaves it has exactly.” 

Bob: “You mean an exact number, not 
approximately? Without counting or 
trying to estimate the number of 
leaves?”. 

Alice: “That’s right. Exactly and instantly.” 
Bob: “I don’t believe it.” 
Alice: “You point out a tree to me and I’ll tell 

you exactly how many leaves it has.” 
Bob, pointing to a tree 
that’s behind her back: 

“How about that one?” Alice turns 
around, looks at it, and says immedi-
ately, “That tree has exactly 227,927 
leaves.” 

How would Bob verify her power? Bob can go to that tree and count 
up the number of leaves. That will take Bob a very long time. Worse, 
while Bob is counting, some leaves are bound to fall off (it is a bit windy). 
There is no way Alice will tell Bob the secret of her power. 

Alice suggests a method to verify her claim. “Blindfold me, then go 
up to the tree and remove a few leaves at random from the tree, and put 
them in your pocket where I can’t see them. Then come back and remove 
the blindfold and I’ll tell you how many leaves the tree has remaining.” 

Bob follows her instructions and removes four leaves from the tree and 
pockets them. Bob takes care to make sure she doesn’t hear him ripping 
out the leaves. If she then says that the tree now has 227,923 leaves, then 
there is a strong possibility she has the power. Her response, however, 
could be a lucky guess. So, Bob repeats this process several times and 
Alice gets it right every time. 

By this procedure, Alice has now demonstrated to you that she has 
power, but Bob is still in the dark about how exactly she does it.
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Where’s Waldo? 

Suppose you want to play the ‘Finding Waldo’ game with a few friends. 
(“Where’s Waldo?” is a visual puzzle where people search for the character 
named Waldo, who is hidden in a detailed, crowded scene.) The first three 
to spot Waldo get the prize, the first prize going to the one who found 
Waldo first. The problem with this game is how to prove you found Waldo 
without actually pointing to Waldo? 

One solution is to use a large plain cardboard (or sheet of paper) 
and cut a small window in the center of it (just small enough to show 
Waldo’s head without revealing any of the surrounding image). Let’s say 
you found Waldo. You can place the cardboard on top of the Waldo 
game-board, positioning the hole on Waldo. Your friends can see Waldo 
through the hole, but they will not know where Waldo is on the game-
board itself. One caveat is that the plain cardboard must be large enough 
in relation to the Waldo game-board so that the relative positions of each 
do not convey any knowledge of the orientation of the game-board. This 
way, you can prove that you found Waldo without giving away his position 
on the game-board. 

Are You Old Enough To Drink? 

In many bars, people who look young are required to provide an ID to 
ensure they are of drinking age. The usual ID that bar patrons provide is 
the driving license that contains the date of birth. Unfortunately, it also 
contains other pieces of information that should be sensitive: name and 
address. An unscrupulous bartender or bouncer could note the address 
and misuse that information. In fact, the bartender does not need to 
know the date of birth, just whether the patron is of eligible drinking 
age or not. Imagine an ID card that has  no  information on it besides  a  
barcode or a QR code. Assume that the bartender is licensed, his identity 
has been verified and has a special mobile app keyed to his identity. The 
bartender scans the person’s ID card (or face) and authenticates himself 
through a facial recognition scan. The app connects to an authoritative 
source (regulated service or blockchain—see Chapter 6 for an explanation 
of blockchain) and responds back with a ‘yes’ or ‘no.’ Indeed, as artificial 
intelligence (AI) technology becomes better, more prevalent, and safer,
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even the mobile app would be unnecessary; walk-through facial recog-
nition technology would be sufficient. The main point is that the bar 
patron has been verified to be legal drinking age without disclosing his or 
her actual date of birth. 

Proof of Color 

Suppose that you want to prove to a color-blind friend (who cannot see 
red and green colors) that you are not color-blind. Suppose you have two 
marbles that are identical but differ only in color: one red and one green 
marble. You want to prove that you can distinguish between them, but 
you do not want to tell your friend the actual color of the marbles. One 
way to accomplish this is to have your friend place this ball behind him 
and switch it with the other hidden ball with 50% probability, bring it 
forward to show it to you, asking you if he switched the balls or not. You 
both go through this process a number of times, where each time you 
have to say if he switched the balls or not. If you were guessing because 
you could not tell the colors apart, you would be right approximately 
only 50% of the time, otherwise your score would be 100%. This way, 
you could prove you have the ability to tell red and green apart, but 
without revealing the actual colors of the marbles. 

Never Write Checks 

We must also remember how legacy systems exacerbated the privacy 
problem, so we can learn how to avoid them in the future. The most 
egregious of this is the practice of check writing at retail outlets, a practice 
that is thankfully becoming rapidly extinct. In the 1960s, check writing 
was the main method of payment besides cash. Checks expose everything 
about the customer: full name, address, phone number, bank name, bank 
account number, and even the SSN (especially when tellers ask for the 
SSN to be written in the memo field of the check). Frank Abagnale, 
a notorious con artist, whose exploits were popularized by the movie 
“Catch Me If You Can,” took advantage of these security loopholes to 
steal several million dollars by creating his own near-perfect counterfeit 
checks and fake identities. After serving time, he became a consultant to 
the US federal government and became instrumental in several signifi-
cant changes to the processing of checks and financial transactions. One 
of the authors met him at a CIO dinner, where he was a keynote speaker
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and advised the audience most strongly never to write checks at retail 
establishments. 

In the next several sections, we will review the backdrop of cryp-
tography and its mathematical foundations, then review the technical 
underpinnings of ZKPs. 

Cryptographic Solutions 

Cryptography is the practice and study of techniques for secure commu-
nication in the presence of third parties called adversaries. More generally, 
it is about constructing and analyzing protocols that prevent third parties 
or the public from reading private messages. 

Cryptography serves the dual purpose of communicating secrets in 
a way to prevent them from falling into unauthorized ears and also 
preventing unauthorized people from reading secret information. Cryp-
tography plays a key role in the lifecycle of privacy by ensuring that:

• The sending and receiving parties are legitimate
• The medium of communication is secure
• The information is stored in a secure way
• Only authorized parties can unlock and read the information 

Communicating Secrets 

Cryptography, or ‘secret writing,’ has ancient roots, dating back to the 
beginning of recorded history. The most famous of ancient cryptography 
is the Caesar substitution cipher, which involves a simple exchange of 
letters. By modern standards, this code is very easy to break. Techniques 
to break substitution ciphers, developed by Al-Kindi during the ninth 
century, included frequency analysis (Singh, 2000). Leon Battista Alberti, 
an Italian Renaissance personage, developed a mechanical disk for encryp-
tion in the 1460 s and is credited to be one of the fathers of cryptography 
(Kahn, 1996; Selleri, 2020). 

While these were rudimentary by modern standards, they helped secret 
communications between armies, statesmen, and merchants. The goal of 
cryptography has never changed since those times but has become the 
basis for zero-knowledge proofs in modern systems.
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Evolution of Cryptographic Proofs 

Cryptography has evolved from the simple to the complex, starting with 
the easily breakable Caesar ciphers to cryptography based on simple 
mathematical operations, to the more complex foundations modern cryp-
tography through public key cryptography developed by Whitfield Diffie 
and Martin Hellman in the 1970s (Diffie & Hellman, 1976). Goldwasser, 
Micali, and Rackoff (Goldwasser et al., 1985) developed the concept of 
the Zero-Knowledge Proof was developed during the 1980s. Additional 
sophistication was introduced through the concept of zk-SNARKs (Zero-
Knowledge Succinct Non-Interactive Argument of Knowledge) in 2012 
(Bitansky et al., 2012), which makes verifications of cryptographic proofs 
computationally efficient, based on the non-interactive version of ZKP 
(Blum et al., 1988). The field continues to evolve rapidly, with the latest 
ZKP protocol being zk-STARK, developed in 2019 by Ben-Sasson, et al. 
(2018). 

Characteristics or varieties of cryptographic proofs are transparency, 
universality, post-quantum security, and programming paradigm. Zk-
SNARKs require a trusted setup phase prior to use. A transparent protocol 
such as zk-STARK, which uses public randomness, does not. This makes 
zk-STARK open and verifiable by any party since the algorithms are 
publicly available. This property is highly desirable since many experts 
(including hackers) can test the system for vulnerabilities, ensuring that 
the algorithm does not operate with some undisclosed data which, if it 
were to be disclosed, would compromise its security. Universality in ZKP 
is the ability to use the same method for multiple types of claims, whether 
the claim is about identity verification, compliance with securities laws, or 
other complex transactions. Universality, therefore, makes the system very 
versatile and applicable to many use cases. 

Of particular concern for cryptography professions, and especially so 
for ZKP adopters, is how secure will their systems be after quantum algo-
rithms become usable. While the current focus is on ZKP mechanisms 
that are unbreakable using classical computers, there is active research 
in the area of mathematical proof constructs that would be safe against 
hacking through quantum computers (Post-Quantum Cryptography, 
NIST, 2022). 

The methodology used to construct ZKPs is known as the program-
ming paradigm. zk-SNARKs, for example, uses the method of arithmetic 
circuits, where the computations are represented as ‘circuits’ that contain
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gates that perform arithmetic operations. Other examples include Boolean 
circuits (representing mathematical logic), Rank-1 Constraint System 
(R1CS) where the computations are represented as a system of poly-
nomial equations, traditional programming techniques using procedural 
languages, and many others. One of these is the Interactive Proof method, 
which is now being replaced by zk-SNARKs. 

Technical Foundations of ZKPs 

This section describes some of the key concepts and terminology of ZKP 
technology, its foundational characteristics, protocols, and methods. 

Key Concepts and Terminology 

There are three important parts in the ZKP protocol, namely prover, 
verifier, and witness. The prover is the party that wishes to convince the 
verifier that it (the prover) can do something, has something, or knows 
something, without revealing the details of how it does it, the object or 
asset it has, or the specific secret. The prover generates a proof that, when 
verified, validates the truth of the prover’s assertion. The prover uses the 
witness to construct the proof and sends the proof to the verifier. For 
example, the prover could be a seller of shares in a company or a buyer; 
both have to prove that they have the shares to sell or the cash to buy 
without disclosing the exact number of shares or cash, or details of the 
holding account. The verifier is the party that needs to accept the proof by 
verifying it. The verifier receives the proof from the prover and attempts 
to verify the proof by using certain public parameters, processes, or some 
form of evidence. The verifier then accepts or rejects the proof based on 
the outcome of the verification process. The witness is some secret data 
that is known only to the prover that the prover uses to compute the 
proof. 

A full understanding of cryptography and ZKP requires knowledge of 
many areas of mathematics, such as number theory (modular arithmetic, 
prime numbers, the discrete logarithm problem), algebra (groups, rings, 
fields, elliptic curves), computer cryptography (hash functions, random 
numbers, bit operations), complexity theory (big-Oh notation, NP-
complete, and NP-hard theory), probability, statistics, and mathematical 
logic.
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Foundational Characteristics 

ZKP protocols must satisfy three important properties: completeness, 
soundness, and the zero-knowledge property:

• Completeness: An honest verifier will always be convinced by an 
honest prover when the statement is true.

• Soundness: No dishonest prover can convince the verifier of a false 
statement.

• Zero-Knowledge: The verifier learns nothing besides the validity of 
the prover’s statement. 

Protocols, Algorithms, and Methods 

There are two basic methods of communication between the prover and 
the verifier within the ZKP protocols: interactive and non-interactive. 
While the fundamental difference is in the method of communication, the 
method of communication has implications for real-time and high-volume 
systems. 

Interactive protocols require multiple iterations of communication 
between the prover and the verifier. The prover sends a proof to the veri-
fier or the verifier gives a challenge to the prover. The verifier verifies the 
proof produced by the prover. The verifier suspects that the correct proof 
could be a coincidence, and therefore repeats the challenge (or demands 
proof) multiple times until the verifier is satisfied. The verifier challenges 
the prover (the person who possesses a secret power of knowing the exact 
number of leaves in a tree without counting) to provide a count of the 
number of leaves after the verifier has removed a certain number of leaves 
without the prover’s knowledge. Only several repeated experiments of this 
type will convince the verifier that the prover indeed has the secret power. 

Interactive proofs have two major challenges. First, the proof is not 
portable or transferable. Another verifier needs to repeat the process all 
over again. Second, they are not scalable, since both the prover and 
verifier need to interact over multiple iterations; in real-time systems, 
such a method of multiple interactions implies almost synchronous 
communication between the two, similar to multi-factor authentication. 

Schnorr’s protocol is an example of an interactive ZKP. It is a very 
clever interactive technique that a prover can use to prove to the verifier
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that he or she knows a secret number without revealing it. Below is a very 
simple example that is not cryptographically secure. This example requires 
simple exponentiation and modulus arithmetic to understand: 

The Setup Phase: In this phase, the prover selects two numbers, a 
generator g and a modulus p, which should be a very large prime 
number for cryptographic security. Technically, g should be a primi-
tive root modulo p. The prover calculates a public key, y as follows: 
y = gx mod p. 

Let us use some simple numbers for ease of illustration. 
Suppose the prover’s secret number is x = 6. 
The prover selects g = 2, p = 17. 
The prover calculates the public key, y = gx mod p = 26 mod p 

= 64 mod 17 = 13. 
The prover shares the public key y = 13 with the verifier. 

The Commitment Phase: The prover now ‘commits’ to using g 
and p by generating a random number r (not the prover’s secret 
number!). Let r = 11. 

The prover calculates another number, t as follows: g r mod p = 
211 mod 17 = 2048 mod 17 = 8. 

The prover gives the commitment number t = 8 to the verifier. 
Note that the prover only committed to using g and p, which the 

verifier also knows, but the prover has not shared the secret number 
(x = 6) with the verifier. 
The Challenge Phase: The verifier now challenges the prover by 
generating a different random number, c. Suppose c = 2 (a small  
number just for illustration). The verifier gives the challenge number 
(c = 2) to the prover. 
The Response Phase: The prover uses the verifier’s challenge 
number c = 2 to generate a response number, s, as follows: r + 
c * x = 11 + 2 * 6  = 11 + 12 = 23. 

The prover gives the number s = 23 to the verifier. 
The Verification Phase: The verifier, at this point, has the 

following information: 
g = 2 (the generator), p = 17 (the modulus), y = 13 (the public 

key), and t = 8 (the commitment), all given by the prover; c = 2 (the  
verifier’s own challenge number), and finally, the prover’s response 
number to the verifier’s challenge number, s = 23. 

The verifier calculates two quantities using the known numbers:
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First, gs mod p = 223 mod 17 = 9. 
Second: t * yc mod p = 8 * 132 mod 17 = 9. 
Since both the results (9) agree, the verifier is assured that the 

verifier knows the secret number. 

In reality, computer software programs of the prover and verifier 
perform the protocol described above. The reason the Schnorr protocol 
works is that the exchange of some data (g, p, and  y) in the  setup  
phase, establishes trust between the prover and verifier, but not to the 
extent that the prover is willing to share a secret with the verifier. The 
prover also commits to using the data and the method of calculation (the 
exponentiation and modulo arithmetic). The description above does not 
make the protocol fully secure. To do so, the prover and verifier should 
follow other process requirements. For example, the verifier should pick 
a different random number r every time the protocol is repeated, the 
verifier should not send the challenge number c to the prover until the 
prover has first committed by sending the commitment number t to the 
verifier, the modulus number p should be a very large prime number, and 
the generator g should be the primitive root of p. 

The protocol works because the calculation of the secret number x by 
the verifier is computationally hard using g, p, and  y. A simple example 
is that if the prover had some milk and wanted to assure the verifier 
of that fact without disclosing the exact amount of milk in the prover’s 
possession, the prover simply pours some milk into a cup of black coffee 
and gives it to the verifier. The verifier can see the milk that has been 
added to the cup of coffee but is not able to figure out how much milk 
the prover poured without extensive chemical analysis. In other words, 
combining milk and coffee is easy; separating them is very hard. This is 
analogous to computational infeasibility, and such infeasibility is at the 
heart of cryptographic techniques. 

Interactive proofs, as described above, require an interactive process to 
function. Non-interactive proofs, on the other hand, require only a single 
interaction or message from the prover to the verifier. The prover gener-
ates proof without requiring a challenge from the verifier. The verifier can 
check the proof without requiring any interaction with the prover. In this 
protocol, the verification can happen asynchronously. Examples include 
zk-SNARKs, zk-STARKs, Bulletproofs, and the non-interactive version 
of Sigma protocols.
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Zk-SNARK (Bitansky et al., 2012), the most well-known among 
them, stands for Zero-Knowledge Succinct, Non-Interactive Argument of 
Knowledge. The proof is succinct, meaning it is short, small in size, and 
can be verified quickly regardless of how complex the original statement 
or data may be. This brevity is an important property when transactions 
need to be verified rapidly, as in online or retail financial transactions. An 
‘argument’ differs from a proof in that an argument need not prove the 
verifier’s statement with complete certainty. It is designed to be generally 
secure but may fail if the verifier is dishonest. The reason this possibility 
of failure is acceptable in practice is because real-world verifiers for trans-
actions that truly matter are those whose own identity is verified and they 
are usually regulated parties (e.g., money transmitters, banks, healthcare 
organizations, etc.). Arguments are typically more efficient than proofs. 

zk-STARK (Ben-Sasson et al., 2018) stands for Zero-Knowledge Scal-
able Transparent ARgument of Knowledge. Unlike zk-SNARK, it does 
not require a trusted setup before using it. The proof and the verification 
process can be made public since anyone can verify without requiring any 
secret data to be used in the verification process. This mechanism is highly 
scalable since it can handle large amounts of data and complex compu-
tations efficiently. A further benefit is that zk-STARK is post-quantum 
secure, which means it is resistant to attacks by quantum computers in the 
future. The proofs are themselves small and quickly verifiable, making this 
ZKP mechanism attractive for many applications that are very sensitive to 
scaling, require transparency, and depend on independent and repeated 
verifications. 

Bullerproofs (Bünz et al., 2018) are a type of cryptographic tool that 
a prover can use to prove to the verifier that the prover has or knows a 
secret number. The prover creates a proof to state that the secret number 
is within a certain range, without revealing the actual number. The prover 
performs complex cryptographic operations (this is done by computer, 
not by hand) to provide the verifier a digitally secure proof that the 
secret number is within a certain range (who also verifies the proof by 
computer). 

Sigma protocols (Groth & Kohlweiss, 2015) use a three-step inter-
active conversation between the prover and verifier. The three steps are 
commitment, challenge, and response. The prover creates a commitment 
of some random number (not the secret) and sends it to the verifier. The 
verifier sends a random challenge number to the prover. The prover takes 
the challenge and combines it numerically with the secret and sends the
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result back to the verifier. The verifier performs complementary calcu-
lations that ‘unpack’ this last result and compares it with the original 
commitment number from the prover to see if it is the same or not. 

Commitment schemes are cryptographic protocols that implement 
hiding and binding of messages. For example, a message that is placed 
inside an opaque envelope and sealed by the sender cannot be read by 
the receiver unless and until the sender unseals it. In addition, the sender 
cannot alter the message since the receiver has possession of the sealed 
envelope. In this protocol, the sender is known as the committer since 
he or she commits to the data by sealing it. The receiver or verifier 
cannot see the message, hence the ‘hiding.’ Because the committer cannot 
change the message without the verifier’s knowledge, the committer is 
‘bound’ to honor the message. Secure commitments play a key role in 
fostering trust in widely distributed and decentralized systems. Commit-
ment schemes have had a long history of continuing development and 
innovation (Brassard et al., 1988; Even, 1982). 

Homomorphic encryption, first proposed by Rivest, Adelman, and 
Deaouzon (Rivest et al., 1978), is a fascinating innovation in cryptog-
raphy and ZKP where computations can be performed on encrypted data 
without needing to decrypt it first. The practical Fully Homomorphic 
Encryption (FHE) scheme was introduced much later (Gentry, 2009). 
For example, assume that a service provider is engaged to compute the 
commission of a broker-dealer in a financial services transaction; however, 
neither party to the transaction wants to expose the original amount 
of the transaction or the amount of commission paid to the broker-
dealer. Using homomorphic encryption, the service provider can apply 
the broker-dealer’s percentage of commission to the encrypted amount, 
derive the encrypted amount, and send both to the parties involved in 
the transaction, who can then decrypt the numbers securely. This process 
ensures privacy of the original data yet allows the service provider to apply 
complex rules to calculate commission and certify that the rules have been 
applied correctly. This mechanism is especially useful for performing data 
analytics, which is becoming widely used in many companies, on sensitive 
data. 

Given that non-interactive proofs have significant advantages over 
interactive proofs in terms of scalability, computational efficiency, and the 
non-requirement for synchronous, real-time interactions, the Fiat-Shamir
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heuristic is an important technique. Introduced back in 1986–1987 by 
Amos Fiat and Adi Shamir, this heuristic guides the conversion of an 
interactive proof to a non-interactive version. 

ZKP Use Cases 

ZKPs can be used in both personal and business situations. This 
section outlines some of the more common use cases. The implemen-
tation of ZKPs can happen in many ways, ranging from reengineering 
existing processes, creating new processes, using new technologies (AI, 
blockchain), or new devices. In use cases involving or requiring ZKP, 
researchers follow the principle of least information that will prove the 
case. 

Personal Privacy 

Digital Identity Verification. Identity verification is crucial in situations 
where private data, regulated transactions, or money are involved. ZKP 
is specifically useful when some or all of the personally identifiable infor-
mation (PII) should not be disclosed. In many of these situations, the 
verifying party only needs to authenticate some aspect of the identity and 
does not need access to the actual data itself. For example, only people 
above the age of eighteen can buy securities, vote, or drink. Their actual 
date of birth need not be disclosed. Residency requirements (such as those 
in universities) only require that the person’s residence or tenure in a 
particular jurisdiction satisfy some constraints. The actual address itself 
need not be revealed. In many financial transactions involving non-bearer 
instruments in particular, the holder is required to have their ‘Know Your 
Customer’ (KYC) verification done successfully. This process is usually 
done using information provided by data aggregators such as Lexis-Nexis, 
ComplyAdvantage, Trulioo, or Jumio. Licensed compliance officers check 
the information itself. KYC verification typically includes checking bad 
actors and sanctions lists. Needless to say, not everyone who needs to 
know the outcome of the KYC check requires obtaining the actual data 
itself. 

The other aspect of identity verification is for secure login to online 
applications and authorization to the application’s capabilities. This 
system has implications for how the information is stored and protected. 
One can imagine a future where everyone owns their own information
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and stores it encrypted in a widely distributed blockchain. They would 
disclose only the relevant aspects of their data and answer only the ques-
tion at hand (age, for example). They would refuse access to the actual 
data (date or birth, for example), while the verifier can be assured that 
the data is truthful and untampered. 

Secure Messaging. This capability currently exists within secure 
messaging apps. The message that should be kept secret and available 
only to the intended recipient is hashed, encrypted with the public key of 
the recipient, and signed by the private key of the sender. The sender also 
separately encrypts parts of the message that will allow an intermediary to 
verify the claims of the message without reading the rest of the message. 
Secure file-sharing is included in this use case, where ZKPs can be used to 
prove ownership of a file, grant permission to access a file, verify the type 
of contents in the file, or the presence or absence of certain types of infor-
mation in the file. Such verification is accomplished specifically through 
commitment schemes that separate the verification process into two parts. 

Secure and Anonymous Voting. ZKPs can be used for voting, where 
the challenge is either security, anonymity, or both. ZKPs exist to verify 
identity without disclosing the identity to other parties. Anonymous 
voting with ZKPs proves to the stakeholders that the person voted, 
but not how. Indeed, with fully decentralized security coupled with 
ZKPs, stakeholders can be assured that voting has taken place and that 
quorum has been achieved, without revealing who voted and who did 
not, let alone how they voted. A complete solution with ZKPs would also 
prevent double voting. Many of the concerns with fake voters and errors 
in vote counting would be prevented while maintaining voter privacy. 

Health Data Privacy. Privacy of health information is a sensitive topic 
that is subject to the Health Insurance Portability and Accountability Act 
(HIPAA) of 1996 (See Chapter 10 for a detailed discussion of health-
care data privacy). ZKPs can help individuals prove that they meet certain 
criteria, including fitness levels (such as the ability to perform certain 
jobs, but without disclosing specific fitness parameters), vaccination status 
(such as proof of meeting travel requirements but without disclosing 
the actual vaccinations), presence or absence of a medical condition 
(such as diabetes, but without revealing A1c or blood glucose read-
ings), and ordering prescriptions without disclosing their name (as well 
not disclosing to the shipper the type of package, but proving that the 
contents meet the hazardous materials constraints).
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Location privacy. ZKPs can help prove to service applications that 
the user is within a geographical region without disclosing the address. 
Knowing the location (without necessarily disclosing the address) is 
important for delivering or denying certain types of services. Addition-
ally, knowing the location is also useful for the application of AI (machine 
learning and data analytic) techniques to better serve customers. For 
example, a business can suggest UV products to online visitors from 
regions that are suffering from a heat wave. Government agencies can 
send advisories on imminent extreme weather or disease outbreak to 
people online. Intermediaries for financial securities can enable or disable 
transfers if they contravene the blue-sky laws (“Frequently asked ques-
tions about Exempt Offerings,” the SEC). Each country has its own data 
privacy laws and requirements to adhere to GDPR (“Does the GDPR 
apply to companies outside of the EU?”), while some countries have 
privacy laws based on state, territory, or region, such as, for example, 
the California Consumer Privacy Act (CCPA). 

Private financial transactions. ZKPs can be used to provide insights 
to advisors (human or robo) so that they can better tailor financial 
plans for their customers, without revealing any detailed financial data. 
For example, a CPA will require complete financial details, but a finan-
cial advisor may only need to know their customer’s risk profile (high, 
medium, or low, depending on age, investment experience, and level of 
funds to invest, without disclosing the actual numbers). 

Some cryptocurrency technologies use ZKP to shield private transac-
tions in the public blockchains. Zcash, a cryptocurrency that was designed 
to be more privacy-enhancing than Bitcoin, for example, uses zk-SNARKs 
for shielded transactions, where the details of the sender, the receiver, and 
the transaction amount are encrypted, while allowing miners to use zk-
SNARKs to verify the validity of the transaction. Selective disclosure for 
reasons of audit or meeting regulatory compliance requests is also possible 
through ZKPs. 

Privacy in Social Media Interactions. There is no doubt that social 
media has transformed the nature of social interactions. They have 
expanded the reach, scope, and scale of interactions, from the confines 
of the local community to the entire planet. Online marketers have taken 
advantage of this information to provide targeted advertisements and 
recommendations. While this is useful in tailoring the experience of the 
online user and making it more meaningful and productive, it does not 
require the marketer to have access to many other pieces of information
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about the user. Scammers, on the other hand, use sensitive informa-
tion to create fake identities and perpetrate fraud. Assuming online social 
media platforms evolve to incorporate stronger data privacy policies and 
encryption, ZKPs can be used to provide proof of certain conditions or 
behaviors of the user without disclosing the actual data. For example, 
online recommendation engines can use ZKP to target recommendations 
more precisely than regular collaborative filtering (which is well-known 
and quite prevalent among the larger online businesses) to adults and 
seniors without knowing the users’ actual date of birth. Similarly, users 
can enable sharing of their preferred products without disclosing their 
identity. 

Educational Records. Using ZKPs, students can prove that they meet 
certain qualifications or that they have completed certain courses without 
revealing their full educational records (or transcripts) which contain 
grades. Similarly, politicians and other government officials can provide 
proof of attendance at or graduation from institutions as declared in 
their public bios, and that their qualification is in good standing, without 
disclosing any more details. 

Privacy with Sunshine Laws. States in the US have enacted Sunshine 
Laws in varying degrees and scope to ensure transparency in government. 
In many cases, however, these laws also impinge on the privacy of the 
government officials, most especially salaries. If the intent is to assure 
the public that the salaries of government officials are equitable and in 
line with the general population, or to assure the lack of any discrimina-
tory practices, ZKPs can provide that proof without disclosing the actual 
salaries. 

Privacy with Internet-of-Things (IoT). ZKPs can allow users to 
control their devices (smart home, drones, cars, etc.) by proving their 
identity and authorization to control them without disclosing private 
information. This is an important capability since many IoT devices and 
technology infrastructures are mediated by independent third parties. 

Privacy in business. Privacy in business mirrors many of the same 
concerns as privacy for individuals since many of the business and even 
social interactions are between consumers and businesses. In addition to 
the business-to-consumer (B2C) privacy concerns, business-to-business 
(B2B) privacy concerns also need to be addressed in order to increase 
trust in business settings. 

Employee Verification. Companies can verify employee’s credentials, 
qualifications, and background information without accessing or storing



174 K. K. GARIMELLA AND D. CONWAY

sensitive data. Typically, these services are offered to companies by third-
party service providers. Companies need not see sensitive information 
about candidates but use ZKPs to verify information provided by these 
third-party services. Similarly, when outside agencies (such as a mortgage 
company processing an employee’s loan application) require employment 
verification, the company can provide a zero-knowledge proof of employ-
ment and the number of years of tenure with the company without 
disclosing the employee’s details, such as the exact dates of employment. 
If the verifier requires additional personal data, the verifier should either 
obtain directly from the loan applicant or obtain through similar ZKP 
solutions with other providers). 

Intellectual property. Companies can protect their intellectual prop-
erty by proving ownership of copyrighted and confidential material 
without disclosing the contents themselves. ZKPs can provide not only 
proof of ownership but also prove the presence of certain types of 
information within the document using commitment techniques. 

Contract Documents. Many company contracts are confidential docu-
ments and their contents are not disclosed to parties that are not involved 
in the contract. Companies, however, may need to prove that they have 
signed certain agreements, such as pre-orders (order commitments), that 
impact their ability to secure financing. ZKPs help prove that these 
contracts are legitimate and that the company is reporting the order book 
truthfully without revealing the details to potential competitors. This 
capability of ZKPs is particularly useful in supply chains where multiple 
parties are involved, but individual arrangements need to be kept private 
while assuring the other parties that the agreements are in place. Supply 
chains and networks have complicated business models that require veri-
fication of different pieces of information while ensuring that the details 
are private. Multi-party computation is an important ZKP technique that 
was covered in Chapter 7. 

Verification of Organizational Structure. Companies may have 
corporate investors or have merger and acquisition (M&A) deals. Part 
of the due diligence for such transactions is performing KYC verification 
of the officers and board of directors of the corporate parties. Included is 
also verification of other affiliations of the individuals to ensure there are 
no conflicts of interest. ZKPs allow all parties to verify such information 
without requiring disclosure of the underlying data. 

Privacy in Smart Contracts. Smart contracts in blockchain execute 
code based on business logic. Smart contracts use data and rules that
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are encoded within them. ZKPs help smart contracts execute the busi-
ness logic without exposing any of the underlying data. This is especially 
important since smart contract logic is available to all the participants on 
the chain so that validation and consensus can be formed before commit-
ting the results of the smart contract computation to the distributed 
ledger. 

Challenges and Limitations 

ZKPs are subject to three critical challenges: computational efficiency, 
trusted setup prior to use, and scalability. 

Issues with Computational Costs and Efficiencies 

Computational performance and operational costs are critical factors 
in the design and implementation of enterprise software systems. In 
the case of ZKPs, they take on added importance depending on the 
potentially high volume of transactions. There is a tradeoff between 
low cost and high performance on one hand and security and privacy 
on the other. Generating zero-knowledge proofs that can capture rich 
business scenarios can be computationally intensive, requiring complex 
mathematical operations that may not be feasible in real-time, high-
volume scenarios. The verification process is generally less computation-
ally demanding than proof generation; however, it too incurs computa-
tional costs that may not meet the business needs. These tradeoffs are 
especially important in decentralized ledger networks, where every node 
may need to verify a proof and participate in a consensus process, thus 
increasing the overall computational cost and performance. 

Various ZKP schemes offer different tradeoffs. For example, zk-
SNARK proofs are quicker to verify but require a trusted setup, while 
zk-STARKs do not require a trusted setup but are more computationally 
intensive. Cryptographic research is continually testing the boundaries of 
such tradeoffs: increase speed, reduce cost, increase security, and increase 
privacy. 

Issues With Trusted Setup 

Many cryptographic schemes require that both parties exchange some 
initial secret information before they communicate the first secret
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message. Examples of such initial information include code books, substi-
tution keys, or initial sharing of decrypting keys. This process of initial 
exchange of information is also a requirement in certain ZKP mechanisms 
such as zk-SNARKs. In the initial phase (prior to first use), a shared piece 
of data called the Common Reference String, is generated using a random 
string (called the ‘toxic waste’). To prevent leakage of the random string 
used to generate the public parameters, some implementations such as 
Zcash perform ‘ceremonies,’ which are standardized interactions between 
multiple parties. Newer ZKP schemes such as zk-STARKs eliminate the 
need for this trusted setup, thereby reducing the risk of compromised 
secret keys. 

Scalability Issues 

ZKP transactions can be computationally intensive, sometimes requiring 
several thousand computations for every ZKP transaction. In large, decen-
tralized networks such as Ethereum, this complexity creates an enormous 
computational burden since every node has to perform the same veri-
fication of the proof to achieve consensus. This computation burden 
could result in slow transaction processing times and limit the network’s 
throughput, making it difficult to scale the system to accommodate a 
large number of users or transactions. ZKP schemes like zk-SNARKs 
produce relatively small proofs, while zk-STARKs can generate larger 
proofs, creating computational, storage, and transmission challenges. 

Conclusion 

The world is getting smaller in many ways; logically yet perhaps paradoxi-
cally, the bubble in which individuals and companies live is getting bigger 
every day. Increased number of participants, frequent and rapid interac-
tions, increased distances, and lack of reliable intermediaries in many of 
the business and social interactions cause the challenge in establishing 
trust in people, companies, and transactions. At the same time, there is 
considerable anxiety over privacy of data. ZKP technology is all about 
enabling the increasing engagement and trust while reducing, if not elim-
inating, the concerns over privacy of data. ZKPs offer several interesting 
solutions to meet this challenge. Technology solutions can use ZKPs 
independently of blockchain but incorporating them into a blockchain 
can significantly enhance the value proposition of blockchain solutions.
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ZKPs can enable verification of blockchain transactions without violating 
the privacy of the participants. ZKPs can make blockchain applications 
more scalable through succinct schemes such as zk-SNARKs. Research 
and innovation in this space, as well as cautious experimentation by 
practitioners, is continuing at a brisk pace. 
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CHAPTER 9  

An Architect’s View of Privacy 

Marlon Blackwell, Lynda Coon, and Mary C. Lacity 

Introduction 

Marlon Blackwell is the E. Fay Jones Chair in Architecture and a Distin-
guished Professor in the Fay Jones School of Architecture and Design 
at the University of Arkansas in Fayetteville. In addition to being a full-
time faculty member, he is also the founder and the principal at Marlon 
Blackwell Architects (MBA), based in Fayetteville Arkansas.1 We inter-
viewed him in June of 2023 to capture his design philosophy in relation 
to privacy. The conversation focused on four architectural privacy themes: 

(1) the relationship between privacy and comfort, and the roles of 
(2) primary, secondary, and tertiary spaces, (2) light, and (3) sounds in 
creating private moments in public spaces. A fifth theme encapsulates the 
essence of his design philosophy: “ennobling the prosaic.” This chapter is 
an edited transcript of the conversation.

1 To view Marlon’s work, see: https://www.marlonblackwell.com/ or  MacKeith, P. &  
Boelkins (Eds.). (2023). Radical Practice: The Work of Marlon Blackwell Architects. 
Princeton Architectural Press. 
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Theme 1: Privacy and Comfort in Design 

Lynda: Marlon, thank you for meeting with us today. We’d like to first ask 
you to put architecture privacy in a bigger global and historical context of 
privacy design, then share your own experiences from your global travels. 
Have you noticed shifts in privacy design between Eastern and Western 
cultures? 

Marlon: While I am not a historian, I did teach a course called “house 
culture,” which was on the origins and evolution of the American private 
house. We went through the whole history of privacy in architecture. The 
medieval times stick out in my mind as an example of a culture with 
a very different sense of privacy and personal space. People were more 
communal and familial. The idea of comfort was very different in terms 
of furniture design and room size. Their beds were often as big as the 
room. Guests traveled far, so when guests came over to visit, by the end 
of the evening everybody just slept in the same giant bed. So that is a 
different form of privacy and comfort. Privacy and comfort tie together 
to indicate whether someone is comfortable or uncomfortable in a space. 

For many Americans in the United States to feel comfortable, they 
seem to require much larger personal spaces than for example, someone 
from Japan, the Middle East, and elsewhere. Americans’ concept of 
privacy and comfort may come from our pioneering spirit; we have all 
this space and horizons that extend endlessly. In addition to this notion of 
the prevalence of horizon, the sense that everyone should have their own 
space comes along with American individualism. That doesn’t mean that 
Americans don’t share, but in terms of one’s own space as an abode, an 
American ideal is to have the detached single-family dwelling, surrounded 
by land—preferably agrarian—with secondary structures for the livestock. 
Americans don’t typically put animals in the house. 

I’ve been to the city of Shibam in Yemen. They have hundreds of 
ancient towers, six to eight stories tall, made from mud brick, gypsum, 
and other natural materials (see Fig. 9.1). The ground level is given over 
to the animals, the next level to the women, above them is the kitchen, 
then the men. Above the men is the mafraj, which is the living area where 
people take food, socialize, and enjoy the views. Gypsum screens on the 
windows protect the privacy of the women inside. The bathrooms are 
near the top and human waste is funneled down a chute at the side of 
the building and lands at the bottom to become a compost pile used 
to fertilize their fields. It’s the true definition of indigenous—nothing is
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Fig. 9.1 Panorama of Shibam, Hadhramaut Province, Yemen 
(Image credit licensed from iStock.com/javarman3) 

left to chance; nothing is wasted, everything is recycled. Even the city of 
Shibam is organized around gender, which is a different form of privacy 
compared to the West. 

I’ve also traveled to Mexico, Mali in West Africa, and to places in South 
America like Peru where the animals people eat live inside with the resi-
dents, such as the local guinea pig (cuy). So, there is a lot of variation in 
privacy and comfort as it relates to different cultures. 

I think comfort is a big driver of ideas about privacy, so that’s why I put 
privacy and comfort together. Architecture accommodates and facilitates 
privacy and comfort. Comfort informs how we think about space, how 
it’s used, and how it’s articulated in the activities within the space. 

Theme 2: Private moments in public spaces: 

primary, secondary, and tertiary spaces 

Mary: Marlon, you’ve designed so many types of spaces. You’ve designed 
a church, several schools, a museum shop, a golf clubhouse, a bike barn, a 
library, a pediatric center, and much more. You described in our Honors 
class that one of your design principles is “creating private moments
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in public spaces.” Would you talk about that principle and how it was 
realized in some of your works? 

Marlon: Yes, the idea of the private within the public and the notion 
of making spaces that can be used for fellowship and for solitude is often a 
goal in our projects. We think in terms of primary, secondary, and tertiary 
spaces and how they are used. 

I’ll use the example of church design. One of the most tragic things 
to happen is for someone to lose a child. In that space of mourning at 
a funeral service, it’s rare that people grieve alone (physically isolated); 
they grieve in their own kind of mental world, but they also want to be 
near people. So, as an architect, we can accommodate a space in a church 
where someone can be part of the group but also be in solitude. Crypts, 
choir lofts, and side chapels are examples of creating private moments in 
public spaces. 

Another example is the design of medieval monasteries. At the end of 
the monastery, the walls are thickened and carved out to the shape of 
a body. A forlorn window opens to the outer world. A monk could sit 
on the wall and not look frontally but sit in a moment of privacy. I’ve 
also seen examples where there is space for two people to sit and have 
an intimate and introspective conversation, with the world just beyond 
them. 

For schools, we also think in terms of primary, secondary, and tertiary 
spaces, but we also think of school buildings as didactic. You can learn 
from them by the way materials come together, light comes together, 
and how space comes together. I think space is more stable at the center, 
but can be wilder at the edges. Keeping spaces open at the center means 
it has purpose, but the purpose isn’t so finite that there’s no wiggle room 
for other kinds of uses. It’s at the perimeter you can discover things, 
whether it’s the way in which a window is carved out of a wall, a nook 
that is punched through a wall, or even a stairwell can be a spatial propo-
sition. Rather than just something that you look through or look at, you 
can occupy the space physically. Those become moments that are very 
intimate (see Fig. 9.2).

In our designs, we develop degrees of intimacy, whether it’s with 
oneself or with a few people. We look for clefts and canopies, a kind 
of back-and-forth play between the primordial notion of the cave and the
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Fig. 9.2 Marygrove Early Education Center, designed by MBA 
(Image Credit With permission from Marlon Blackwell Architects)

forest. Fay Jones2 would talk about that idea in this work. His work was 
really a dialogue between cave and forest that determined the choice of 
materials and how that material was used. Stone is more cave-like and can 
be used as an extension of the landscape. Tall wood structures are more 
like the forest that provide the canopy. When we think about the cave, 
again, we think about the primary, secondary, and tertiary spaces. So, in 
the schools we design, you’ll find places where children can just crawl up 
into them (see Fig. 9.3).

Porches work well too as a liminal zone between the interior and exte-
rior, between the public and the private. In schools, a porch can be a 
place of learning, a play area, or a refuge. On a porch, you are in an inter-
face between the private world of the school and the public world of the 
street.

2 E. Fay Jones (1921–2004) was an American architect and the only apprentice of 
Frank Lloyd Wright to have received the AIA Gold Medal. 
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Fig. 9.3 Lamplighter School Innovation Lab, designed by MBA 
(Image Credit With permission from Marlon Blackwell Architects)

Furniture is also an important factor in creating private moments in 
public spaces. In a public garden or park, a single park bench invites 
solitude. Clusters with multiple seating suggest a more social interaction. 

We come at design section by section in the design of schools. There’s 
a notion about democratic space where everybody gets the same thing, 
every classroom is the same, but that idea is a simplistic idea of equality 
about socialism. In America, the culture is more about individuality, 
choice, and dissimilarity. That’s why we fold the roof section so that 
every classroom has a different character. As students move through the 
curriculum, they experience different spaces. That’s very stimulating to 
students. It also speaks to how, for example, the Thaden School works. It 
has a logic, but it’s not overly systemic. We vary the volume of the space 
to create feelings of intimacy and feelings of community. For example, 
we designed a room where the ceiling is higher on one end of the class-
room. Larger groups naturally congregate where the ceiling is higher, and 
that group will be more social. The part of the classroom with the lower 
ceiling naturally creates feelings of intimacy and promotes small project
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work. So, varying the volume of space promotes how people will use it in 
an equitable way. If the teacher is attentive, she understands that as well. 

Lynda: In school design, how do you get around the hierarchy of the 
teacher at the front of the classroom speaking and the students are passive 
listeners? 

Marlon: Yes, that’s the convention. There’s often a whiteboard or a 
screen for projection in a traditional classroom design. There’s nothing 
wrong with the convention, but there are other ways to learn. The schools 
we design have those things, but we design a range of classrooms with 
different functions. For example, in a small lab room, there is a Harkness 
table; it’s an elliptical table with no head of the table, where up to ten 
people can sit around it. It invites a seminar format and it’s a way to break 
down the hierarchy. In the breezeways we designed, I’ve found students 
out there with chalk doing math on the concrete paving. In addition to 
design, those uses are really driven by the teacher and the philosophy of 
the school. 

Theme 3: Private Moments in Public Spaces: Light 

Marlon: Light relates to privacy and intimacy in many ways. Most 
building codes require uniform lighting, the same amount of light wher-
ever you are in an office or retail store. James Turrell, a very famous artist 
who deals with light, came to the University of Arkansas a few years ago. 
One of the first things he said in his lecture was that in Western cultures, 
there is too much light. We are overexposed through the insistence of 
uniform lighting of spaces. 

That’s a big driver of mine: how can we create a greater sense of spir-
ituality, sacredness, and serenity in space? Spaces with shadows, funnels 
of light, and light that changes throughout the day all have a mystery 
about them. They have a way of affecting our emotions, helping us to 
go inward, helping us to detach from the world a little bit, encouraging 
a sense of privacy or a sense of introspection. Why is it that those expe-
riences only seem acceptable in the realm of the sacred? Why couldn’t 
you have those experiences in a doctor’s office? Why couldn’t you have 
them in a school? We’ve been stubbornly trying to find those moments 
in the schools and the medical centers we design. There are some places 
you can’t get around having brighter illumination but maybe you could 
have a dialogue between dark and light. I think that has great potential 
in making distinction between the public and the private.
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Lynda: Would you provide an example from your work? 
Marlon: In the Harvey Medical Clinic we designed, the HIPAA3 law 

does not allow windows in treatment rooms for children—the govern-
ment is very strict about that. It doesn’t want people seeing in or seeing 
out. So, we skylit the spaces from above and sealed up the walls. So, 
you’re filling the patient rooms with natural light, but you’re not having 
views. The design reinforces privacy, but it doesn’t cut you off from the 
world. I think that is critical. 

In that clinic, we created something strange because most architecture 
is about punching as many windows as you can in a wall; it’s strange to 
see a wall with no windows. By not knowing that it’s skylit until you are 
inside the building, it creates an active discovery from outside to inside. 
So, it is a masking of the façade. The exterior veils the hidden surprise on 
the interior. 

Theme 4: Private Moments in Public Spaces: Sound 

Mary: How do you think about audio privacy in design? In particular, 
the freedom from not hearing noise? 

Marlon: Acoustics are key. It’s important to get the balance right. You 
may want some discrete sounds, but not make the space so quiet that it 
feels muffled. We want to optimize that. 

We are looking at how to make an architecture that’s more thick, slow, 
and implicit rather than architecture that is thin, fast, and explicit. Most of 
the architecture today is made of planes and lines; it’s always about some 
kind of seamless relationship between outside and inside. When you cut 
through a wall, it’s like cutting through a piece of glass because there’s 
nothing there, so the walls are diminished in some ways, which leads to 
lots of acoustic issues. We’ve been very interested in thickening walls and 
carving into the walls or faceting of the wall to have a more distinct rela-
tionship between what’s interior, what’s exterior, and that affects acoustics 
as well.

3 The US Health Insurance Portability and Accountability Act (HIPAA) passed in 
1996. The law specifies how healthcare and healthcare insurance companies should protect 
personally identifiable information (PII). 
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Theme 5: Ennobling the Prosaic 

Lynda: Of all the buildings you shared with our honors students, the 
students were most impressed with the Saint Nicholas Eastern Orthodox 
Church in Springdale Arkansas (see Fig. 9.4). Why do you think they 
were so mesmerized? 

Marlon: Because it captures the imagination. It’s got a great story. It’s 
an example of ennobling the prosaic. It was a welding shed that we trans-
formed into a sacred space and fellowship hall where one can worship 
and come together. It bridges ritualized worship with something mani-
fested from a type of ruin. That building’s abstraction is appealing. When 
I presented the design to the church, people were taken aback. They were 
expecting a traditional Byzantine church, but with only $100 per square 
foot in the budget, we had to get creative. Father John understood the

Fig. 9.4 Saint Nicholas Eastern Orthodox Church, designed by MBA 
(Image Credit With permission from Marlon Blackwell Architects) 
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design. He said to the church leaders, “It’s got everything we asked for— 
the symbols, the colors, a dome, and places for the iconostasis.” After we 
explained that the proportioning system was all Greek, using the golden 
means and rectangles, they started to go, “Oh, I get that.” And I might 
add, that proportion and scale don’t cost anything—it’s free. 

So, we ennobled this humble welding shed. I think it’s the modesty of 
it all; the lack of being ostentatious. It’s almost like a country church, but 
a new version of a country church. It’s not a church hidden away in the 
woods; it’s sitting out like a billboard along the Interstate. The notion of 
it being contemporaneous with our own suburban sensibilities, a kind of 
improvised but also dignified church. I think the church resonates with 
people because it is transcendent regardless of whether you are religious 
or not. 

Mary: What are some other examples of ennobling the prosaic? 
Marlon: People love the Gentry Public Library in Gentry Arkansas. 

We made a public library out of a 100-year-old hardware store. We also 
designed a bike barn in Northwest Arkansas that is a new form, but it 
is reminiscent of a traditional Ozark gambrel barn. They all have great 
stories, and a great story touches people. 

Lynda: Marlon, thank you so much for sharing your thoughts on 
privacy from an architect’s viewpoint. This will be a great contribution 
to the book. 
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CHAPTER 10  

Healthcare Privacy in an Electronic Data Age 

D. Micah Hester 

Introduction 

While Chapter 2 explores the philosophical underpinnings of the concept 
of privacy in detail, it is important to revisit an observation about 
life: there is a fundamental ontological gap among individuals. Whether 
philosophers conceive of us as fundamentally connected social beings or 
radically atomic beings, we recognize that each of us is a unique part 
of the experiences we have, perhaps even those we share. The “private,” 
then, is one way of expressing that realm of experience that each of us 
uniquely possess, in which others only partake when we choose to share 
it with them. Even then, the very act of sharing transforms that private 
realm into something else, as the experience is changed in the very act of 
sharing. 

Whatever, in connection with my professional practice or not, in connec-
tion with it, I see or hear, in the life of men, which ought not to be 
spoken of abroad, I will not divulge, as reckoning that all such should be 
kept secret.
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—Hippocratic Oath 

The sharing of our private realm occurs frequently throughout our 
lives, with every relationship or connection with others demanding that 
we express what we might otherwise keep to ourselves. This chapter 
explores relationships that occur between patients and providers within 
the realm of healthcare in the United States (US). Healthcare is a profes-
sional domain primarily dedicated to helping individuals (and sometimes, 
by extension, the public) to live healthily (Hester, 2001). People seek 
assistance from healthcare professionals (HCPs) are referred to as patients, 
and the act of someone assuming the role of a patient is, even if in a small 
way, an act of trust in what HCPs can do that the patient themselves 
cannot do on their own. Consequently, a fundamental obligation that 
arises for HCPs is to demonstrate trustworthiness in howto collaborate 
with and serve patients. 

Privacy, as it has been treated in healthcare, signifies a patient’s entitle-
ment to maintain control over the personal, both mundane and intimate, 
details of their life. This entitlement is placed firmly under the authority 
of the patients themselves. What follows for healthcare, then, is an obliga-
tion, which arises for the professionals and personnel working in medicine 
(referred to as HCPs). This obligation is typically labeled confidentiality, 
and requires that HCPs safeguard certain identifying information within 
the protective confines of the healthcare relationship. This principle has 
been recognized as an integral part of medicine for a considerable time, 
at least since the days of Hippocrates. In this context, the patient, as 
Richard Zaner aptly describes, has always possessed “peculiar vulnerabili-
ties” (Zaner, 1988), and the “secrets” of their lives should not be “spoken 
of abroad” by the professional. 

Privacy and confidentially, then, are two sides of the same coin, though 
the former functions as a right in light of a particular kind of vulnerability 
experienced by patients, while the latter is a responsibility to be fulfilled by 
providers and the institutions for/in which they work. The expectation 
of privacy should be upheld through the trustworthy actions of HCPs in 
holding private patient information in confidence. 

Expressed in this way, the conceptual relationship and expectations 
surrounding privacy and confidentiality may appear straightforward on 
the surface. However, this apparent simplicity is based on an overly 
simplistic view of healthcare as a bidirectional and exclusive collaboration 
between an individual patient and a specific healthcare provider. In reality,
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these relational rights and obligations are not absolute. The complexities 
of modern healthcare and the interconnectedness of today’s electronic age 
confound this traditional model, making the preservation of privacy and 
the fulfillment of confidentiality difficult, if not impossible, to maintain. 

Over 40 years ago, clinician and bioethicist Mark Siegler (1982) exam-
ined the state of medical practice and declared confidentiality a “decrepit 
concept.” In his well-known work, Siegler argues that the supposed dual 
relationship between physician and patient is a myth, as numerous people 
inevitably have access to intimate patient information. It is worth noting 
that this declaration preceded the advent of Health Maintenance Orga-
nizations (HMOs), Accountable Care Organizations (ACOs), electronic 
health records, social media, 24-hour news cycles, and many other factors 
both within and outside the medical culture that have significant implica-
tions for privacy and confidentiality. Given these developments, one might 
wonder how much more “worn-out” and “useless” the concept must be 
today. 

It is the case, of course, that medical information about a patient is 
accessed by many people and shared with many institutions. The federal 
government, confronted by the challenge of sharing personal information 
in healthcare, even recognized the need to address concerns that such 
sharing raises when it produced the Healthcare Information Portability 
and Accountability Act (HIPAA) regulations, passed in 1996. And while 
all this seems to continue to support Siegler’s argument, his concern (and 
others who have raised similar issues) simply miss the point. Privacy, as 
an expectation (even a right) of patients, and confidentiality as an obliga-
tion of providers, provide moral parameters that set the tone and tenor 
of medical relationships. Within the relationship, patients should have 
confidence that the intimacies of their lives can be expressed and exposed 
openly in order to receive the support they need to live healthily. Thus, 
clinicians must operate with the understanding that the release of patient 
information—intended or accidental—fails to fulfill a duty they hold to 
the patient. It is a moral wrong—be it about a trivial condition or momen-
tous disorder. But this is not the only moral transgression that might 
occur. Moral harm can follow from revelations that impact patient lives 
through exposure that leads to loss of work, tensions in or dissolution of 
relationships, stigmatization, and even avoidance of future medical care. 

As highlighted by Ken Goodman (2022), the challenges that health-
care faces in light of the use of electronic medical records bring into stark 
relief concerns regarding both moral wrongs and harms,
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In the clinical setting, a patient can be wronged, harmed, or both by incau-
tious and unguarded conversations, by failures to follow basic electronic 
health record (EHR) hygiene (do not share your password, log off, do not 
make copies), and by efforts to trick users or attack systems…. Breaches of 
any kind or size can erode trust and undermine universal values that shape 
the clinician-patient relationship. 

Clinical medicine (as well as medical research) operates as a professional 
space precisely because the relationship between patients and providers 
comes with expectations that the relationship is a special kind—not one 
of family or friendship nor of a simple business transaction or “mechani-
cal” service. It is a space devoted to helping human beings live healthily, 
meeting their own individual vision of what living healthily means to them 
(Hester, 2001). That requires an understanding among all the parties that 
the personal intricacies of individual lives “ought not to be spoken of 
abroad.” 

Limitations and the Scope of Privacy 

While it is clear that privacy is important, even fundamental, to health-
care relationships, it is not without its limits. From logistical to public 
health to criminal to moral reasons there are times when a patient’s 
privacy must give way to other forces and the confidentiality that providers 
protect must be abandoned. We have already noted that the essential 
flow of information within healthcare institutions often necessitates that 
numerous people whom patients would not otherwise have considered to 
be within the scope of healthcare practice gain legitimate access to inti-
mate details of a patient’s life. That is, not just the physician or nurse 
knows medical details about a patient, but respiratory therapists, social 
workers, chaplains, and even clinical ethicists may see a patient’s chart— 
not to mention medical transcriptionists, medical records clerks, insurance 
providers, and many more. Again, this is all falls within the scope of 
medical privacy, even if patients are not fully aware of it. 

Beyond the general scope of medical privacy, there are instances when 
the confidentiality inherent in medicine may be intentionally breached 
for the sake of public health. States have laws, for example, requiring 
that certain communicable diseases—such as Tuberculosis, Ebola, and 
HIV—be reported to state agencies. These requirements are born out of 
a concern for the common good, and often these same laws also impose
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limitations on what personal information state agents can disclose, and 
to whom. The range of state-based concerns expands even further when 
other safety and protection factors come into play. For instance, healthcare 
providers are mandated reporters, legally obligated to report reasonable 
suspicion of child or elder abuse. Similarly, injuries suspected to be the 
result of criminal activity often have to be reported. These exceptions to 
typical privacy protections balance individual privacy with broader societal 
interests in safety and public health. 

Wider legal factors may burst open the privacy bubble, as well. Courts 
may require medical records to be disclosed or healthcare providers 
to testify in court. Cases regarding workers’ compensation require that 
medical records be examined by insurance providers, lawyers, and others. 
Such circumstances demonstrate that while medical privacy is a principle 
in healthcare, it is not inviolable and can be overridden by a number of 
broader societal concerns. 

Some of the harder cases for patients and providers, however, are so-
called “duty to warn” situations. The paradigmatic legal case, known as 
the Tarasoff case in California, emerged from mental health practice in the 
1970s. The case arose after the tragic death of Tatiana Tarasoff who was 
murdered by her ex-boyfriend, Prosenjit Poddar. A few months earlier, 
Poddar told a psychotherapist at the University of California at Berkeley 
that he intended to kill Tarasoff. Seven years later, the Supreme Court 
of California Supreme Court ruled that in some cases the provider has 
an obligation to break confidentiality, specifically when there was a clear 
threat of imminent harm to an identifiable third party. Subsequent to 
this ruling, many states have passed “Tarasoff” laws, and even where no 
such law exists, many legal experts and ethicists believe that the Tarasoff 
ruling does identify a limit to privacy and confidentiality in healthcare 
relationships. 

This “duty to warn” has, at times, been expanded upon by ethicists, 
courts, and state legislatures to include other forms of medical danger. 
The most prominent example arose in the 1980s and 90 s with HIV and 
AIDS. Due to concerns about the communicable nature of HIV—espe-
cially before the development of effective antiviral treatments that could 
reduce or eliminate viral loads—states passed laws requiring either practi-
tioners or state agencies to contact known, or even just potential, intimate 
partners of individuals testing positive to HIV. 

Whether or not we agree with each category or instance of supported 
breaches of privacy and confidentiality, the point of all this is that privacy
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does have limits. Consequently, providers may confront moments in 
their practice when they are required to forego keeping patient infor-
mation confidential because of some other, more pressing (and typically 
social, legal) obligation. One ethical framework to understand better 
when breaching confidentiality may be acceptable includes the following 
criteria: 

1. There is strong reason to believe that a serious threat of physical 
harm exists to an identifiable individual. 

2. After careful consideration, there is a strong likelihood that a 
tangible and true benefit will result from breaking confidentiality. 

3. The breach is a last resort, pursued only after other alternatives have 
been considered and deemed inadequate. 

4. It would be reasonable to support a breach of confidentiality by a 
healthcare provider in any case involving a patient under relevantly 
similar conditions and circumstances. 

A Note on HIPAA  

We now see how the law plays into delimiting the scope of privacy in 
medical practice, but as alluded to earlier, the law also seeks to constrain 
the use of private information in order to protect patients’ personal infor-
mation as much as health systems can allow. The primary instrument for 
achieving this has been the Health Insurance Portability and Account-
ability Act (HIPAA) developed in 1996 but not fully implemented until 
2003. As the title suggests, HIPAA was developed to facilitate the transfer 
of information among the many institutions, companies, and providers 
that require access to a patient’s health information. But this “portability” 
also brings with it the risk of information being easily accessible to others 
who do not need access to it. To address this issue, the “accountability” 
side of HIPAA is manifest in the HIPAA Privacy Rule. This rule provides 
guidelines and restrictions on how health information should be shared 
among the various stakeholders involved. The Privacy Rule targets indi-
vidually identifiable health information, details about a person’s mental 
or physical health, treatment history, or payment for healthcare services. 
This is known as “protected health information” (PHI), and PHI not 
only includes health information but also “common identifiers” such as 
name, address, birth date, and so forth.
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Important requirements from HIPAA’s Privacy Rule include:

• Patients should have easy and secure access to their own health infor-
mation, and have the right to request an accounting of who has 
accessed their health records. HECs should work to foster improved 
ease of access to electronic health record (EHR) information.

• The sharing and exchange of health information should be guided 
by the “minimum necessary standard.” This means that one should 
not share more information than needed for a particular purpose.

• Institutions must establish policies to govern interactions between 
people or organizations that provide or pay for health care (“covered 
entities”). 

Breaches of HIPAA confidentiality requirements—where Protected 
Health Information (PHI) is disclosed to parties who do not have a legit-
imate need for it—can lead to both institutional and individual penalties. 
In cases of serious negligence or willful disregard for HIPAA regulations, 
criminal charges may even be filed. Such consequences underscore the 
importance of safeguarding patient privacy and maintaining the integrity 
of healthcare systems. 

Technology and Data: The 

Promises and Perils to Privacy 

HIPAA regulations underscore the importance of and concern for the 
sharing of health data within and across complex healthcare, insurance, 
and legal systems. And while this data can be provided on paper, through 
hardcopies handed directly to individuals or delivered by human carriers, 
the reality is that in contemporary healthcare, all information is digi-
tized. From lab values, to point-of-care testing, to online mental health 
forms, and more, information by and about patients resides in servers, 
computers, chips, and drives. Wearable devices monitor heart rate, blood 
pressure, glucose levels, and electronic health records (EHR) store demo-
graphic information alongside the results of MRIs, serum tests, and 
digitized consent forms. And while digitizing this data supports ease 
of use in a variety of ways, it also introduces new risks concerning the 
maintainability of personal privacy.
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Digitized data is pervasive in healthcare, and there are any number 
of ways such data can be captured—both by those who need access and 
those who simply want access (authorized or unauthorized). Consider, 
for example, telehealth “visits” that are streamed over the Internet. Aside 
from the simple logistics of understanding who is participating in the 
encounter real-time—with the possibility of people standing “outside the 
frame”—the medium used for streaming must be properly encrypted to 
mitigate the risk of the feed being hacked or hijacked. 

To address challenges that monitoring devices, EHRs, telehealth 
encounters, and more create, all systems should utilize HIPAA-compliant 
software to safeguard patient information and maintain the integrity of 
the virtual healthcare environment. But as importantly, humans devel-
oping and using such technologies must do so in ways that mitigate, if 
not eliminate, the possibility of unauthorized exposure of private data. 

EHRs, PHRs, and Portals 

Of course, records captured for long-term use, like the information in 
an EHR, can be all the more challenging to protect. The widespread 
use of EHRs has been of great benefit to healthcare providers, offering 
convenient and searchable access to extensive patient information. This 
data can also be organized, analyzed, and cross-referenced using tables, 
lists, and values drawn from evidence-based sources. Of course, any online 
data is at some risk of technological breaches through hacking or mistaken 
data-dumping, and along with good security must exist good policies for 
how any unauthorized access would be handled. 

But further, most EHR systems have made personal health records 
(PHRs) available, making the task of securing EHR data increasingly 
complex. Particularly, with the Twenty-first Century Cures Act of 2016 
(finalized in 2022), there is widespread access to PHRs through patient 
portals. A clear challenge, for example, is the records of minors or those 
of patients’ deemed to lack decisional capacity. 

For minors, parents may have ready access to their child’s patient 
portal, and restricted access to the child’s information should follow 
legal and ethical norms, requiring purposeful programming of the EHR/ 
PHR systems. For example, some states do protect minor privacy when 
minors are legally allowed to consent to certain treatments for conditions 
like sexually transmitted diseases (STDs). Professionally, the American
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Academy of Pediatrics (AAP) has recommended, as well, that “Adoles-
cents should have the right to exclude parents from their PHRs when law 
dictates that they may be treated without parental consent. When these 
features are used, health care professionals need to know that these exclu-
sions are in place” (AAP, 2009). However, ready access to PHRs with no 
systematic thought regarding exclusion criteria for parental access means 
that parents may learn about a child’s STD or birth control prescription 
(and so forth) when the child would otherwise wish this information to 
remain private. 

Similarly, when an adult patient lacks decisional capacity, often family 
members are granted access to their information, even if those family 
members are not the legally identified surrogate decision maker. And even 
when they are legal decision makers, once granted access, this usually 
includes access to all records within the chart, not just those relevant to 
the current illness or injury. 

Of course, these access issues are not unique to EHR data, but having 
ready access from almost anywhere through a patient portal magnifies 
the risks to privacy compared to that of paper-only copies of medical 
records. The AAP itself notes, “most systems are not capable of allowing 
…restrict[ions] to different portions of a patient’s electronic health infor-
mation,” (AAP, 2012). As such, patient information not germane to 
current conditions may be accessible to parents of minors, surrogates of 
adults, or even just family granted temporary access by the patient for a 
specific purpose and timeframe. 

Biobanking and the Specter of Datamining 

Though there are a great deal of ways in which technology in medicine 
can undercut personal privacy and professional obligations to confiden-
tiality biobanking serves as a particularly illustrative example. Originally 
established as storage facilities for human blood and tissue, biobanks have 
become crucial for medical research largely due to the data associated 
with these materials. A large amount of data can be garnered from a wide 
variety of banked materials, but genetic data, in particular, demonstrates 
well the risk to patient/participant privacy, because while much of the 
stored material is purposefully “deidentified” before it is made available 
to researchers, it remains possible to reconnect PHI with some of those 
banked materials. This vulnerability arises from several forces at play.
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Given the growing use and importance of biobanking, in 2018 the US 
federal government finalized a revision of what is known as The Common 
Rule—the federal regulations governing much of the human subjects 
research done in the United States. The updated regulatory language 
explicitly permits the extensive use of biobanked materials in research 
without the need for consent, so long as the material is deidentified. While 
this change has been hailed as a major advancement for research, facili-
tating smoother compliance with regulations, it also has the consequence 
of easing the passing of genetic material around the globe in the service of 
research while the individuals whose material is being used know nothing 
of its use. 

Since the material is deidentified, it might be reasonable to suggest that 
little-to-no risk exists for the people whose genetic material is being used. 
But the technical reality is that each individual’s privacy is at risk. In 2013, 
using the data from the biobanking project known as the 1000 Genome 
Project (launched in 2008), bioinformatics researchers used the genetic 
markers in the databank and publicly available records—from genetic 
databanks within the US National Institutes of Health (NIH) to local 
public health and city director records—to reidentify roughly 5% of the 
genomes in the project (Gymrek et al., 2013). Subsequently, new tech-
niques (grounded in new AI and machine learning technologies) have 
been developed that indicate that the vast majority of material stored with 
genetic markers can be re-identified. And while research consent forms 
do indicate the risk of privacy breaches when participating in biobanks, 
the language hardly describes the possibilities of identification accurately, 
revealing limitations in our current systems to safeguard individual privacy 
in medical research. 

Of course, careful security measures and strict protocols can mitigate 
the risks to privacy in cases like these, but hacking is a reality in our 
culture, and mistakes can also occur. The digital nature of our personal 
information simply makes identifying individuals in clinical and research 
settings possible, even if not probable. It is important that institutions, 
investigators, and providers are vigilant in their attempts to eliminate 
breaches while being transparent to patients and participants about the 
real possibilities of losing privacy because of the technologies employed 
by healthcare.
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Conclusion 

In the years to come, the ubiquity of technology will only increase 
across various areas and practices within healthcare institutions and among 
personnel—from the application of data-driven artificial intelligence to 
the expansion in the use of implantable devices for monitoring, and even 
adjusting, aspects of our physiology. All this technology relies on and 
feeds into stores of data—data that originates from specific individuals 
and often retains enough markers to identify uniquely the sources from 
which it came. As such, the privacy of these individuals will always be 
at some risk. Therefore, it remains imperative for healthcare to foster a 
culture of confidentiality, even if it cannot guarantee it. Only by champi-
oning a culture of confidentiality will institutions and providers practice 
in ways that deliberately and effectively mitigate the very real risks to the 
privacy of the patients, participants, and people they serve. 
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CHAPTER 11  

Privacy Considerations in Archival Practice 
and Research 

Katrina Windon and Joshua Youngblood 

Introduction 

Archives exist to preserve and promote cultural heritage and history. In 
keeping with the goal of supporting research and reuse, the archival 
mission is inherently bound to the idea that archival records are meant to 
be used. Privacy, to archivists, may be seen as a right, a restriction, a privi-
lege, a protection, and a shield. It is interwoven throughout all aspects of 
archival practice, from discussions with potential collection donors to the 
appraisal and description of archival records to the provision of records 
to researchers. At each stage, archivists seek a balance between sensitivity 
to the rights and well-being of creators and subjects and responsibility to 
researchers and the access mission.
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The Society of American Archivists’ Dictionary of Archives Termi-
nology defines privacy as “n. 1. the quality or state of being free from 
public scrutiny 2. the quality or state of having one’s personal information 
or activities protected from unauthorized disclosure by another” (2023). 
Archivist Elena Danielson, however, defines privacy not as a passive quality 
or state, but as an ability imbued with agency: “the ability to control 
personal data—how it circulates in society, in archives, in publications, 
and on the  Internet” (2010). 

Statutes regarding information privacy proliferate, as do institutional 
policies and decision-making frameworks. There is no single, unified 
framework for determining what precisely constitutes a privacy concern in 
archival records, even for entities operating under the same legal frame-
works. The archival conception of privacy is not particularly unique from 
that of other disciplines—it is, in fact, deeply shaped by the disciplines 
of records creators—but the archival approach toward privacy is distinct 
in that access rather than privacy is the end goal. One notable exception 
is grounded in the fact that archives are not merely record holders. They 
are also records creators, and archivists’ approaches toward archival patron 
records are grounded in the broader library principle that the privacy of 
patron circulation data is an absolute right (albeit one challenged by the 
2001 Uniting and Strengthening America by Providing Appropriate Tools 
Required to Intercept and Obstruct Terrorism Act, also known as the 
USA PATRIOT Act and other legislation in the United States). 

Types and components of archival records that might be considered 
private are multiform and range from the mundane to the esoteric, 
including (but not limited to):

• Personally identifiable information (PII)
• Health information
• Educational records
• Financial information
• Records containing passwords and security information
• Personal confessions and discussions of vulnerable topics
• Documentation of immigration status
• Legal materials intended to be covered by attorney-client privilege
• Trade secrets and confidential business information
• Culturally sensitive or taboo materials.
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The privacy issues of all other fields can find their way into an archivist’s 
domain, where they intertwine with each other and complicate an access-
focused mission. 

Danish archivist Eric Ketelaar identified five layers of privacy protec-
tions for private records held in public archives: (1) Legislation; (2) 
Transfer conditions; (3) Researcher agreements and ethics; (4) Repository 
access and security policies; and (5) A two-part “human dignity” test, to 
occur before the records are even acquired, asking, “[W]hich risk accrues 
to human dignity through the disclosure of confidentially imparted data?” 
and “Is that risk acceptable in the light of an identifiable advantage for 
the individual or for society?” (1995). These layers span all aspects of the 
archival process, often overlapping. 

Archivists’ roles as preservers and providers of access to information 
and to the protection of privacy have important consequences for society 
at large; as archivists Richard Cox and David A. Wallace have argued, 
“[p]rivacy and access to information may be the distinctive hallmarks 
of the modern Information age, and as a result, archivists and records 
managers should have pivotal roles to play” (2002). 

The archival profession is guided by best practices from its professional 
organizations; in the United States, this is primarily the Society of Amer-
ican Archivists (SAA), and internationally, it is the International Council 
on Archives (ICA). These bodies set best practices, but do not enforce 
them; it is up to individual practitioners to apply the principles to their 
own professional contexts, and up to their co-workers and peers to serve 
as checks and balances. 

The ICA Principles of Access to Archives and the SAA Code of Ethics 
and Principles are very similar in their core messaging, and that simi-
larity is extremely significant in a field where practice and standards vary 
widely internationally. Even Canada and the U.S., which both have grad-
uate programs accredited by the American Library Association (ALA), do 
not share a descriptive content standard. There are also wildly varying 
regulatory contexts. For instance, in the European Union, the General 
Data Protection Regulation (GDPR) offers more stringent personal data 
protection regulations than are present in the United States, and many 
nations around the world have nothing comparable to the United States’ 
Freedom of Information Act (FOIA) laws, or even the principle that a 
government should be accountable to its citizens. Yet among interna-
tional archivists there are agreements on these common principles—that
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access is the primary goal, but that privacy must be respected—even as 
interpretation and application may vary. 

The weighting of privacy versus access has not been a constant. As 
recently as 1986, archivist Alice Robbin’s survey of state archivists found 
that most prioritized personal privacy over access considerations (Robbin, 
1986). However, professional attitudes have evolved in the decades since, 
and the modern archival access mission means that personal privacy, 
even when respected and protected, is never the sole criterion when 
considering how to handle archival records. 

Scholars such as Michele Caswell, Marika Cifor, Anna Culbertson, and 
Amanda Lanthorne have advocated for an approach based on an ethics 
of care (Caswell & Cifor, 2016; Culbertson & Lanthorne, 2021). This 
approach to privacy in archives involves thinking of issues as person-
focused rather than institution- or issue-focused. For a particular collec-
tion, a particular set of records, the idea of the potential for harm is not 
abstract or anonymous. If it was, there wouldn’t be a personal privacy 
issue. There are real people or real communities that may be impacted, 
and good intentions alone aren’t enough for responsible stewardship. 

This chapter provides an overview of privacy considerations and 
conceptions in archival practice, but a variety of other scholarship explores 
this topic and many related sub-topics in further depth. The most exten-
sive works on the subject to date are Heather MacNeil’s Without Consent. 
The Ethics of Disclosing Personal Information in Public Archives and the 
Menzi L. Behrnd-Klodt and Peter J. Wosh-edited Privacy and Confiden-
tiality Perspectives: Archivists & Archival Records (Behrnd-Klodt & Wosh, 
2005; MacNeil, 1992). Both volumes are now out of date with regard 
to many specific laws and policies but remain deeply relevant in their 
discussions of ethics and practical considerations. The archival literature 
establishes privacy’s status as a deeply relevant but unsettled theoret-
ical and practical territory—one whose terrain is continually changing in 
response to new laws and shifting perceptions. 

Privacy Considerations During 

Acquisition and Appraisal 

Privacy considerations in archival practice begin long before a researcher 
ever asks for records, and even before records enter an archival reposi-
tory. The choices made during the acquisition and appraisal stages serve 
as a key foundation for future decision-making and include considerations
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regarding creator intent, third-party privacy, donor restrictions, legal and 
statutory restrictions, and ethical considerations. 

Record Creation, Creator Intent, and Donor Responsibility 

Privacy considerations may vary depending on how and when records are 
acquired by an archival repository. Unlike records managers, who typi-
cally work with records once they may have already served their primary 
function but are still in active use by the creating or commissioning 
entity, archivists typically manage records later in the lifecycle, often once 
they’ve left their originating institution and context. By the time they 
have reached an archival repository, records have typically lost any urgent 
sensitivity related to business or trade secrets. That is not always the case, 
however. Particularly in community archives, but also sometimes in cases 
where traditional organizations are trying to collect documentation of an 
event as or right after it happens, such as after a local disaster or tragedy, 
archivists and information professionals may be involved in the creation 
of a collection. When those doing the archiving are also active partici-
pants in the creation of records, there are additional considerations—the 
aspects of privacy determination that are typically left to the creators are 
now also vested with the archivists. 

In recent decades, archivists have looked to web archiving as a way 
to preserve a record of under-documented groups and movements, as 
well as of contemporary events. However, such collecting initiatives 
can bring ethical challenges and raise questions about user privacy. 
Several researchers have noted that even when posting on public plat-
forms, creators may have certain expectations of privacy. Ethical issues 
in preserving such content, often originally intended to be ephemeral 
or expected to be seen by a limited audience, may be compounded 
in cases of documenting protest movements or other cases in which 
posts may be used as incriminating evidence or put an individual at 
risk of harassment (Breed, 2019; Custers  et  al.,  2014; Lindstrom, 2019; 
McCrow-Young, 2021; Velte,  2018). Archivist Ashlyn Velte, in her inves-
tigation of emerging archival practices of social media documenting 
activist movements, notes that “the archival profession is struggling to 
document sensitive groups without unintentionally endangering commu-
nities,” and identifies a need for more refined ethical approaches when 
acquiring such records (2018).
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Archivists balance the need to preserve historically significant content 
with the desire to respect creators’ personal privacy and intellectual prop-
erty rights. This balance can be difficult to get right, but new digital 
tools show promise in assisting content review. Angeliki Tzouganatou 
has argued that a guided approach with artificial intelligence (AI) tools 
could allow for greater democratization of access to born-digital collec-
tions, including those containing social media, that foreground inclusive 
collecting while safeguarding personal privacy (2022). 

In the more typical case where archivists are not records creators or 
co-creators, however, there is always some degree of responsibility on the 
donor or transmitter to identify private materials, and then either not 
donate the materials or arrange for an appropriate restriction, if needed. 
Some transfers, particularly of organizational and government records, 
are guided by records retention schedules (plans identifying when certain 
categories of records should be retained, destroyed, or transferred to an 
archival repository) or legal mandates, and are not subject to the creator’s 
desires. But with personal papers, archivists will generally note that the 
greatest responsibility rests with the donor, who may be the creator, their 
heir, their estate executor, or some other party. 

A well-known case of an executor disregarding a creator’s wishes is 
that of writer Franz Kafka, who burned many of his papers and entrusted 
his executor, Max Brod, to incinerate the remainder after Kafka’s death; 
Brod instead published them, and the collection was eventually donated 
to the National Library of Israel, for which this subversion of creator 
intention is advertised on the digital collection website as an interesting 
bit of provenance, not a guideline for how or whether to provide access 
(The National Library of Israel, 2023). 

In contrast to the Kafka example, estate manager Rob Wilkins did have 
a steamroller run over a hard drive containing the late novelist Terry 
Pratchett’s unfinished works, per Pratchett’s desires (Haigney, 2017). 
Archivist Sara S. Hodson recounts how novelist James Joyce’s grandson, 
Stephen Joyce, destroyed family correspondence and unapologetically 
explained it as a necessary action to safeguard his family’s privacy (2004). 
Certain professionals, such as lawyers, must also adhere to professional 
ethics that privilege the privacy and confidentiality of client records over 
information access (Behrnd-Klodt, 2008; Hobbs, 1992). 

In other cases where a creator’s wishes may be less explicit, donors 
may make privacy decisions based on their own comfort levels. Within 
the University of Arkansas Libraries Special Collections is a collection of
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correspondence between a soldier during WWII and his wife that was 
donated to Special Collections by their son after their deaths; neither 
creator nor recipient was involved. The University Libraries fully digi-
tized the correspondence and placed it online as a digital collection that 
includes both innocuous, quotidian letters, and others that delve into 
personal tragedy. Depending on one’s own personal comfort levels, the 
idea that this couple’s story is now fully open to the public, thanks to 
a descendant’s commitment to sharing it, may be either inspirational, or 
cause someone to second-guess ever passing down any of their personal 
papers to their family members. That’s because conceptions of privacy are 
personal and contextual, which can make the archivist’s job particularly 
challenging. 

To some extent, the degree to which archivists rely on donors to 
self-identify materials that need to be restricted, and conduct their own 
due diligence before transferring records, is a matter of expediency. It 
is also an extension of the belief that those closer to the creation of 
records are more knowledgeable about their original context and are 
better equipped to make those decisions. “The third parties represented 
in a manuscript collection donated to a repository may have legitimate 
privacy rights,” archivist Mark A. Greene conceded—but his view was 
“that the archival profession is not (and to the extent possible should 
not be) in the best position to determine whether those rights would be 
violated by permitting access to the donated collection. The donor should 
have that responsibility, just as he/she has it up until the time the papers 
are donated” (1993). 

Third-Party Privacy 

Acquisition is also a time for information-gathering about the potential 
for sensitive/protected information in a collection that the donor may 
not personally be concerned about: that of third parties whose infor-
mation is represented within the collection materials. Archivist Marybeth 
Gaudette calls these third parties “blind donors” and argues their rights 
should be a priority for archivists, just as the privacy rights of donors are 
(2003–2004). Third-party creators are rarely called on to provide their 
consent for archival materials to be donated, or offered involvement in 
deed of gift negotiations. Lafayette College is relatively unique in having 
specific workflows and policies relating to third-party privacy for its Queer 
Archives Project—but even it does not actually call for consulting the
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third parties, just considering them and potentially imposing restrictions 
on their behalf (Queer Archives Project (QAP) Team 2020). 

Issues of third-party privacy are particularly significant when the 
third parties are members of vulnerable populations, such as those who 
are incarcerated, are undocumented, or are victims of state-sponsored 
violence or genocide. Archival repositories have struggled with the best 
ways to sensitively handle such materials. Well-documented cases of 
such quandaries include the records of the Mississippi State Sovereignty 
Commission, which conducted invasive surveillance of Civil Rights leaders 
(Schwind et al., 2002; Speer, 1999), and the records of the Stasi, the 
East German secret police who routinely surveilled the civilian popula-
tion (Beattie, 2009; Danielson, 2004; Schwartz & Cook, 2002). While 
these types of records may typically reside in government archives, records 
of vulnerable populations who had little or no agency in the creation 
of records involving deeply personal and potentially harmful information 
about them may exist in any kind of archival repository. 

A particularly unique third-party privacy consideration is related to 
traditional knowledge (TK), or indigenous material that is believed to 
belong to a group or culture rather than to an individual. Archivist Lara 
K. Aase, writing of her stewardship of indigenous archival collections, 
notes that she goes against the general archival trend of providing access: 
“Professionally, therefore, I prefer to err on the side of caution and to 
restrict access for a number of reasons. I do not believe the pursuit of 
knowledge for its own sake trumps an individual’s or a culture’s desire for 
privacy” (2020). This approach is supported by the SAA-endorsed Proto-
cols for Native American Materials, which call for archivists to manage 
Native American records differently, noting that “[p]rivacy rights extend 
to groups in some situations. The limited right of organizations, govern-
ments, and families to associate in confidence may apply to American 
Indian tribes who wish to minimize or prevent intrusion into their prac-
tices” (2007). Archivist Kay Mathiesen, in line with the Protocols, has also 
argued for Native Americans’ moral rights related to the management of 
their traditional cultural expressions and knowledge (2012).
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Negotiating and Renegotiating Donor Restrictions 

According to the Association of College & Research Libraries (ACRL) 
Code of Ethics for Special Collections Librarians (2020), “Special collec-
tions practitioners have a responsibility to ensure the privacy and confi-
dentiality of users, donors, record creators, record subjects, and vendors.” 
In order to fulfill this responsibility, the Code of Ethics recommends that 
“[w]hen working with potentially sensitive information within collections, 
practitioners prioritize access while recognizing the need to respect confi-
dentiality of some materials, including the possible use of time-delimited 
restrictions. Practitioners are transparent with donors and users about the 
potential legal limitations of any confidentiality promises” (2020). 

In keeping with this guidance, during the pre-acquisition stage, 
archivists will talk with potential donors about any privacy or sensi-
tivity considerations within the records, and whether any restrictions are 
needed. If restrictions are merited, then they will typically be noted in 
the deed of gift, a donation instrument used by archival repositories to 
formally document transfer and outline expectations and commitments 
on the part of both the donor(s) and the repository. When imposed, 
restrictions should be specific, time-bound, and mutually agreed upon. 
Moreover, restrictions must be applied equitably within the archival 
institution’s mission and operating framework, rather than arbitrarily or 
prejudicially privileging certain groups’ access over others. 

The majority of advice in archival scholarship regarding deeds of 
gift is that they should be final about whatever transfer of owner-
ship or rights is occurring—i.e., they should not set up an ambiguous 
situation in which the donor may request their materials back later 
on, perhaps after the repository has already invested significant 
resources into the collection. Some scholars have urged for more flexible 
approaches, however. Archivists Anna Culbertson and Amanda Lanthorne 
recommend including revocation clauses for consent, particularly for 
materials that may be digitized, as a way of ameliorating power imbal-
ances and giving donors greater agency, although they acknowledge that 
such a model may be difficult for most institutions to implement (2021). 

Archivists’ ability to protect privacy (and, by extension, donors’ trust 
in that ability) is, several scholars have argued, essential to archival 
collecting and the preservation of a fuller historical record, free from 
over-sanitization and purging by possible donors. “Confidence in the
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discretion of the archives and in the enforcement of restrictions demon-
strably contributes to the creation and preservation of important docu-
mentation,” claims archivist Elena Danielson, noting that, somewhat 
paradoxically, it is reasonable restrictions that can ultimately lead to 
greater access (2010). “Trust is essential to build donor confidence in the 
archivist’s ability, including the resolve to keep sensitive material confi-
dential, to protect family secrets, and to ensure copyright is respected,” 
declares archivist Rob Fisher (2015). Pekka Henttonen argues similarly: 
“Public records react to exposure like photographic film. If it is known 
that the information will become accessible to outsiders, it starts immedi-
ately to affect the content of records. […] Thus, protection of privacy is 
not only a problem for archives: it is also a tool for guaranteeing that 
full and frank documentation is generated in the first place and then 
preserved” (2017). 

Some institutions may be better suited than others to care for materials 
that merit restrictions, such as private institutions, or public institutions in 
jurisdictions that provide specific exemptions for archival records from any 
FOIA or public records laws. Archivist Eira Tansey has argued that public 
institutions should reconsider accepting any private donations that come 
with donor restrictions, both to ensure that all promises to donors can be 
kept (and not undermined, for instance, by FOIA requests or subpoenas), 
but also in recognition of the duty those institutions have to the public 
that funds them (2021). Private archives may have a great deal more flex-
ibility to offer their donors, and community archives in particular have 
explored donation mechanisms that sometimes look very different from a 
traditional deed of gift in order to ensure donors have agency and owner-
ship over their materials. For instance, archivist Judith Schwartz describes 
the very granular discussions she had at the Lesbian Herstory Archives 
with donors about how and the degree to which they wanted their 
materials to be attributed, shared, digitized, and/or promoted (1992). 

There is, then, broad consensus in the archival profession that reason-
able donor-imposed restrictions serve a valuable and even essential 
function—but there is debate about when and how much they are 
justified. 

Legal and Statutory Restrictions 

Within the United States, there are four primary federal laws or legal 
rights governing privacy protections in archival collections.
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The first of these laws is the Family Educational Rights and Privacy Act 
of 1974 (FERPA), which protects certain educational records. 

The second is the 2000 Standards for Privacy of Individually Identi-
fiable Health Information (the Privacy Rule) issued by the U.S. Depart-
ment of Health and Human Services as part of the implementation of the 
Health Insurance Portability and Accountability Act (HIPAA) of 1996, 
and which protects certain health records. 

The third is the Freedom of Information Act (FOIA), which governs 
which federal government records are required to be made available to 
the public and, most relevant in this context, also specifies which kinds 
of records are exempt from its provisions, for reasons that may include 
personal privacy. Unlike HIPAA and FERPA, which are both withholding 
statutes (preventing certain records from being shared), FOIA is a disclo-
sure statute—that is, a record may be exempted under FOIA, but that 
only means its release is not mandated, not that it can’t be released. 

The fourth is the constitutional right to privacy, which is the only 
federal protection that applies to all archival repositories. 

Laws like FERPA and HIPAA only apply to certain institutions, or 
covered entities (for example, FERPA applies to records maintained by 
educational institutions receiving federal funding, or by organizations/ 
individuals acting on their behalf). Many repositories that are not legally 
bound by these laws, due to their status, will still use them as models 
for what reasonable privacy protections are, and so these laws do have 
an impact beyond the statutory one. For example, HIPAA applies to 
protected health information created or collected during the process of 
health care provision by a covered entity. Someone’s personal diary in 
which they detail their own or family health issues is not covered by 
HIPAA, but some archivists may use HIPAA as a framework for thinking 
about how to approach access to that diary. 

There is wide variation among data privacy laws, FOIA laws, and other 
privacy protections not only at the statewide level, but also sometimes at 
the county or municipal level. Portland, Oregon, for instance, has more 
stringent data privacy protections than the state of Oregon overall. This 
variation makes it difficult for archival organizations, even regional ones, 
to provide useful guidance for their members, and makes it difficult for 
archivists to collectively advocate for changes. Most records laws acknowl-
edge the importance of context, which introduces further variance. A 
person’s address as standalone information is directory information, and 
would generally be public under FERPA, but if it were tied to health
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information at a covered entity, it might be protected under HIPAA. 
Considerations may also be role-dependent. The height and weight of a 
university student would likely be considered private by many institutions, 
but for student-athletes, the University of Arkansas and other institutions 
have identified those data points as directory information. 

Archivists must follow applicable laws but must also ensure that their 
policies and procedures do not create a legal obligation where there isn’t 
one if they do not have the resources to uphold it. Most archivists are 
not lawyers, and have limited access to internal or external legal counsel, 
so in many cases, archivists are left to self-educate on the laws that apply 
to them, and how; thus, it is perhaps unsurprising that many archivists 
err on the side of caution in relation to health and education records, in 
particular. 

Another consideration in the application of privacy laws is the passage 
of time. In the United States, the right to individual privacy is gener-
ally understood to end with death. Notable exceptions are that FERPA 
provides no explicit expiration date (and in the absence of one, many 
university archives have set their own time frames, such as 72 (following 
the Census restriction period), 75, or even 100 years from the date of 
a record’s creation, and that HIPAA extends 50 years beyond an indi-
vidual’s death in order to protect descendants’ privacy. Although some 
scholars have argued for the idea of post-mortem privacy rights, partic-
ularly in the context of reputational networks, these have not yet been 
legislated (Buitelaar, 2017; Craik,  2009). 

Similarly, time-based restrictions imposed either by donors or archivists 
are based either on an intent for a specific time frame to act as a proxy for 
a likely lifespan, or with the assumption that the relevant privacy concerns 
will lessen over time (for example, as someone leaves public office or 
retires from the workplace). However, archivists do not universally recog-
nize these perceptions of the passage of time as a lessening force on 
privacy. Heather MacNeil advises that “[t]he process of establishing access 
guidelines requires a sensitivity on archivists’ part, first, to the common 
law principle that rights to privacy do not diminish significantly over the 
lifetime of the individual to whom the information relates and second, 
to the common sense principle that, in some cases, these rights are not 
extinguished with the death of the individual” (2005). 

Archivists have, with varying degrees of success, sometimes lobbied for 
changes to or clarification of privacy laws. In 1993 SAA, ALA, and the
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ACRL successfully lobbied the FERPA compliance office to provide guid-
ance on unpublished undergraduate theses, and the office confirmed that 
theses could be made available without violating FERPA, even without 
the author’s permission (Chute & Swain, 2004). 2013 changes to the 
HIPAA Privacy Rule that excluded otherwise covered information of 
those who had been deceased for more than 50 years occurred in part 
because of the advocacy of archivists; two archivists testified before the 
committee, and SAA as an organization endorsed the change during a 
public comment period (Novak Gustainis & Letocha, 2015). Other laws 
have been enacted or changed due to the advocacy of archival users, such 
as through the Federation of Genealogical Societies’ efforts to increase 
access to historic vital records (Cooke McKay, 2002). 

Ethical Considerations 

While all archivists are bound to follow applicable laws, and generally 
understand what those laws are, interpretations may vary. For all the 
influence they have on the archival profession and on the availability of 
materials for research, those laws only cover a small fraction of records and 
privacy considerations. As Sara S. Hodson has noted, “[t]he potential for 
revealing private information more often constitutes an ethical concern 
than a legal one” (2004). 

Professional codes of ethics, such as the SAA Code of Ethics and the 
ACRL Code of Ethics for Special Collections Librarians, lay out some 
basic principles, with few specifics. Elena Danielson identifies a flawed 
premise of many of these codes, however, noting that “[i]t is disingenuous 
to write ethical guidelines saying that archivists should protect the privacy 
rights of data subjects. Violation is part of the process. The real question 
is how it can be meliorated” (2010). That is, she goes on to explain, “The 
violation of privacy is an intrinsic and unavoidable part of archival work 
because it involves the secondary use of documents, which were origi-
nally created for another, so-called primary, purpose” (Danielson, 2010). 
This kind of violation is related to information science scholar Helen 
Nissenbaum’s concept of “contextual integrity”—that is, people may will-
ingly share some information about themselves in a certain public sphere, 
but be dismayed to have it shared or aggregated in contexts outside of 
the one in which it was originally shared (1998). While such violations 
of contextual integrity are inherent to the archival process, they may be 
exacerbated in some aspects of archival work that bring records further
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from their original private or quasi-private sphere into much more public 
ones, such as when analog collections are digitized for online access. 

The ethics of care framework, as well as other ethical lenses, tend to 
put the greatest emphasis on the potential for harm when making deci-
sions about ethics-based restrictions. Heather MacNeil concludes that 
“[r]espect for the humanity and dignity of all persons, and the self-
containing sense of responsibility arising from it, are the forces that will 
guide archivists through the ethical dilemmas that present themselves 
when competing values of individual autonomy and freedom of inquiry 
confront each other” (1992). 

Choices and Constraints 
Traditionally, before archival collections are made fully available to the 
public, they are processed, an endeavor that includes arrangement, 
description, and preservation, and typically results in a finding aid, or a 
research guide. New strategies as some repositories try to increase access 
while lacking the staff time to fully process their collection backlogs mean 
that traditional processing may not always occur, and regardless, it will 
not always occur at the same level of detail for each collection. However, 
processing is typically when the most attention is paid by archival staff 
to a collection, and when the most thorough review for potential privacy 
issues will occur. It is thus a crucial point of assessment and intervention. 
A key guiding framework for privacy considerations will be any restric-
tions laid out in the deed of gift form. If there are none, the processing 
archivist’s job will be that much easier. Figure 11.1 maps out a possible 
decision-making workflow, demonstrating some of the considerations an 
archivist may take into account.

Options for implementing privacy protections, when a processing 
archivist has determined they are merited, can vary. Approaches include:

• Restricting materials for a set period
• Requiring that redacted access copies be created for any research 
request

• Proactively creating redacted access copies
• Implementing access limitations and basic screening procedures, 
such as a researcher application process, or limiting researchers to 
those affiliated with an institution

• Requiring researchers to gain approval from a third-party review 
board, such as an institutional review board (IRB)
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Fig. 11.1 Sample decision tree for evaluating archival collection privacy issues

• Requiring researchers to sign a non-disclosure agreement, an indem-
nification form, or some other form of waiver

• Returning materials to the donor
• “Sanitizing” materials by redacting originals
• Destroying materials. 

Not all institutional staffing levels or policies may allow for all these 
approaches to be options; in particular, the idea of “sanitizing” records 
may be viewed as unethical by some. In addition to being irreversible, 
and removing context, such an approach may take away the possibility of 
someone being able to retrieve their own records (a key aspect of GDPR 
and of the principle of information self-determination), and potentially 
deny attribution.
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Writing of a San Diego State University digital project that redacted 
correspondent names to protect the personal privacy of vulnerable indi-
viduals, Culbertson and Lanthorne acknowledge the downside—"redac-
tion effectively turned the letters into orphan works so that anyone 
could potentially publish the content of a letter without the correspon-
dent’s consent. Whether intentional or not, this gave no control or 
agency to the very population the Library was trying to advocate for and 
protect” (2021). Humanities scholar Samuel Edquist, borrowing from 
the scholarship of Swedish archivists, has written on what he calls “ethical 
destruction,” and notes an inherent tension in that “there are two aspects 
of power in documentation, where the same record can be regarded as 
oppressive and emancipatory. Advocates for ethical destruction argue that 
archival silence is for the benefit of the persons involved in records. On the 
contrary, archival existence is often described as a prerequisite for history 
writing, identity, and justice” (2021). 

Privacy considerations and protections are not lump-sum. A use restric-
tion does not necessitate a corresponding access restriction, and a decision 
not to digitize materials does not preclude allowing physical access or even 
allowing researchers to create digital copies. 

While there are, as discussed, numerous meliorating options for 
archivists to pursue, a commonality among them is that they take time—a 
commodity always in short supply for archivists, who are often at under-
staffed repositories and working with backlogs of unprocessed collections 
that may have accumulated over decades. The substantial time investment 
required for item-level review, redaction, and other methods is not feasible 
for many repositories. Even for born-digital collections, where PII-
screening tools may help automate some of the process, manual review 
is required to weed out false positives, and many privacy issues will never 
be caught by systems that look for patterns (such as digits in the format 
of a social security number), not for nuance. The time-intensive nature 
of the most comprehensive approaches toward considering thoughtful, 
reasoned privacy protections has led some archivists to advocate for largely 
abdicating responsibility in this area. 

One of the more notable proponents of this was Mark Greene, who 
warned archivists against trying to apply their own judgment beyond 
what donor stipulations and legal frameworks required: “If we do respond 
by preventing access to all collections which might contain private infor-
mation until all parties represented in the papers are dead, how will we 
explain to our publics and our resource allocators this retrogression to the
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role of stingy custodians and arbiters of privacy and ‘legitimate’ research? 
If on the other hand we decide to shoulder the responsibility for screening 
collections for material which invades the privacy of third parties, then 
we also invite the legal consequences if despite our efforts material later 
deemed to be an invasion of privacy is made accessible to a researcher. 
Surely we need not martyr ourselves on the altar of privacy rights” (1993). 

Aside from the questions of time and expertise, there is also a risk of 
being overly protective, to the point that measures intended to be protec-
tive may be harmful. Archivist Bill Landis warned that “when archivists 
talk about privacy and confidentiality issues, I think it collectively brings 
out our most conservative streak. I typically see what I’d characterize as 
downward-spiraling scenarios of privacy-violation horror into which we 
talk ourselves” (2009). Similarly, Hodson cautioned about “an over-active 
sense of ethics that may afflict some archivists” (2004). An overly conser-
vative proactive approach to protecting personal privacy can act as a form 
of censorship, impeding research and undermining an archives’ mission. 
It may also contribute to an overly paternalistic or prescriptive approach 
about what is considered sensitive or shameful, potentially perpetuating 
prejudicial attitudes in the name of protection. Moreover, Behrnd-Klodt 
warns, “[a]rchivists who seek such affirmative restriction voluntarily set a 
high standard of conduct that may be difficult to execute,” setting them-
selves to a standard they cannot live up to but for which they may be 
accountable (2005). 

Archival Privacy: A Research Perspective 

Privacy is a key concern for research services and teaching as well 
as acquisition, accessioning, and processing. Although the restrictions 
and procedures research archives follow in order to service records for 
access are dependent upon the determinations made by acquisitions and 
processing archivists, the staff responsible for interfacing with the public, 
guiding researchers through access policies, and providing reference assis-
tance—archivists who we will refer to here as research and reference 
archivists—also play an integral role. Most archivists believe that everyone 
should have access to records for research. They promote the democratic 
ideal that historical evidence should be available to anyone. In keeping 
with that ideal, professional best practices encourage archivists to provide 
equitable access to anyone with interest. However, that access must be 
in keeping with institutional policies in place to protect the archives or
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the larger organization in which it resides from legal liability, as well as 
mitigate the burden on infrastructure, staffing, and other resources. 

Like all areas of professional archival practice, ethical standards guide 
how institutions should assist researchers and ensure that their collec-
tions are both accessible and responsibly managed, including how public 
servicing of materials is conducted. “Ethics apply to all aspects of access, 
including providing physical and virtual access, producing reproductions, 
granting uses and permission, and adhering to restriction and legal regu-
lations,” as archivist Cheryl Oestreicher makes clear (Oestreicher, 2020). 
Establishing appropriate policies with consistent and equitable service, 
provided by well-trained staff members is a responsibility of research 
archives, and privacy for patrons at every stage of their research journey 
is inseparable from that responsibility. 

Professional Standards 

As an area of concern, patron privacy is addressed in the SAA Code of 
Ethics. “Archivists respect all users’ rights to privacy by maintaining the 
confidentiality of their research and protecting any personal information 
collected about the users in accordance with their institutions’ policies” 
(Society of American Archivists, 2020). Archival ethics prioritize sustain-
able practices and policies that serve all of an institution’s stakeholders. 
Caring for collections and serving communities must necessarily involve 
an ongoing awareness of the impact of archival work. 

As noted above, archivists must be mindful of the ways in which 
their professional work can function both as harmful force and repar-
ative resource. As a potentially harmful force, archives can negatively 
impact the personal liberty and privacy of individuals and communities 
by granting access to creative works, information, or stories that were 
never intended by the subjects or creators to be publicly available. As 
a reparative resource, archives can also make political, social, and cultural 
information accessible for those seeking to advocate for greater rights and 
freedom for themselves and others and empower individuals to rewrite 
history by creating their own narratives (Caswell, 2021). 

Archivists are always seeking to balance priorities, and in terms of 
privacy that means accommodating protections for donors and researchers 
while providing as much ease of access to and use of materials as possible. 
For practitioners in areas of institutional archives and research libraries
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that interface with the public—research services, outreach, and instruc-
tion—it can sometimes be challenging to balance excitement and desire 
to promote collections with a duty to protect privacy (Oestreicher, 2020). 
Archival professional standards tend to emphasize the need to achieve 
the broadest possible access. While some restrictions or limitations on 
access because of privacy concerns may be necessary, professional practice 
in recent decades has sought to make available all aspects of informa-
tion possible (including repository-created metadata), along with means 
of duplication and possible publication, within the constraints of donor 
agreements and the law. 

The Rare Books and Manuscripts Section (RBMS) of the Asso-
ciation of College and Research Libraries identifies transparency 
about user privacy limitations as an essential duty of special collec-
tions librarians and archivists. Staff in academic archives often collab-
orate with classes and teaching faculty or other programs on campus. 
These core services to the university community complicate the goals 
of shielding researchers and their interests from observation or interfer-
ence while facilitating learning and training less-experienced researchers 
in how to utilize archival records most effectively. Archivist Elizabeth 
Yakel noted the transformation in archivists’ role in teaching at the turn 
of the twentieth century: “College librarians have seen their role evolve 
from that of passive participant in the learning process to a more active 
teaching role….The content of that teaching has transformed from bibli-
ographic instruction for resources, indexes, catalogs, and materials in 
physical libraries to a focus on information literacy for information sources 
internal or external to the library” (Yakel, 2002). Yakel’s “Listening to 
Users,” along with a wide array of literature over the ensuing two decades, 
addresses archivists’ roles in primary source learning (2002). However, 
the area of student privacy within those teaching environments remains 
understudied. 

Every archive that supports research should ensure the security of its 
materials and users. Methods to do this, whether in the reading room 
or through email or other virtual channels, include registration of users 
and presentation of proof of identity; having protocols in place to track 
usage of materials; and researcher agreements to abide by policies and 
procedures. 

Do researchers and patrons in special collections libraries desire privacy 
about their research topics and work? Some may as a personal preference, 
while others may require privacy to protect themselves from unwanted
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scrutiny. The desire to preserve a scoop may be another factor—while 
many researchers have interests in promoting their work in archives, they 
would typically prefer to be able to control that promotion and its timing. 

Archival research can attract scrutiny that inhibits the ability of 
researchers to seek truth, both in places with fewer protections for indi-
vidual liberty and in places with well-established legal or constitutional 
protections where research may still arouse political or otherwise offi-
cial suspicion or retaliation. The use of archives by researchers seeking 
to reveal or investigate social conditions and address social, cultural, 
or political issues—such as in journalism, activism, and socially-relevant 
scholarship—needs the shield provided by professional archival practice’s 
commitment to patron privacy. 

Privacy During Research 

Privacy during research entails a balance of security measures in place for 
the material as well as for the patrons themselves. Reference archivists, 
as a specialized subset within the profession, are integral in fulfilling the 
mission of the archival institution and are essential to the management of 
privacy issues in the archives, whether regarding the origin of the research 
material or the privacy of researchers. Reference archivists are the interme-
diaries between collections and patrons, ensuring that established policies 
are followed (Cohen, 1997; Pugh, 2005; Oestreicher, 2020). Research 
archivists and others serving patrons in reading rooms will, through 
the course of their duties and engagement with researchers in order to 
better guide their requests or facilitate the use of additional services such 
as duplication, gain some degree of familiarity with the details of the 
researcher’s activities. For security purposes, they will also likely track the 
materials used by the researcher, either in a database or via paper call slips. 
This type of documentation is typically disclosed to researchers as part of a 
researcher agreement or orientation, as documenting researchers without 
their consent could be considered a violation of their personal privacy. 
Forms used for registration sometimes provide an option for researchers 
to consent to be photographed for the promotional purposes of the insti-
tution. Many patrons are eager to contribute, but their willingness should 
not be assumed. Unless consent is explicitly given, the collation or distri-
bution of individual researcher activity represents a potential invasion of 
privacy.



11 PRIVACY CONSIDERATIONS IN ARCHIVAL PRACTICE … 225

Personally Identifiable Information (PII) During Research 

There are several times within an institution’s interaction with researchers 
when PII might be collected. Archives often require the presentation 
of, and sometimes a copy of, government-issued identification as a secu-
rity measure. In addition, archives that require patron registration might 
require a patron to provide a work or home address, other contact 
information, or institutional affiliation. If an institution charges fees for 
reproductions, then researchers requesting copies or digital scans may also 
need to submit financial PII. 

Research services staff in publicly accessible archives have increas-
ingly sought ways to protect PII for research and to create safeguards 
against accidental or intentional accessing of information for unauthorized 
purposes. Automated patron registration systems, as well as patron-
directed duplication requests, can allow for greater protection of the 
records of materials being accessed or duplicated by individual researchers. 

Documenting Researcher Activity 

A central aspect of privacy for patrons is protecting the outcomes of 
research and further work. Archives should ask for consent before any 
publication about or photographing of researcher visits. Some archives 
and research facilities may attract news media, whether because of a note-
worthy collection or donation, a special event, or perhaps because of a 
politician or celebrity visiting; these news crews should not be permitted 
to film researchers without permission. Management of security footage 
is also a concern, as well as the perception by users that they are under 
surveillance in the archival reading room, a circumstance Eric Ketelaar 
once identified as “archival temples/archival prisons” (Ketelaar, 2002). 
Strongly encouraging the development of a careful and transparent policy 
by special collections and archives staff regarding the use of security 
cameras, the ACRL/RBMS security guidelines make clear that as the “use 
of cameras involves legitimate privacy concerns for both staff and visitors,” 
and that this “decision should not be undertaken lightly” (2009). The 
guidelines suggest that institutions “create clear internal policies outlining 
who can access security footage, how they would view it, and under what 
circumstances it would be permissible” (ACRL/RBMS, 2009). 

Given that researcher access and privacy are a priority, archives should 
reject requests from outside authorities for information on research. This
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is not always possible, as laws related to freedom of information requests 
or issues of national security may supersede institutional policies or proce-
dures. For this reason, archives should be cautious in both their creation 
of researcher documentation or surveillance footage and their retention 
policies of such documentation, ensuring that they collect no more than 
is necessary for their operations and security. 

Legal Protections for Researcher Activity 

Federal law provides some protections for the research process, but laws 
can also open up avenues for the inspection of research activity. Regu-
latory frameworks evolve, and changes in the United States and Europe 
have both restricted access to some records in favor of greater privacy 
for third parties and, on the other hand, allowed for intrusions upon 
personal privacy under the auspices of national security or fighting crim-
inal activity. Following the beginning of the War on Terror in 2001 in the 
United States, the USA PATRIOT Act can be used by the federal govern-
ment to obtain patron records. This development proved frustrating for 
many research institutions, from non-profits and public libraries to private 
and public universities, as it nullified well-established institutional prac-
tices and policies. As a result, efforts to further anonymize patron data, 
such as through new forms or automated registration systems, increased. 
(Oestreicher, 2020). 

The University of Arkansas Special 

Collections as a Case Study 

We can examine an established research archives division at a public 
university to see both how care is taken to accommodate competing needs 
and requirements, as well as how ongoing refinement of policies is needed 
to remain compliant with relevant regulations and legal frameworks. For 
instance, the Special Collections at the University of Arkansas Libraries 
has, evident on its website and in posted user research guides, detailed 
and evolving policies and procedures. 

As a repository within a land-grant, public university serving tens 
of thousands of undergraduate students, Special Collections seeks to 
balance the university’s “student first” mission with demands from 
researchers in the community and around the world, many of whom
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are drawn to its high-profile collections related to international educa-
tion, civil rights, architecture, and music. Although there is a substantial 
university archives, most archives available to researchers originate from 
non-university-affiliated sources, including governmental agencies, non-
profit organizations, corporations, families, and creators from fine arts, 
literature, and scholarly research fields. 

Before a researcher ever accesses any collection material, Special Collec-
tions is already collecting data from them through online registration 
forms. However, they also employ disclaimers and data usage statements 
addressing how data is collected and stored in order to make both the 
reasons for collection and the limitations of protections transparent. The 
current forms and systems represent an evolution of policies based on 
experience, lessons learned, and a growing understanding about how 
collecting essential information in hard copy could put researcher privacy 
and material security at risk. The previous paper’s form-based system was 
vulnerable to loss of data and unauthorized access. 

Like other institutions that have transitioned to digital patron manage-
ment systems, the University of Arkansas now uses disclaimer language 
related to vendor management of data. Disclaimers also make explicit 
that Special Collections may need to comply with legal requirements 
and requests, while certain requests from outside parties, such as FOIA 
requests for user information, are referred to legal counsel. 

Granting access to unprocessed collections is a particular challenge for 
protecting potential PII and other information donors may not want 
to be disclosed. Collections with politically relevant material, as well as 
archives from literary, music, or other creative fields with great public 
interest, can attract immediate researcher demand well ahead of an insti-
tution’s processing schedule. Special Collections’ Access to Unprocessed 
Collections policy (Fig. 11.2) thus specifies an amount of screening 
that Research Services staff will conduct for a given research request, 
as a compromise between access needs, staffing resources, and privacy 
protections.

An updated framework now in place at many research archives is to 
inform users of their responsibilities very clearly and in multiple places 
on websites, registration, and forms in order to establish protection for 
the institution and avoid overstating its role in the research, discovery, or 
publication processes. While the responsibility to provide access remains 
with the institution, the responsibility is on the user to avoid further 
disseminating PII once it is encountered and to act responsibly within
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Fig. 11.2 Updated PII and Access to Unprocessed Collections Policy, Univer-
sity of Arkansas Special Collections (Image source https://libraries.uark.edu/spe 
cialcollections/research/unprocessed.php)

copyright and other guidelines. Some collections may include sensitive 
or confidential information that has not yet been identified, so Special 
Collections’ researcher agreement form requires that researchers notify a 
staff member and agree not to copy or disclose such information, should

https://libraries.uark.edu/specialcollections/research/unprocessed.php
https://libraries.uark.edu/specialcollections/research/unprocessed.php
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they encounter it. In this framework, the researcher assumes all responsi-
bility for infringement, allowing the repository to be more permissive in 
its access policies. 

Conclusion 

Archivists are still navigating the evolving and changing relationship 
between communities and archives, museums, special collections libraries, 
and other repositories open to the public for research. Considering 
possible sensitive information or material communities represented in 
historical collections might object to having shared publicly, a mechanism 
to remove content (take-down notices) or respond to requests for repa-
triation or deaccessioning can be implemented. Archivists must remain 
informed regarding evolving professional practice and applicable laws 
and regulations, especially as the availability of archival material digitally 
increases along with the public demand for digital access. 

In her 2022 dissertation, Allison Rae Tyler looks at the impact 
of recent European Union privacy regulations on social sciences data 
archives and suggests new conceptualizations of privacy (2022). Her 
title provocatively asks the question, “Can We Still Archive?” The 
answer is yes—but not everything, and not without applying a legal 
and ethical framework to decisions about acquisition, processing, and 
access. Archivists can rely on donors and researchers as partners and 
collaborators in identifying and remediating privacy issues within our 
collections, but we cannot offload the responsibilities we have to those 
donors and researchers, as well as to other record creators and third 
parties. Protecting privacy within archival practice is time-consuming, 
contextual, and a constant balancing act between competing ethical and 
professional demands. Yet, a greater attention to privacy considerations 
does not compromise the central access mission of archives—it just makes 
things a bit more complicated. 
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CHAPTER 12  

Employee and Customer Information Privacy 
Concerns in Supply Chain Management 

Marc A. Scott, Matthew A. Waller, and Brian S. Fugate 

Introduction 

The COVID-19 pandemic illuminated the pivotal role of supply chain 
management in social, economic, demographic, regulatory, and market 
dynamics both nationally and globally (Arvis et al., 2023; Ferguson &  
Lahiri, 2021). From newsrooms to board rooms, the responsibility of 
supply chain management in facilitating the flow of resources, informa-
tion, and products to service demand for goods or attenuate critical 
supply issues is conclusively evident (Henrich et al., 2022; Langley et al., 
2021). Indeed, the ability of supply chain managers to design supply
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chains agile enough to absorb some of the otherwise detrimental effects 
of the increased volatility that characterize the contemporary market-
place is nothing short of phenomenal, if not incredible (Henrich et al., 
2022; Pricewaterhouse Coopers, 2023). Much of the ability to manage 
the supply chain effectively has been facilitated through the use of 
advanced technologies that harness data that is analyzed to support 
decisions-making. While this data collection confers a significant compet-
itive advantage, issues related to information privacy in supply chain 
management have now arisen. So, why is data collection important in 
supply chain management? What are the sources of information privacy 
issues in supply chains? Before delving into these questions, we define 
supply chain management. 

Overview of Supply Chain Management 

Supply chain management refers to the effective and efficient manage-
ment of the flow of information, resources, currency, and physical prod-
ucts within and between organizational actants. These actants, often a 
collection of firms, seek to connect the demand for products and services 
to their sources of supply through a “chain” of activities conducted via 
interdependent processes. The supply chain has been described as “…the 
interconnected journey that raw materials, components, and goods take 
before their assembly and sale to customers” (McKinsey and Company, 
2022). The Association for Supply Chain Management (ASCM) (2023) 
defines the supply chain as “the global network used to deliver products 
and services from raw materials to end customers through an engineered 
flow of information, physical distribution and cash.” Concurrently, the 
Council of Supply Chain Management Professionals (CSCMP) explains 
supply chain management as an action that: 

Encompasses the planning and management of all activities involved in 
sourcing and procurement, conversion, and all logistics management activ-
ities. Importantly, it also includes coordination and collaboration with 
channel partners, which can be suppliers, intermediaries, third party service 
providers, and customers. In essence, supply chain management integrates 
supply and demand management within and across companies” (CSCMP, 
2023)
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As noted, logistics management is a component of supply chain manage-
ment. As defined by the CSCMP (2023), logistics management is “that 
part of supply chain management that plans, implements, and controls 
the efficient, effective, forward and reverse flow and storage of goods, 
services and related information between the point of origin and the point 
of consumption in order to meet customers’ requirements.” Logistics 
management activity typically includes inbound and outbound transporta-
tion management, fleet management, warehousing, materials handling, 
order fulfillment, logistics network design, inventory management, supply 
and demand planning, and the management of third-party logistics 
services providers (CSCMP, 2023). A component of logistics manage-
ment, order fulfillment, is the process, which ensures that customers that 
are served by the supply chain receive their orders in a timely and accu-
rate manner; ensuring customer expectations are met (Fawcett & Fawcett, 
2013). 

Order Fulfillment in Supply Chain Management 

Customer orders, or the anticipation of them, initiate supply chain activity. 
Order fulfillment is therefore of central importance in supply chain opera-
tions, and involves generating, packing, delivering, and servicing customer 
orders (Croxton, 2003). Often the only method by which customers 
interact with selling firms, the order fulfillment process is a mecha-
nism through which selling firms pursue customer service level targets, 
thereby directly affecting the buyer experience in various ways (Croxton, 
2003; Fawcett & Fawcett, 2013). The way in which the order fulfill-
ment process is managed can determine, among other outcomes, whether 
orders are picked accurately from a warehouse, whether products are in 
stock at a store, or whether deliveries are on time to a customer’s home. 
As such, a deepened understanding of customer needs and preferences 
when designing the order fulfillment process, can significantly enhance its 
effectiveness and its ability to be responsive to evolving consumer expec-
tations (Croxton, 2003; Langley et al., 2021). Simultaneously, supply 
chain managers must ensure that this responsiveness is facilitated in as 
cost-efficient a manner as possible (Langley et al., 2021). Order fulfill-
ment operations that are managed to be both efficient and effective 
can facilitate faster or more convenient deliveries to customers, as well 
as reduced order-to-cash cycle times for selling firms (Croxton, 2003; 
Langley et al., 2021). Figure 12.1 displays the relative activities that occur
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Fig. 12.1 Supply chain, logistics, and order fulfillment activities 

within the areas of supply chain management, logistics management, and 
order fulfillment. 

Well-managed order fulfillment operations can be the differentiating 
factor among firms in highly competitive marketplaces where customers 
can switch easily between sellers (Henrich et al., 2022; Langley et al., 
2021). In retail markets, differences in order fulfillment operations have 
distinguished market leaders from other competitors (Devari et al., 
2017). This distinction exists because the speed, convenience, and service 
levels associated with the handling of orders after they are placed with 
retailers are now among the primary factors that customers consider 
when deciding from whom to purchase (Pricewaterhouse Coopers, 2023; 
Tsai & Tiwasing, 2021). Further, retail market leaders must now operate 
order fulfillment processes that support both traditional in-store engage-
ment and increased consumer e-commerce activity, a practice referred to 
as omnichannel retailing (Langley et al., 2021). Omnichannel retailing 
integrates the sales, operations, and order fulfillment processes of both 
online and in-store operations (Dohrmann et al., 2022). The advent of 
omnichannel retailing has served to increase the complexity of the order 
fulfillment process in retail supply chains because of the need for retailers 
to coordinate activities within and between channels (Fawcett & Fawcett, 
2013; Pricewaterhouse Coopers, 2023) This innovation has increased 
the complexity associated with retail supply chains, leading to the need
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to leverage the capabilities facilitated by using advanced technologies 
(Dohrmann et al. 2022; LaBombard et al., 2019). 

Order Fulfillment in Retail Supply Chains 

Urbanization, mobile technology access, product variety, and improved 
technology-enabled delivery services have played a role in the growth 
of consumer engagement in e-commerce (Wolff et al., 2020). In 
omnichannel retailing, customers engage with retailers and their prod-
ucts across a multiplicity of both digital and physical touchpoints that can 
include retail stores, various types of other pick-up locations, and websites 
(Langley et al., 2021; Pricewaterhouse Coopers, 2023). 

The goal of omnichannel retailing is to provide customers with a 
unified and synchronized experience, allowing customers the choice of 
purchasing a product through any channel, thus enabling the reception 
and return of products through those channels (Dohrmann et al., 2022; 
Langley et al., 2021). An example would entail a customer purchasing a 
product on a retailer’s website and then being presented with the option 
to either pick the order up at one of the retailer’s store locations, or have 
it delivered to their home. If that same customer opted to pick the order 
up in the store but then changed their mind, they could return the item 
without ever leaving home by using the online channel. 

Successful omnichannel retailing necessitates intricate planning of 
inventory levels across many retailer and logistics service provider facilities 
and assets, including stores, warehouses, and delivery vehicles. Delivery 
of goods must not compromise on the speed, convenience, and consis-
tency in service levels among channels—consumers have an expectation 
of efficiency conducted at a high level of professionalism (Dohrmann 
et al., 2022; Langley et al., 2021). For example, customers’ propensity 
to buy online and pick-up in-store (BOPIS) has now become a standard 
shopping behavior (Dohrmann et al., 2022; Pricewaterhouse Coopers, 
2023) and requires sophisticated coordination of order processing, inven-
tory sharing, and transportation planning activities (Langley et al., 2021). 
This sophisticated coordination points to the pivotal role that logistics 
management, through the order fulfillment process, plays in ensuring 
omnichannel retailing supply chain effectiveness and efficiency (Devari 
et al., 2017; Dohrmann et al., 2022). Notably, the coordination of the 
order processing, storage, and movement of physical products within and



240 M. A. SCOTT ET AL.

between channels in omnichannel retailing is facilitated by technology-
enabled order fulfillment (Alicke et al., 2016; Borgi et al., 2017; 
Dohrmann et al., 2022). These enabling technologies simultaneously 
provide value while engendering potential information privacy issues. 

Organizational Uses of Technology in Retail Fulfillment 

The advent of digitization across the supply chain has led to the avail-
ability of large-scale data sets with information on numerous dimensions 
of supply chain operations. These data sets can comprise information 
on purchase transactions, contract terms and conditions, traffic volumes, 
customer and facility addresses and locations, and competitor pricing for 
instance (Borgi et al., 2017; DHL,  2023). In retail, technology and the 
data management associated with its use can support order fulfillment 
activities in any of three ways (Dohrmann et al., 2022; LaBombard et al., 
2019). First, technology can facilitate insights by generating new data 
sets or analyzing existing ones. An example of this system would be 
the generation of a data set that details the differences in the average 
on-time delivery performance between two different product categories 
offered by a retailer online. Second, technology supports fulfillment oper-
ations when applied to facilitate the automation of order fulfillment tasks 
and processes. Automation refers to the use of technology to automate 
tasks that were previously conducted manually to improve fulfillment 
process efficiency. An example would be the use of robots to carry out 
order picking in a warehouse, a task traditionally completed by human 
employees. Third, technology can be used to engage in the monitoring 
of order fulfillment activities to improve worker productivity and safety, 
or any of a variety of other desirable outcomes. An example of this 
process would be the use of advanced surveillance technologies to record 
employee truck loading and unloading performance in real time. 

Indeed, the visibility facilitated by monitoring, tracking, and surveil-
lance technologies has been of paramount importance in retailers and 
logistics service providers’ ability to address the various complexi-
ties brought on by e-commerce growth and the resulting surge in 
omnichannel retailing activity (LaBombard et al., 2019). The ability of 
retail supply chain managers to have a comprehensive view of their fulfill-
ment operations in real time and leverage that ability to make operations 
and resource allocation decisions speedily, with increased confidence, is 
enabled using advanced technologies (Cantor, 2016; LaBombard et al.,
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2019). These technologies can range from applications that improve 
frontline worker picking operations, to those that provide decision 
support in the selection of optimal logistics network designs (Alicke et al., 
2016; Langley et al., 2021; Winkenbach, 2018). 

Given that two of the more significantly affected stakeholders in the 
rapid adoption of advanced technologies in retail fulfillment operations 
are customers and the employees engaged in the order fulfillment process, 
it is important to understand how technologies are leveraged during the 
order fulfillment process to gather data from each of these stakeholder 
groups. 

Customer Data Collected During Order Fulfillment 

As customers become more connected to retailers through digital tech-
nologies, vast amounts of consumer supply chain-related data are gener-
ated. This data is then utilized to develop more customer-centric order 
fulfillment operations, which subsequently facilitate the development of 
innovative and customized products and services (Mahoney & Dauer, 
2021). Benefits can accrue to retailers through leveraging technolo-
gies to better understand the retail customer. For example, logistics 
service providers and the retailers they serve can have access to customer 
delivery addresses, their purchase history, and their web browsing activity 
(DHL, 2023; Winkenbach, 2018). This data is used to comprehend 
both human behavior and operational characteristics, which then serves 
as input to improve various fulfillment operations activities. These activ-
ities include customer expectations regarding delivery service features; 
customer product preferences as to what, where, and when they order; 
fluctuations in traffic conditions during delivery; and real-time transporta-
tion equipment availability (Pricewaterhouse Coopers, 2023; Winken-
bach, 2018). 

Retailers collect various forms of customer data which can include 
sentimental data, attitudinal data, behavioral data, engagement data, 
personal data, and demographic data. Sentimental data indicate what 
customers say they will do, like a customer signaling in a comment online 
that they will purchase twice as much of a product if it is available in 
a different color. Attitudinal data show customer emotions and percep-
tions regarding their experiences, like a feedback survey regarding package 
delivery or a review page discussing order delivery tracking experiences. 
Behavioral data reveals what customers do, like the average order value for
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a newly launched product or the return rate for that product. Engagement 
data predicts customer behaviors across various retail channels and helps 
determine how customers respond to and share experiences regarding 
engagement with a specific retailer on social media. Personal data suggests 
customer-specific information that can include name, birthday, website 
login details, or credit card details. Demographic data describes customers 
by population-based factors like age, race, and sex. 

Specific to retail fulfillment operations, the collection of these various 
forms of customer-related data can serve to facilitate improvements to 
both instore and online product layouts based on behavioral mapping 
technologies or improved target marketing using interactive voice 
assistant technologies, which analyze customer speech and commands 
(Dohrmann et al., 2022; Winkenbach, 2018). Some retailers also use 
internet of things (IOT) technology sensors to determine the location and 
status of shipped orders or to calculate the remaining number of inventory 
units for a product across their network of facilities, thereby ascertaining 
in-stock levels. In both cases, this is information that can be commu-
nicated with customers, leading to higher levels of customer service. 
Further, to improve their last-mile delivery operations, some retailers 
are leveraging customer transactions, delivery addresses, delivery routes, 
purchase histories, and other forms of personal information records, 
to improve service design and efficiency (DHL, 2023; Winkenbach, 
2018). Retailers therefore use customer data to sense, motivate, and serve 
customers during the order fulfillment process by meeting their expec-
tations regarding time, convenience, and place of product order and 
receipt (Mahoney & Dauer, 2021). The benefits of collecting the afore-
mentioned types of customer data also include the ability of retailers to 
use it to identify key customer segments, attract and retain high-value 
customers, improve customer onboarding to increase repeat purchases, 
increase personalization of the online and in-store shopping experience, 
prevent customer churn through augmented customer engagement, and 
enhance responsiveness to customer expectations based on collected data 
(Eikelmann et al., 2023; Mahoney & Dauer, 2021). 

Employee Data Collected During Order Fulfillment 

Both retailers and logistics service providers are using advanced technolo-
gies to harness and assess data on various dimensions of employee’s state 
of being and performance. Employees in fulfillment operations include
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those individuals who are engaged in warehousing, transportation, and 
store operations activities or those who assume corporate management 
and analyst roles in retail distribution. Data collected on these employees 
is levied by employers to improve employees’ state of well-being, their 
job performance, or fulfillment process efficiency. For instance, interac-
tive artificial intelligence can be leveraged to automate order processing 
workflow components, allowing workers to pursue more complex tasks 
when situations require (Dohrmann et al., 2022). Performance data can 
also be used to reallocate or reassign tasks in real time (Dohrmann et al., 
2022). Tracking technologies are also used to capture delivery vehicle 
driver behavior as well as data on vehicle speed, position, braking intensity, 
and environmental conditions (Acharya & Mekker, 2021; Winkenbach, 
2018). Elements of these data can be used to send warnings to drivers 
in real-time, to avoid pending hazardous or unsafe incidents (Acharya & 
Mekker, 2021). 

While from an organizational perspective, prior research has found that 
organizations “that are open perform better” (Tapscott & Ticoll, 2003)— 
open referring to the ability to observe various aspects of both customer 
and employee behavior. There are, however, developing issues regarding 
the collection of employee data. Indeed, there is a correlation between 
observability and performance, the premise being that both managers 
and employees need to see working activity to determine what needs to 
improve (Bernstein, 2012; Tapscott & Ticoll, 2003). Notably, the ability 
to observe, or transparency, has been shown to facilitate the presence 
of two key tenets of organizational productivity: organizational learning 
and operational control (Bernstein, 2012; Deming, 1986). Technology 
is a leading factor in facilitating observability through the acquisition of 
process and employee data. As such, technology is also a major mechanism 
through which privacy-related issues in the supply chain are actualized. 

Privacy Concerns 

In retail supply chains, the collection of the aforementioned various forms 
of process, employee, and customer during the order fulfillment process, 
using data and the widespread implementation of advanced technologies 
is a driver of privacy now being a central issue in supply chain manage-
ment (Dohrmann et al., 2022; Eikelmann et al., 2023; Sheng, 2019). 
The harnessing of data at the individual level in real-time requires that 
retail supply chain managers be highly cognizant of the fact that both
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employees and customers perceive such practices to be invasive, which 
can impact their workplace or shopping experience (Cantor, 2016). The 
collection and analysis of granular-level employee and customer-generated 
data that supply chain digitization and advanced technology deployment 
have facilitated has given rise to concerns regarding data protection, secu-
rity, and privacy in omnichannel retail fulfillment operations (Cantor, 
2016; Dohrmann et al., 2022; Winkenbach, 2018). Due to the multi-
plicity of functional areas, such as tasks, channels, customer decisions, 
purchase actions as well as other contextual factors, fulfillment opera-
tions must take heed of them all. The rationale is simple. There is no 
overarching conceptualization of privacy because the definition of the 
term is contingent on both individual and contextual factors (Cottrill & 
Thakuriah, 2015). Yet, the common theme regarding privacy that drives 
much deliberation revolves around concerns as to who owns the control 
and flow of information (Cottrill & Thakuriah, 2015). 

In retail fulfillment operations, the perception of the loss of privacy can 
manifest itself in various forms, depending on the dimension of privacy 
being considered. For instance, warehouse employees may determine that 
employers collecting data on their order pick rates is reasonable, but then 
find that the harnessing of data regarding their health conditions is inva-
sive. Likewise, retail customers may find the collection of their browsing 
behavior while shopping online to be admissible but deem the analysis of 
their shopping related driving patterns to be intrusive. While both retailers 
and logistics service providers make the case that the harnessing and anal-
ysis of customer and employee data can confer benefits to both individuals 
and the fulfillment process, trade-offs exist concerning the privacy loss-
related cost individuals or firms may bear associated with the collection of 
that data. Table 12.1 displays several of the advanced technologies being 
used in retail fulfillment operations, describes them, and then provides 
examples of some of the potential privacy implications associated with 
their use.

These examples are just several among a plethora of potential privacy 
scenarios that can exist across the vast array of activities and processes 
that characterize retail order fulfillment operations (Dohrmann et al., 
2022; Eikelmann et al., 2023; Fawcett & Fawcett, 2013; Sheng, 2019). 
Yet, among various dimensions of privacy, work environment privacy and 
information privacy are highly salient in retail order fulfillment operations
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Table 12.1 Privacy implications of technology use in retail fulfillment 

Technology Description Privacy implication in retail 
fulfillment 

Artificial 
Intelligence 

Computer programs can learn 
through completing or observing 
human-like tasks. Learning facilities 
digital computers or 
computer-controlled robots being 
able to perform tasks commonly 
associated with intelligent beings 

Retail customer information 
about preference of personal 
hygiene, contraception, or 
medical product preferences, 
along with shipment addresses 
of choice being collected 
during their engagement with 
AI-enabled ordering or virtual 
assistant systems 
Machine learning algorithms 
duplicate undesirable human 
biases regarding hiring 
seasonal warehouse workers or 
drivers, expected pick rate 
performance, or overtime pay 
opportunities during the 
holiday season 

Autonomous 
Vehicles 

Vehicles capable of driving 
themselves due to automated 
technology utilizing each 
combination of advanced computer 
programs and sensors 

Retail customer are concerned 
with connected vehicle 
technology being able to share 
their shopping trip or travel 
behavior data with third 
parties, more so without 
authorization 

Bionic 
Enhancements 

Enhancement of human physical 
and cognitive capabilities through 
machine–human interactive 
technologies. These technologies 
facilitate exceeding the current 
human physical or cognitive limits 
associated with a task 

Fulfillment employees are 
being concerned about the 
leakage of biometric data used 
to encrypt access to 
individual-specific exoskeletal 
suits or the collection of data 
used to determine whether 
there is a need to recommend 
the use of one to an employee 
in a warehouse environment 
or not

(continued)
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Table 12.1 (continued)

Technology Description Privacy implication in retail
fulfillment

Blockchain A digital ledger comprised of 
immutable records, referred to as 
blocks, with each record 
representing a transaction. A 
decentralized cluster of computers 
manages these records so that no 
one entity solely owns information 
rights to the data 

The unintended or intended 
leakage of retail customer 
financial, location, behavioral, 
or other personal information 
to a third party 
The risk of a supplier’s costing 
information being observable 
by a retailer who in turn uses 
this information to apply 
pressure during pricing 
negotiations 

Drones Also referred to as unmanned aerial 
vehicles (UAVs), these vehicles 
carry no human pilot no 
passengers, and often human pilots 
control them remotely 

Customer concern over the 
monitoring capability of 
drones during package 
deliveries to their homes, or 
fulfillment employee anxieties 
over drone surveillance of 
behaviors at the wrong times 
(e.g., during break time at 
fulfillment facilities) 

Internet of 
Things 

Computing devices embedded in 
physical objects are interconnected 
via the Internet. Each of these 
devices has the capability to 
transfer data within a network of 
connected devices, with no need 
for human intervention 

Retail customers’ apprehension 
over the collection, directly or 
through a breach, and sharing 
of personal information 
generated at self-checkout 
points in stores or the 
collection of behavioral and 
product consumption patterns 
through connected devices in 
their homes 

Robotics and 
Automation 

Robotics refers to machines 
controlled by an internal or 
external computer capable of 
executing complex series of 
movements and tasks automatically. 
Automation describes the use of 
software to complete 
computer-based tasks commonly 
performed by humans 

The concern of both 
fulfillment employees and 
retail customers regarding 
robots using camera recording 
and data collection capabilities 
to harness sensitive or 
personal information during 
delivery or fulfillment task 
completion activity
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(Bhave et al., 2020). In the following sections, we will focus our discus-
sion on the implications of these dimensions of privacy, as applicable to 
either employees or customers in retail order fulfillment operations. 

Employee Privacy in Retail 
Supply Chain Order Fulfillment 

Collecting information on employees can significantly benefit employers. 
These benefits can accrue in recruiting and hiring efforts, in supporting 
effective and efficient operations performance, and in minimizing expo-
sure to risk and legal issues. Employers such as retailers and third-party 
logistics service providers presuppose it to be advantageous to maintain 
extensive sets of information on their employees (Bhave et al., 2020). 
Indeed, corporations do have the right to amass information about their 
workforce, such as data pertaining to employee capability, performance, 
and ethics. They may do so to implement programs that reduce counter-
productive or undesirable work behaviors (Bhave et al., 2020). Managerial 
visibility, or transparency, to such information, has proven to be accre-
tive to retail order fulfillment performance, as employees of varied levels 
of experience and capabilities engage in increasingly complex fulfillment 
process tasks at stores, distribution centers, and transportation depots. 
These tasks are essential to realizing customer service level targets and 
operating efficiency goals. 

Transparency, or the ability to accurately observe fulfillment operations 
activities, procedural approaches, work behaviors, and task performance 
at a granular level, can result in improved organizational learning and 
operational control for retailers and logistics service providers alike (Bern-
stein, 2012; Deming, 1986; Miller, 2018). Extant literature indicates that 
transparency has been found to improve a work unit’s access to exper-
tise, experience, and stored knowledge, thereby increasing the propensity 
for knowledge transfer and shared understanding. Transparency is also 
an antecedent to accelerated organizational learning curves as well as to 
increased strength in the ties that govern knowledge exchange between 
networks of actors (Bernstein, 2012; Miller, 2018). 

The ability to observe can also enable operational control through the 
availability of more detailed, comprehensive, accurate, and real-time data 
on employees and processes across the retail supply chain, thus, improving 
both hierarchical and peer control of fulfillment operations (Bernstein,
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2012; Dohrmann et al., 2022). The value proposition of increased trans-
parency across retail supply chains has resulted in supply chain managers 
engaging in process and facility redesign aimed at facilitating increased 
observability, most often supported through using advanced surveil-
lance and data capturing technologies in stores, distribution centers, and 
transportation depots (Bernstein, 2012; Dohrmann et al., 2022; Sheng, 
2019). Surveillance and data collection significantly contribute to the 
ensuant privacy issues that employees bring attention to and, at times, 
engage in litigation to address. Indeed, in retail order fulfillment oper-
ations, the importance of ensuring that employee and customer data are 
safe is paramount now, making privacy one of the central points of interest 
in omnichannel retail and order fulfillment operations (Dohrmann et al., 
2022; Pricewaterhouse Coopers, 2023). 

Employers such as retailers and third-party logistics service providers 
presuppose it to be advantageous to collect extensive sets of informa-
tion on their employees (Miller, 2018). Indeed, corporations do have the 
right to collect information about their workforce, such as data pertaining 
to employee capability, performance, and ethics. They may do so to 
implement programs that reduce counterproductive or undesirable work 
behaviors (Bhave et al., 2020). In retail order fulfillment operations, the 
benefits discussed above can be realized through (1) a retailer or logis-
tics service provider conducting psychometric analysis on job applicants 
to determine their cognitive fit with the responsibilities associated with 
a high-intensity role within a fulfillment center; (2) a retailer or logistics 
service provider collecting data on the individual performance rates of 
employees that load and unload containers at a transloading facility, being 
intent on using that data to identify constraints to improving its cross-
docking operations speed; and (3) a retailer or logistics service provider 
using an inward-facing camera to record a truck driver during a traffic 
accident and thereafter use the footage as evidence to avoid punitive 
actions in litigation proceedings (see Fig. 12.2).

Employees themselves can also profit from the collection of their 
personal data. Among these benefits include the ability for job 
performance-related data to be used in the allocation of economic 
incentives, career advancement opportunities, and other related rewards 
(Miller, 2018). Personal data can also be used to improve health and 
safety conditions, like the monitoring of biologically vital information 
to preempt medical hazards or the suggesting of task-related movement 
best practices to improve the personal safety of workers (Guillot, 2019).
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Fig. 12.2 Inward-facing camera monitors an employee (Image credit Alamy 
Stock Photo/Olaf Doering)

Further, recorded data can be used as material to support employee claims 
or cases during litigation proceedings (Wendt, 2023). While each of these 
examples points to the use of data for purposes that appear to be accre-
tive to both the employer and its employees, the appearance of the sensor, 
surveillance, voice recognition, and other technologies to track, listen to, 
and record workers in real time while on the job has led to employees 
and other stakeholders to voice concern over the privacy implications of 
corporate surveillance programs (Sheng, 2019). 

Indeed, industry research has found that most employees in distribu-
tion facilities have both reservations and concerns about these tracking 
and monitoring technologies despite understanding the benefits they 
confer (Dohrmann et al., 2022; Miller, 2018). While the use of these 
tracking and monitoring technologies has indeed led to efficiency gains in 
order fulfillment operations, an unintended consequence of their imple-
mentation is a growing concern regarding both corporate and individual 
privacy in the workplace (Bhave et al., 2020; LaBombard et al., 2019). 
Given the fact that these large-scale datasets are susceptible to data
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breaches, they can be distributed to third parties, especially in instances 
where employers fail to adequately document or notify employees that 
data collection activity is occurring (Bhave et al., 2020; Iyer, 2023). This 
dynamic has resulted in growing tensions regarding workplace privacy 
because employers require information on employees who are increasingly 
cognizant of their individual rights (Bhave et al., 2020; Iyer, 2023). 

Work environment privacy refers to perceptions of control over sensory 
stimuli in the work environment (Bhave et al., 2020). These stimuli 
can be visual, spatial, acoustic, or olfactory in nature. Work environment 
privacy addresses dimensions pertaining to control over employees’ inter-
personal interactions in a workspace or access to employees’ presence. 
More definitively, and as detailed by Bhave et al. (2020), visual privacy 
refers to an employee being independent of optical stimuli and undesired 
notice by others.  Acoustic privacy , which deals with auditory and sound-
related dimensions of privacy, indicates the degree to which employees are 
isolated from noise, and whether they perceive that their verbal conver-
sations or other forms of speech in the workplace are private. Spatial 
privacy , or privacy regarding personal space, notes the extent to which an 
employee perceives others entering the physical area surrounding them as 
being invasive. Though deliberated less regularly, olfactory privacy touches 
on the absence of undesired smells in the workplace. Much of the work 
in extant literature that addresses work environment privacy does so from 
the perspective of workspace layout and design, often integrating elements 
of visual, acoustic, and spatial privacy as well. The aforementioned dimen-
sions of work environment privacy are applicable to the retail fulfillment 
context, and Table 12.2 provides some examples of the work environment 
privacy implications for employees that are associated with each of these 
dimensions.

Information privacy pertains to control over the acquisition, storage, 
use, and sharing of employee data, and addresses if and how this infor-
mation is made available to others (Bhave et al., 2020). An issue of 
significance to employees in this arena centers on whether they are 
informed as to the purpose of data collection and its intended use. The 
nature of data being collected by firms varies and can include social media 
information mined for use during the recruitment and employee selection 
process. Most firms are weary of this dynamic because it can adversely 
impact firm reputation and subsequent recruiting efforts. Dependent on 
corporate policy, firms can also stockpile employee e-mail-related infor-
mation or share performance and appraisal information beyond the focal
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Table 12.2 Work environment privacy dimensions in retail fulfillment (Adapted 
from Bhave et al., 2020) 

Work environment privacy 

Privacy 
dimension 

Description Application in retail fulfillment 

Visual 
Privacy 

Employee independence from 
optical stimuli and undesired 
notice from others 

Warehouse or transportation workers 
not being exposed to lighting, facility 
signage, or the public display of pick 
rate or loading performance 
information; any actions deemed as 
either invasive or having a negative 
impact on the ability to perform well 

Acoustic 
Privacy 

Employee isolation from noise, 
and their belief that 
conversations and speech in 
the workplace are private 

Warehouse workers are concerned over 
the impact that conveyor belt or 
assembly and kitting equipment noise 
has on their ability to perform. Truck 
driver discomfort with vehicle inward 
facing cameras being able to record 
personal conversations 

Spatial 
Privacy 

Employee perception that 
others entering the physical 
area surrounding them is 
invasive 

Warehouse workers are uncomfortable 
with the proximity of supervisors to 
the workspace or truck drivers worry 
about the close proximity between 
camera and driver inside their vehicles 

Olfactory 
Privacy 

The absence of undesired 
smells in the workplace 

Warehouse worker’s concern over the 
scent of spoiled or obsolescent produce 
at the facility or truck driver anxiety 
over the scent of vehicle-based 
chemicals or emissions

employee and their immediate supervisor (Bhave et al., 2020). Further, 
the growing use of electronic performance monitoring and tracking 
systems by employers facilitates the collection of data that can include 
information on individual task performance or employee location in 
real time (Bernstein, 2012; Bhave et al., 2020). Differing perspectives 
between employees and employers exist regarding information privacy 
(Iyer, 2023). Employees are desirous of having control over their personal 
information and the level of access an employer has to that informa-
tion. Conversely, employers expect to be able to have comprehensive 
information on their employees, in addition to a growing desire to have 
knowledge of their employees’ whereabouts at any given point in time 
(Bhave et al., 2020; Iyer, 2023).
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Corporations leverage tracking and monitoring technologies to pursue 
safety, customer service, efficiency gains, and risk-management objectives. 
In contrast, their employees perceive the existence of significant privacy-
related tradeoffs regarding the use of these technologies. From a safety 
perspective, working conditions are of paramount importance in order 
fulfillment operations activities. For example, during the COVID-19 
pandemic, companies deployed computer vision technologies to ensure 
that employees in distribution centers and processing facilities adhered to 
the use of personal protective equipment stipulations (Dohrmann et al., 
2022), an action that some employees found to be invasive and infringe 
on their personal rights. In another instance, various retailers, desirous of 
addressing working condition issues, directly or confidentially engage with 
the employees of their suppliers to collect information on the working 
conditions at those suppliers’ facilities. Moreover, those employees use 
mobile technologies to record the conditions in which they work (Sanders 
et al., 2019). This focus on human rights is of course commendable, 
but some employees at those facilities, and the companies for which they 
work, determine these actions to infringe on their privacy rights. 

Additionally, numerous retailers and logistics service providers utilize 
surveillance cameras and artificial intelligence technologies to record and 
detect if employees in their facilities are adhering to ergonomic best prac-
tices to minimize the risks associated with personal injuries, in-facility 
vehicle speed violations, and non-compliance to stipulated walking paths 
within distribution and production facilities (Dohrmann et al., 2022). 
Indeed, musculoskeletal disorders (MSDs) occur due to ergonomic-
related hazards in fulfillment operations facilities. In response, companies 
are equipping workers with wearable devices to record and observe 
employee performance patterns to minimize MSD occurrence risk 
through either workplace redesign or employee training programs that 
are based on the observed recorded behavior of employees (Dohrmann 
et al., 2022). 

Of note, wearable technology devices, along with other sensor tech-
nologies, are also being used to collect and track employee biometric 
information. Companies are outfitting retail store, warehouse, and trans-
portation employees with sensor technologies that can detect vital body 
data, including fatigue and stress levels, heart rates, alcohol levels, and 
other measures of physical fitness that display how employees are phys-
ically responding to the tasks that their respective roles demand. For 
example, a large retailer recently received a patent for an ultrasonic
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bracelet that would be able to detect warehouse workers’ locations within 
a facility and then monitor their interaction with task equipment using 
ultrasonic sound pulses (Sheng, 2019). 

Additionally, employers are utilizing facial recognition and text anal-
ysis tools to identify employee emotions and sentiments when completing 
their tasks (Iyer, 2023). For example, a large retailer recently patented 
a system that facilitates listening in on both workers and customers to 
determine their sentiments and preferences (Sheng, 2019). The above 
scenarios represent only a handful of cases in which advanced technolo-
gies track and monitor employee behavior in various aspects of retail order 
fulfillment operations (Dohrmann et al., 2022). 

While employers note that the use of these technologies can warn 
employees about, and even preempt, pending hazards and medical 
conditions, unsurprisingly employees across the various facets of order 
fulfillment operations have expressed an aversion to the use of some 
of these surveillance and tracking technologies (Wendt, 2023). These 
employees argue that these technologies can infringe on their privacy 
rights and often put them at risk of being the recipients of unfair, 
and sometimes unwarranted, punitive actions. Of note, employees and 
other stakeholders are anxious about how employers will collect and use 
biometric data (Guillot, 2019; Sheng, 2019) or use data that presents 
employee performance at a more detailed level. Further, there is substan-
tial concern over the autonomous decision-making authority that these 
technologies will have in order fulfillment operations as they become 
more advanced and pervasively used (Dohrmann et al., 2022; Iyer, 2023). 
As these technologies proliferate, it is of utmost importance to under-
stand how employee responses to their employers’ increased surveillance 
and monitoring activity will impact supply chain and order fulfillment 
operations. 

Extant research on the response of employees to electronic perfor-
mance monitoring in the workplace has determined that though the 
characteristics of the technologies themselves are important in influ-
encing the reaction of individuals, context, personality, and other indi-
vidual characteristics also influence the response to surveillance activity 
(Ravid et al., 2020). These individual characteristics can include locus of 
control, perception of control, trust in management, task difficulty, task 
complexity, individual skill, and aptitude (Ravid et al., 2020). Addition-
ally, Ravid et al. (2020) found that personality, values, goal orientation, 
occupational and work characteristics, and organizational culture and
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climate each moderated the effect of electronic performance monitoring 
on employee responses. Differences in personality moderated the effects 
of monitoring and surveillance systems on individual reactions, such that 
individuals with lower levels of extraversion and emotional stability were 
less likely to have positive attitudes toward monitoring and surveillance 
activity. Individuals with higher levels of neuroticism were also less likely 
to perceive surveillance and monitoring activity in the workplace as being 
procedurally fair or legitimate. 

Next, values also mitigated the effects of electronic performance moni-
toring on employee reactions. In studying whether individuals’ ethical 
orientations influenced their sensitivity toward potential privacy breaches 
within surveillance and monitoring systems, researchers found that ethical 
orientation influenced the perception of the invasiveness and appropriate-
ness of such systems. One of these studies demonstrated that individuals 
with high levels of formalism had the strongest negative relationship 
between perceived privacy invasion and appropriateness of surveillance 
and monitoring systems (Alder, 2007). Of interest, individuals with high 
levels of utilitarianism were found to exhibit the strongest positive rela-
tionship between the perceived usefulness of surveillance and monitoring 
systems and organizational trust (Ravid et al., 2020). 

Goal orientation was yet another moderator of the effect of elec-
tronic performance monitoring systems on employee response. Employee 
responses varied depending on the type of goal they found motivating 
(Ravid et al., 2020). For example, mastery goals, where the focus is on 
learning and personal improvement, differ significantly from performance 
goals, where the objective is to prove one’s ability and actively avoid the 
judgment of others. Interestingly, research focused on performance goal 
orientation found that employees with higher levels of avoid-performance 
goal orientation had more anxiety about evaluation apprehension and 
lower skill attainment when they believed their performance data would 
be reviewed at a future time. Alternatively, the study found that employees 
with higher levels of prove-performance orientation had increased levels 
of evaluation apprehension and lower skill attainment when they under-
stood that their performance data would be reviewed in real time (Watson 
et al., 2013). 

Occupational and work characteristics were other moderators of the 
effect of monitoring systems on employee response. Indeed, recent 
studies have shown that occupational types moderate the relationship 
between surveillance and monitoring systems and an employee’s trust in
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their management. Of note, those employees who engaged in jobs that 
were more manual in nature associated less trust in management with 
more surveillance and monitoring, while no such relationship existed for 
those employees in non-manual jobs. Another study found that individ-
uals who reported having more empowering jobs were more likely to 
respond negatively to monitoring than those employees who perceived 
their jobs to have less autonomy. 

The strength of the effect of electronic performance monitoring 
systems on employee response was also found to vary based on organi-
zational culture and climate. Researchers found that the shared values 
and beliefs on which organizational culture is based can lead to the estab-
lishment of behavioral norms and expectations. Therefore, any corporate 
intervention that appears to not align with those shared values conjures 
negative reciprocity from employees. For instance, in highly bureaucratic 
cultures that are defined by clearly defined lines of authority and systems-
based work, surveillance and monitoring systems were more welcomed. 
Further, it was also determined that the caring climate of a company 
moderated the relationship between the effect of electronic performance 
monitoring systems and employee response. For employees who perceived 
that they worked in a strong caring climate, the relationship between 
their attitude toward surveillance and monitoring systems and their inten-
tion to resist such systems was less negative than that observed for those 
employees who reported working in uncaring work climates (Ravid et al., 
2020). 

Customer Privacy in Retail 
Supply Chain Order Fulfillment 

Retail customers can help improve order fulfillment process design by 
disclosing elements of their personal information and by agreeing that 
other forms of information about them can be collected. In retail fulfill-
ment operations, retailers can utilize various forms of customer data 
to better manage inventory through enhanced demand forecasting and 
determining optimal inventory levels to hold based on extracted customer 
preferences. Additionally, customer demographic and behavioral data, 
like location and willingness to pay, can help develop optimal pricing 
strategies for value-add services like product put-away or assembly inside 
customer homes during delivery. Further, customer demographic and
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behavioral data can assist in designing more efficient delivery opera-
tions by segmenting customers by delivery speed, drop-off time window, 
and delivery vehicle type preferences, generating immense value for 
customers (Eikelmann et al., 2023; Mahoney & Dauer, 2021). There-
fore, understanding retail customers’ propensity to disclose information is 
of paramount importance to retail order fulfillment operations. However, 
the scale to which technologies collect and share customer data can 
result in significant levels of customer concern (Dohrmann et al., 2022; 
Eikelmann et al., 2023). 

Prior research has discovered that retail customers generally express 
concern around four factors related to privacy: unauthorized access, 
secondary use, errors, and  collection (Aloysius et al., 2018). Researchers 
describe each of these factors. Unauthorized access refers to the extent to 
which customers are concerned about their personal information being 
available to unauthorized persons. Secondary use highlights the extent to 
which customers are concerned about the unjustified use of their infor-
mation for purposes other than that for which it was initially intended. 
Errors are defined as the degree to which customers are concerned about 
both intentional and non-intentional errors that occur in the handling of 
their positional information. Collection describes the measure to which 
customers are worried about the amount of their personal information 
being collected by retailers (Aloysius et al., 2018). Indeed, the advent 
of advanced technologies able to capture significant volumes of consumer 
data bears significant information privacy implications for retail customers. 

Retail customers’ perceptions of technology have a substantial effect 
on those technologies’ outcomes and use (Aloysius et al., 2018). Specific 
to retail stores, studies have found that customers do not always prefer 
the personalized services that advanced technologies facilitate due to 
their privacy concerns (Aloysius et al., 2018; Chellappa & Shivendu, 
2010). Of note, retail customers’ privacy concerns adversely impact the 
wide-scale adoption of advanced retail and fulfillment technology (Aloy-
sius et al., 2018; Venkatesh et al., 2017). Some of this concern is 
amplified when retail customers consider the data-harnessing capabili-
ties inherent in the mobile devices on which they consistently conduct 
transactions (Cottrill & Thakuriah, 2015). Specific to online engagement, 
retail customers have expressed anxiety regarding data security in online 
shopping contexts, which has had an adverse effect on their willingness 
to disclose personal information (Aielloa et al., 2020). A study by Ingram 
(2017) revealed that 85% of consumers were unwilling to share their
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personal information if they had a concern about the use of that infor-
mation by retailers and, further, 71% of these customers indicated that 
they would stop purchasing from a retailer if their information is gath-
ered without their consent. This consumer sentiment is in no small way 
exacerbated by the continual and frequent news of data breaches and the 
mishandling of consumer data by large companies as of recent (Aielloa 
et al., 2020). While Chapter 6 discussed privacy concerns, the willingness 
to disclose personal information, the privacy paradox, and privacy calculus 
on users in general, this section applies these concepts to consumers in the 
omnichannel retail order fulfillment process. 

Retail customers’ willingness to disclose information is a central concept 
in the study of customer privacy implications in the e-commerce and 
omnichannel retail contexts (Cottrill & Thakuriah, 2015; Eikelmann 
et al., 2023). Given this, various researchers have studied customers’ 
propensity to disclose information across a variety of retail contexts, 
understanding the significant effect it can have on order fulfillment 
process design and operations. These studies have found that customers’ 
willingness to disclose information can vary due to individual differences, 
consumer–company relationships, and retail setting contextual differences 
(Belk, 2013; Markos et al., 2017; Mothersbaugh et al., 2012; Li et al.,  
2015; Markos et al., 2018; Phelps et al., 2000). As retail customers deter-
mine which, and how much, information they are willing to share when 
engaging in the online purchasing journey, they make decision tradeoffs 
regarding the benefits and costs of doing so. 

Privacy calculus theory conceptualizes the drivers and influences on 
how individuals compare the perceived risks and anticipated benefits 
associated with them divulging private data, or the collection and distri-
bution of sensitive information. As a theory, privacy calculus has been 
utilized as a lens to interpret customers’ adoption or use of technologies 
in e-commerce social networking, and location-based mobile applica-
tions contexts (Leon et al., 2023). The theory posits that the trade-offs 
customers make in their privacy calculus can be contingent upon their 
cognitive resources, their attitude, cultural values, social norms, and 
various other situational and contextual factors (Leon et al., 2023). 
Privacy calculus theory is highly salient in omnichannel retail and order 
fulfillment operations. Retail customers do not only make decision trade-
offs when deciding the type and amount of personal information to 
disclose when engaged in the online purchasing journey; they also do 
so when deciding on order delivery modes and delivery service options.
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The decision outcomes based on retail customers’ privacy calculus 
can impact order delivery operations in two substantive ways. First, the 
information that customers are willing to share while engaging in the 
online purchasing journey can determine the service levels offered by 
delivery service operations. For example, aggregated purchase frequen-
cies, preferred delivery locations, channel preferences, delivery speed 
preferences, and various other forms of personal data captured online can 
be used to design distribution networks that deliver on customer expec-
tations regarding, delivery time window, number of days to delivery, the 
frequency of delivery service, and the level of return services to offer. 
Second, given each of the aforementioned delivery service features is often 
enabled by various forms of customer-facing advanced distribution and 
mobility technologies, customers’ propensity to assess either high or low 
levels of information-related or spatial-related privacy concern is also a 
central dynamic in retail delivery operations. 

Advanced technologies in delivery operations can take the form of 
autonomous delivery vehicles, autonomous ground vehicles with lockers, 
parcel lockers, droids, and drones, each mode resulting in varied levels 
of perceived privacy-related issues, which in turn have implications for 
delivery service planning and operations. 

Smart lockers. Research on the use of smart lockers in retail fulfill-
ment operations by Tsai and Tiwasing (2021) found that privacy security 
was an integral factor and service attribute in alleviating customer privacy 
concerns regarding control over their financial and personal information 
when using parcel lockers to access their delivered orders. Interestingly, 
prior studies also indicated that a benefit consumers associate with the use 
of smart lockers is the removal of human interaction during delivery trans-
actions which facilitates the prevention of potentially sensitive information 
being collected and distributed by retail or delivery service provider 
personnel (Featherman & Pavlou, 2003; Tsai & Tiwasing, 2021; Wang 
et al., 2020). 

Vehicle delivery. Extant research has found that customers can have 
varied levels of perceived data privacy the degree to which an individual is 
concerned about the collection and use of their data—when it comes to 
the use of connected, autonomous, or recording capability-equipped vehi-
cles that are used in order delivery (Acharya & Mekker, 2021; Bridget, 
2017). Further, customers have expressed levels of concern regarding the 
collection and use of shopping trip data generated by their personal vehi-
cles or mobile devices, and that data being shared with retailers or other
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third parties (Acharya & Mekker, 2022a, b; Schmidt et al., 2016). This 
issue has recently come to the fore more vividly due to the growing prac-
tice of crowd-sourced delivery or “social transportation-driven” delivery 
services, where customers become temporary delivery service providers 
by picking up and dropping off the orders of other customers within the 
same social media network (Devari et al., 2017). 

Drones. Of note, the use of drones (see Fig. 12.3) has garnered rela-
tively more focus on privacy issues in fulfillment and last-mile delivery 
operations (Dohrmann et al., 2022; Scharf, 2019). 

In the context of drone delivery, retail customers have expressed 
privacy-related concerns regarding the risks associated with drones being 
able to collect and record highly sensitive information regarding the 
personal lives of customers, often without the customers’ knowledge 
or consent (Iyer, 2023; Leon et al.,  2023). Drone anxiety can be 
compounded by the fact that this technology is relatively new compared 
to other forms of order delivery technologies, and this adds an additional 
dimension to customer perceptions of potential privacy-related issues 
(Dohrmann et al., 2022; Leon et al.,  2023). Privacy concern, which  refers  
to the context-specific fears regarding the misuse, voluminous collection, 
unsecure storage, and unauthorized distribution of personal information, 
is highly salient in retail drone delivery operations (Dinev & Hart, 2006;

Fig. 12.3 Drone surveillance (Image credit Alamy Stock Photo/Wavebreak 
Media) 
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Lankton et al., 2017). Yet, extant research has unveiled that the perceived 
usefulness of drone technology impacts what consumers comprehend to 
be the potential privacy harm associated with interactions with drones 
(Roca et al., 2009. Perceived usefulness refers to the degree to which 
a customer believes that using a particular system will enhance their 
performance in some way (Davis et al., 1989). In the context of drone 
technology, studies have revealed that customers can be more willing to 
overlook the perceived privacy risk associated with drone deliveries once 
they understand the benefits of those deliveries to be higher (Roca et al., 
2009). Perceived privacy risk illustrates a combination of the perceived 
likelihood and impact of privacy harm (Choi et al., 2018; Li et al.,  2016). 
Researchers have noticed that higher levels of perceived privacy risk nega-
tively affect the drone delivery adoption intentions of retail customers 
(Leon et al., 2023; Yoo  et  al.,  2018). Another highly salient concept in 
the context of order fulfillment by drone delivery is that of customer’s 
trust , defined as “the willingness of a party to be vulnerable to the 
actions of another party based on the expectation that the other party 
will perform a particular action important to the trustor, irrespective of 
the ability to monitor or control that other party” (McKnight et al., 2002; 
Roca et al., 2009). In last-mile delivery operations trust becomes highly 
important in the perceived mitigation of privacy and safety risks as retailers 
and logistics service providers make deliveries to customers’ places of resi-
dence (Leon et al., 2023). Specific to drone delivery, prior studies have 
reported that higher levels of trust positively impacted customer intent to 
adopt drone delivery services (Leon et al., 2023; Zhang et al., 2019). 

Summary 

This chapter commenced by defining supply chain management, of 
which logistics management is a constituent, and then described order 
fulfillment activities within logistics activities. The focus was on the 
order fulfillment component of supply chain management, especially due 
to its central importance and high salience in omnichannel retailing. 
Noting that the effective and efficient management of retail customer 
orders through fulfillment operations is of central importance due to 
the rapid growth of e-commerce activity and the resulting emergence 
of omnichannel retailing, the analysis described how the increased 
complexity introduced by omnichannel retail supply chains is managed 
using advanced technology-enabled order fulfillment operations. The
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chapter detailed how the use of these advanced logistics technolo-
gies allows both retailers and logistics service providers to harness and 
analyze large-scale data sets that provide information on various human 
and process dimensions of retail fulfillment operations. Subsequently, 
this study surveyed the role that observation and transparency play 
in facilitating organizational productivity through facilitating increased 
organizational learning and operational control, describing their appli-
cability in retail fulfillment operations. Importantly, the use of these 
technologies to gain transparency and operational efficiency gives rise to 
both employee-based and customer-based privacy issues in retail order 
fulfillment operations. 

The chapter also discussed the applicability of work environment privacy 
and information privacy for both employees and customers engaged in 
retail order fulfillment operations and processes. As noted, several dimen-
sions of work environment privacy exist, and they include visual , spatial , 
acoustic, and  olfactory forms of privacy, each having ramifications in retail 
fulfillment operations contexts. The discussion also defined and debated 
information privacy and indicated its applicability to both employees and 
customers in retail fulfillment operations. For retail fulfillment operations 
employees, their propensity to accept tracking, surveillance, or monitoring 
technologies in the workplace can be contingent on their individual char-
acteristics. These characteristics can be identified as personality, values, 
goal orientation, occupational and work characteristics, and  organizational 
culture and climate. 

In discussing information privacy as it relates to retail customers, the 
chapter singled out the four factors related to privacy that customers 
generally expressed concern over. These factors are unauthorized access, 
secondary use, errors, and  collection. Additionally, privacy concerns impact 
customers’ willingness to disclose information to retailers. Various factors 
affecting customer willingness to disclose information include individual 
differences, consumer-company relationship, and retail setting contextual 
differences. Additionally, privacy calculus theory is applicable to retail 
customer information privacy perceptions regarding order delivery activity 
within retail fulfillment operations. There are two key impacts in this area, 
the first being that customer willingness to share information with retailers 
while engaging in the purchasing journey online can directly affect the 
knowledge retailers have and can use to customize and design delivery 
services that align with customer preferences. Second, the novelty of 
several advanced technologies used to deliver packages can be the source
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of customer privacy concerns. Among these technologies are smart parcel 
lockers and drones. This chapter concluded with thoughts about how 
perceived data privacy , privacy concern, perceived usefulness of technolo-
gies, perceived risk, and  trust all play a role in the way retail customers 
apprehend privacy risk as it pertains to them interacting with advanced 
technologies in retail fulfillment delivery operations. 
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