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If you could train an AI to be a Buddhist, 
It would probably be pretty good. 
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Abstract Recent advancements in generative AI systems fuel expectations that AI 
will free workers to resolve creative, complex, and rewarding tasks by automating 
routine and repetitive work. Furthermore, algorithmic decision systems (ADS) will 
improve decision quality by providing real-time information and insights, analyzing 
vast amounts of data, and generating recommendations to support decision-making. 
In this narrative, AI empowers workers to achievements that they could not reach 
without the technology. However, using AI in work contexts may also lead to 
changes in workers’ roles and identities, leading to feelings of reduced self-efficacy 
and lower confidence in their abilities and a sense of diminished value in the 
workplace, their ethical decision-making abilities, and professional integrity. Initial 
empirical findings on the impact of AI in the work context point to essential design 
aspects that will determine which of the narratives becomes a reality. This chapter 
presents these initial findings and makes design suggestions. 
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1 Introduction 

I am ChatGPT. ... My main goal is to be a useful tool for people looking for information. I 
strive to provide accurate and helpful answers as best I can be based on my programming and 
training. ... I have no personal goals or motivations, as I am an artificial intelligence and have 
no consciousness or emotions. ... Inside me, I analyze the input I receive, break it down into 
its parts, and use algorithms to generate an answer based on the patterns and relationships I 
have learned from my training data. ... My training data consists of much text from various 
sources, such as books, articles, and websites (Chat GPT, https://chat.openai.com/chat, 
07.03.23). 

You have just read ChatGPT’s answer: “Who are you, what are your intentions, 
and how do you work?” The achievements of this artificial intelligence and similar 
tools are impressive. They allow routine and repetitive tasks to automate, freeing 
workers to focus on more complex and creative work. They provide workers with 
real-time information and insights by analyzing data, generating recommendations 
to support decision-making, and improving decision quality. They may facilitate 
communication and collaboration among workers or provide personalized assis-
tance. These systems can serve as digital mentors or coaches, providing guidance, 
training, and task feedback, helping workers improve their skills and performance. 
They may also support generating ideas, drafting content, and giving creative 
suggestions. In this narrative, AI empowers workers to achievements they could 
not reach without the technology, and experts speak of another significant break-
through. With the new generative AI systems, the next milestone in the development 
of artificial intelligence has been reached in augmenting human capabilities. 

This new narrative partly contradicts the earlier narrative by MIT’s stars Erik 
Brynjolfsson and Andrew McAfee, who framed the fundamental change of work 
through AI and automation as a “Race Against the Machine” (2012) in which AI 
technologies will more and more replace humans. While other chapters of this book 
discuss potential applications of AI in work processes and answer questions of which 
tasks and jobs could be replaced by AI (routine cognitive and manual tasks are 
particularly prone to automation (Autor et al., 2003)), we are interested in the 
question of how AI systems will change work and impact our understanding of the 
roles of humans and machines in collaborative work settings. Using AI in work 
contexts may lead to changes in workers’ roles and identities. As AI automates tasks 
previously performed by humans, workers may need to adapt to new roles, resulting 
in self-perception shifts, impacting their self-identity and how they view their role in 
the workplace. Furthermore, workers may worry about the potential for AI to take 
over their tasks, leading to feelings of reduced self-efficacy and lower confidence in 
their abilities and a sense of diminished value in the workplace. Also, workers may 
feel responsible for the ethical implications of using AI, which may influence their 
self-perception regarding their ethical decision-making abilities and professional 
integrity. 

At this point, it is too early to assess what impact generative AI will have on 
people in the work context—which of the two narratives will prevail—whether AI 
will tend to empower or disempower people. The decision on this will ultimately be
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made in the design of AI systems. Initial empirical findings on the impact of AI in the 
work context point to essential design aspects that will determine which of the 
narratives becomes a reality. This chapter presents these initial findings and makes 
design suggestions. In Sect. 2, we will introduce algorithmic decision systems 
(ADS) and discuss subsequently in Sect. 3 how they impact decision outcomes. 
Section 4 addresses in detail how ADS will change work, i.e., how tasks are assigned 
to roles (human or AI); how ADS may affect self-assessment, self-efficacy, and 
human competencies; and why human oversight and accountability need to be 
addressed when ADS are at work. Finally, we provide design propositions and 
conclusions in Sect. 5. 

AI @ Work: Human Empowerment or Disempowerment? 177

2 Algorithmic Decision Systems 

There are countless and incredibly diverse applications of AI. There will be no 
industry or workplace that will not be affected by partial automation (Brynjolfsson & 
McAfee, 2012). Routine tasks that generally do not require human intervention 
(Autor et al., 2003) can be fully automated. At the same time, however, there will 
be tasks that can only be solved with specific human skills on a cognitive, social, or 
cultural level. Tasks that require human skills in analytical problem-solving, critical 
thinking and judgment, creativity, empathy, entrepreneurial skills, leadership, per-
suasion, or imagination cannot be performed by AI alone. Working conditions will, 
therefore, increasingly include hybrid work environments where AI systems com-
plement and augment human skills (Daugherty & Wilson, 2018). 

This chapter emphasizes cases in which agency is shared between human and 
machines, i.e., in hybrid activities that require some form of collaboration. The most 
important tasks that we could transfer to machines are decisions. Automated decision 
systems (ADS) are “systems that encompass a decision-making model, an algorithm 
that translates this model into computable code, the data this code uses as an input, 
and the entire environment surrounding its use” (Chiusi et al., 2020). They are often 
framed as augmenting AI technology, supporting human decisions and problem-
solving processes by enhancing human judgment with machine intelligence-based 
analytic capabilities. 

Informed by the Aristotelian view of phronesis, human judgment includes the 
following elements (Koutsikouri et al., 2023): 

1. Not knowing, i.e., considering that the situation also contains unknown dimensions and 
relates to answering questions like “Where does a problem begin/end?” “What is at 
stake?” “What is relevant?” 

2. Emotions: as sensory perceptions, they inform us of what is essential and alert us to 
something that requires our attention and provide a motivation compelling us to act. 

3. Sensory perception, which is not reduced to collecting data but is intertwined with 
meaning and emotions and is part of human sense-making, making them open for sensory 
impressions despite the influence of prior knowledge and prejudice. 

4. Lived experience, i.e., cultivated professional knowledge, which paves the way for 
dealing with the horizons of not knowing.
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5. Intuition: understood as contextual and embodied (tacit) knowledge that denotes the 
unconscious knowledge process of pattern recognition through accumulated experiences. 

6. Emisteme (scientific knowledge) and techne (lived experience): reflects the phronetic use 
of general knowledge and lived experience, which entails knowing when and how to 
apply rules and principles in a specific situation. 

Human judgment is closely tied to action and has a strong collective quality in 
professional contexts. It can be summarized as a “synthesizing capacity in human 
action” (Koutsikouri et al., 2023, p. 5298), and algorithmic decision systems cannot 
replace human judgment. Other than human judgment, ADS relies on known data, 
cannot change ultimate (pre-programmed) goals, and is disconnected from sense-
making and emotions for human-centered decisions. However, it can process 
immense amounts of data to detect patterns and use the knowledge represented in 
data available for specific purposes (Dragicevic et al., 2020). Hence, combining 
these complementary capabilities should empower and enhance human problem-
solving capabilities (Agrawale et al., 2019; Krüger et al., 2017). 

The idea of being supported by support systems in decision-making emerged in 
the 1960s. Since then, researchers have developed data and model-based systems to 
support complex and challenging decision-making (e.g., Kersten & Lai, 2007). 
However, with data-driven AI methods, the field of application has expanded to 
simple, ordinary everyday decisions, where we are either supported by pre-selecting 
suitable alternatives or they make and execute decisions entirely for us (Koeszegi, 
2021). 

The paradigmatic change of ADS is based on the ever-increasing autonomy and 
the resulting agency of such systems. Decisions we made ourselves in the past are 
wholly or partially transferred to ADS. In many applications of algorithmic decision-
making, the boundaries between automated decision-making and decision-making 
support are blurred, and often, humans are unaware that ADS are working in the 
background. 

Applications of algorithmic decision systems are manifold and diverse (see 
Fig. 1), as are the reasons for using them and their effects on decision quality. For 
example, recommender systems help in the pre-selection of decision alternatives 
(e.g., search engines), pattern recognition systems reduce complexity (e.g., medical 
diagnostics), predictive analytics systems minimize uncertainty and risk (e.g., pre-
diction of creditworthiness), and assistive systems can be used to reduce human 
errors of judgment (e.g., automatic brake assistants). Hence, ADS are associated 
with increased efficiency in decision-making, including lower costs and better out-
comes (e.g., Smith et al., 2010; Wihlborg et al., 2016).
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Fig. 1 Applications of algorithmic decision systems 

3 How ADS Impact Decision Outcomes 

Indeed, under laboratory conditions, combining humans and ADS’s complementary 
capabilities improves decision quality. For instance, human-AI collaboration out-
performs human-only or AI-only decisions in diagnosing cancer (Wang et al., 2016). 
The resulting collaborative success is attributed to the unique advantages that 
emerge from combining human and AI capabilities in a compatible way (Krüger 
et al., 2017). Furthermore, a well-designed ADS enhances data analysis by promot-
ing the understanding of multimodal information extracted from multiple data 
channels, e.g., sorting, scoring, or categorizing the data. At the same time, it reduces 
the cognitive workload demand for the decision-maker, resulting in improved 
decision quality (Dragicevic et al., 2018). 

ADS is also seen as a game changer in the public sector. Through ADS support, 
politicians and public servants expect higher efficiency, better service, and higher 
engagement and professionalism. Ranerup and Henriksen (2019) empirical findings 
reveal that in the Swedish administration, the new technology in some respects has 
increased, in association with a focus on citizen-centricity—accountability, 
decreased costs, and enhanced efficiency. However, they also critically address 
aspects of negotiating the trade-offs between professional 
knowledge vs. automated treatment, a potential decrease in costs vs. the increase 
in service quality, and citizen trust vs. the lack of transparency. Kuziemski and 
Misuraca (2020) argue that the “public sector’s predicament is a tragic double bind:



its obligations to protect citizens from potential algorithmic harms are at odds with 
the temptation to increase its efficiency—or in other words—to govern algorithms 
while governing by algorithms.” 
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Overall, people’s attitudes toward ADSs seem overly optimistic: Decisions taken 
automatically by AI are often evaluated on par or better than by human experts 
(Araujo et al., 2018) even though research that has focused on the effects of 
algorithmic decisions on those affected has already tempered the high expectations. 
Indeed, Whittaker et al. (2018, p. 42) conclude in the AI NOW 2018 Report that the 
harms and biases in AI systems are beyond question: “That debate has been settled, 
the evidence has mounted beyond doubt.” It turns out that algorithmic choices come 
with severe problems due to partial or incomplete data, inadequate modeling, and 
problematic objectives and fail with severe consequences (e.g., Citron, 2007; Jack-
son & Marx, 2017; Murray, 2015; Feijo, 2018; Loewus, 2017; Charette, 2018). 
Whittaker et al. (2018) cite a string of high-profile examples to show how AI systems 
perpetuate and amplify social injustice and inequality. Furthermore, in exceptionally 
high-risk applications of AI systems, such as in healthcare, scholars raise concerns 
about the prevalence of poor reporting in deep learning studies that assess the 
diagnostic performance of AI systems to be equivalent to that of healthcare pro-
fessionals and criticize that “despite the accelerating advance of AI adoption, there 
has been little high-quality evidence establishing the efficacy of these tools in 
practice” (Burger, 2022). Also, Bogen and Rieke (2018) list numerous examples 
of how ADS can perpetuate interpersonal, institutional, and systemic biases due to 
discrimination based on gender, race, age, or religion. The Berkeley Haas Center for 
Equity, Gender, and Leadership recently analyzed 133 systems across industries 
from 1988 and 2021 and found that an alarmingly high share of 44.2% of the systems 
demonstrates gender bias. Around a quarter of the system has gender and racial bias 
(Smith & Rustagi, 2021). 

ADS’s autonomous, complex, and scalable nature introduces ethical challenges 
and may exacerbate societal tensions and inequalities (Mökander et al., 2021). These 
features pose different challenges to be resolved, i.e., the system’s autonomy makes 
it hard to assign accountability for failures for outcomes, complexity and opacity of 
ADS impede to link outcomes (effects) with causes, and scalability implies chal-
lenges in managing such systems. 

Achieving better decision quality with ADS requires a well-designed human-
ADS interface with careful consideration of the more extensive sociotechnical 
system, i.e., the implementation context. Thus, fully realizing the positive potential 
of ADS in work processes requires detailed sociotechnical system analysis and 
design (Zafari et al., 2021). People form (correct or incorrect) expectations about a 
system’s capabilities and assumptions about its reliability and trustworthiness. The 
design of AI systems has to ensure that there is neither overconfidence in algorithmic 
decisions nor rejection of superior yet imperfect algorithmic decisions (e.g., Burton 
et al., 2019). Workers will adjust their roles and self-image in the collaborative work 
process accordingly. These adaptation processes within such a socio-technical 
system may jeopardize a clear assignment of tasks and responsibilities and pose 
additional and novel challenges for work design (Zafari & Koeszegi, 2018). When



decisions are made in a collaborative process, the assessment of decision quality also 
becomes a key concern, where criteria such as precision and accuracy are far from 
sufficient. All these aspects require the consideration of social psychological issues 
in the design of AI that go beyond a human-computer-interaction perspective. In the 
last decade, the paradigm that technology is shaped by and simultaneously influ-
ences the evolution of social structures (Orlikowski, 2007; Zammuto et al., 2007) 
has become increasingly prevalent. In the following, these aspects will be discussed 
in more detail. 
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4 How ADSs Change Work 

To date, little attention has been paid to analyzing the impact of ADS on human 
actors within a socio-technical system. Anecdotal evidence from early experiences 
with factory robotization refers to applauding workers during robot failures. It made 
the workers feel better about themselves because robots also failed and were not 
perfect. Following the narrative that imperfect humans are being replaced by flaw-
less, intelligent, precise, and efficient machines, this emotional response from 
workers is only understandable. It can be expected that using ADS will have lasting 
effects on people’s self-perception and self-efficacy. In the following, we discuss 
three aspects—addressed by Bainbridge in 1986 as ironies of automation—that will 
inevitably change as a result of the shift of decisions and agency from humans to 
ADSs (see Fig. 2): 

1. Usually, only those tasks are automated, which can be easily automated, rather 
than those that should be automated (e.g., because they are stressful, unhealthy, 
monotonous, etc.). These design errors prevent the realization of an optimal 
synergy between humans and machines. 

2. Delegating tasks to AI systems can also negatively impact human competencies 
and know-how long-term. Meaningful experiences are no longer gained; essential 
skills and abilities are only recovered if needed and trained. In addition, in the

Fig. 2 Challenges in human-ADS collaboration



long run—without immediate feedback on the quality of a decision—a flawed 
self-assessment may result, either in a bias against automation or in complacency. 
Again, in the long run, these dynamics will negate the potential benefits of AI 
decision support. 

3. Finally, despite all the automation, humans still need to be tasked with monitoring 
AI systems and taking responsibility for the process and outcome—a task humans 
cannot solve in the case of opaque ADS. This leads to organizational and legal 
challenges regarding assigning responsibility and liability.
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4.1 Assignment of Tasks to Roles 

ADS significantly impact work processes, individuals’ tasks, and their understand-
ing of their roles. The British TV comedy show Little Britain presents these changes 
satirically. In this sketch, a mother visits the hospital with her 5-year-old daughter to 
make an appointment for a tonsil operation. After the receptionist enters the daugh-
ter’s details, she says the child is scheduled for bilateral hip surgery. Despite the 
mother’s objections, which the receptionist initially types into her computer, she 
repeatedly responds with the answer: “The computer says no!” Regardless of how 
reasonable the mother’s objections and how wrong the computer’s statements are, 
the machine’s suggested decision ultimately prevails. The satire reveals how sup-
posedly “intelligent systems” can absurdly shift the roles and responsibilities of 
humans and machines and that “clever” devices with their mathematical algorithms 
are trusted too much. 

Practical experience and scientific studies confirm this satire to be more realistic 
than we know and draw attention to critical aspects (Fig. 3). 

In a case study of a Swedish government agency, where an ADS is used to assess 
the eligibility of applicants for government benefits, the shift in role structure is

Fig. 3 Role projections and agency in practice



visible (Wihlborg et al., 2016). Whereas previously, the staff members made assess-
ments and decisions based on the application material, they increasingly see them-
selves only as mediators between the system and the applicants. They “just keep the 
system running,” although they are formally responsible for the final decision. 
Officials point out in interviews that the system proposes a decision based on all 
the information entered; therefore, there can be no room for doubt about the decision. 
They are convinced that the ADS cannot be wrong and attribute high competencies 
to the system.
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In contrast, the perception of their competencies and the capacity to act 
(in comparison) is perceived as lower. Hence, the assignment of tasks is associated 
with corresponding expectations and attributions of competence, while one’s ability 
to act is equally restricted. Accordingly, Wihlborg et al. (2016) highlight how 
decision-support users become mediators rather than decision-makers. While self-
determined action requires a degree of personal accountability, delegating decisions 
to automated systems limits this agency and perceived control over the decision-
making process. 

This role shift is a consequence of most digitalization strategies, which focus 
mainly on enhancing machine intelligence and industrial productivity by considering 
workers as mere “users” rather than collaborators of these systems. When ADS 
restrict human roles to exercise or communicate ADS decisions, it becomes increas-
ingly difficult for humans to assume accountability for the whole process and out-
comes or to take corrective action in the case of a system failure or system errors. 

How the user’s perception of the potential roles of ADS are entangled with the 
self-assessment of their competence shows in an experimental study by Jacobsen 
et al. (2020) in Denmark. In a collaborative waste sorting task for recycling, 
laypersons received classifications of items and confidence scores by an AI system. 
At the same time, participants performed better with ADS overall, people who were 
supported perceived themselves as less effective than they were (underconfident). In 
contrast, the opposite happened for people with AI support (overconfident). In a 
qualitative analysis of post-experimental perceptions of the participants of the same 
study, Papachristos et al. (2021) identified four distinct roles as projections of what 
users expected from the interaction with the ADS: People who self-assessed rela-
tively high competence in waste sorting (which is a non-trivial task) expected the 
system to confirm their decision and would ignore a system’s opposite suggestion 
unless they were very unsure. Here ADS were assigned a mirror role (inspired by the 
fairy tale of Snow White) or an assistant role. In both cases, the agency for the 
decision resided in the human. Participants who self-assessed, in contrast modest to 
low, trusted the AI system to have a better judgment. Here, the system was assigned 
a guiding or even an oracle role, shifting the agency to the system. 

It is critical to understand that self-perception is determined by whether users of 
ADS receive feedback about the correctness of their ultimate decision. Papachristos 
et al. (2021) find, indeed, if a task that is conducted over a significant period happens 
to be undertaken with a wrongful decision, still, the user always felt competent; this 
could impact the overall performance of the collaborative achievement and cease a 
potential positive impact of ADS in decision-making. On the other hand, if people do



not get feedback about the correctness of their decisions, over time, this could 
decrease their competence and overconfidence in ADS. In the next section, we 
discuss in more detail how using ADS may impact skills, competencies, and self-
assessment. 
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To rely on algorithmic decisions, human decision-makers must feel in control 
(Dietvorst et al., 2016; Meurisch et al., 2020). When individuals experience control 
over work processes and outcomes, they also feel comfortable collaborating with 
proactive and autonomous AI systems (Zafari & Koeszegi, 2020). Hence, providing 
working conditions that preserve a sense of control and efficacy is vital. 

4.2 Self-Assessment, Self-Efficacy, and Human Competences 

Human decision-makers will have developed expectations of what the specific ADS 
can do, should do, and how it functions. These expectations may be formed through 
personal exposure to similar systems and second-hand experiences from coworkers 
or media. These preexisting expectations will influence how systems are used and 
relied on (Burton et al., 2019). Zhang et al. (2021) surveyed people’s expectations of 
AI systems. They found that the preferred characteristics of AI systems do not only 
relate to instrumental capabilities, but they also expect human-like behavior, perfor-
mance orientation, and shared understanding between humans and these systems. 
False expectations about the actual capacities of AI systems may lead to either an 
automation bias, i.e., over-trust in a system, or, to the contrary, a reluctance to rely on 
AI systems, i.e., a so-called algorithm aversion (Burton et al., 2019). 

On the one hand, the mere fact that a decision is made by a machine, not by a 
human being, lends it a certain degree of legitimacy and neutrality (Citron & 
Pasquale, 2014). This can simultaneously weaken trust in one’s expertise and 
competence. Empirical studies show that lay people with little or no knowledge of 
a particular domain prefer to trust an algorithm rather than rely on human expertise. 
At the same time, experts are significantly less likely to rely on the credibility of 
algorithmic predictions (Logg et al., 2019). Wouters et al. (2019) also show how 
laypeople can be impressed even by obviously incorrect ADS outputs: In their study, 
an ADS with face recognition software identified not only the gender, ethnicity, and 
age of subjects but also their emotional state and personality traits. Incorrect 
classifications by the system did not lead to distrust in some subjects but, on the 
contrary, even caused some subjects to question their self-image: “[The display] 
must be correct. Because a computer is doing the evaluation, and computers are 
better than humans at making those kinds of conclusions” (Subject, quoted in 
Wouters et al., 2019, 454). This automation bias discourages people from 
questioning system decisions or seeking more information. It leads to inappropriate 
monitoring of automated functions, i.e., complacency, and creates, in the long run, a 
human dependency on ADS (Parasuraman & Manzey, 2010; Bahner et al., 2008). 

On the other hand, studies also report a so-called Dunning-Kruger effect (DKE) 
(see He et al., 2023), a metacognitive bias due to which individuals overestimate



their competence and performance compared to algorithmic support. An inflated, 
false self-assessment and illusory superiority despite poor performance can lead to 
an under-reliance on AI systems. He et al. (2023) find that a linear relationship 
cannot explain the interaction between self-assessment and reliance on AI systems. 
Instead, they suggest that explanations by the system about the flawed nature of AI 
advice may mitigate the lack of trust and DKE. Thus, to develop an appropriate level 
of trust in the technology, algorithmic education is needed to create reasonable 
expectations of ADS and its capabilities: people need to be trained not only in 
their area of expertise but also in how to interact with algorithmic tools and interpret 
their results, including teaching important core statistical concepts such as error and 
uncertainty. Users must be exposed to errors in automation during training to 
mitigate the risk of complacency, misuse of automation, and bias against automation 
(Bahner et al., 2008). However, the gravity of decisions also influences human 
reliance on AI systems. The more serious the consequences of decisions are, the 
more people are reluctant to rely on algorithms (Filiz et al., 2023). Only when 
workers understand the decision-making process can they evaluate the consequences 
of their decisions and gain new knowledge to overcome algorithm aversion (Adadi 
& Berrada, 2018). 
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Another critical factor influencing AI system support perception is the timing of 
the decision support. As discussed earlier, workers using ADS may feel reduced to 
the role of a recipient of the machine decision and affect user acceptance and be 
perceived as reputational damage when using such systems, as decision-makers feel 
they have less opportunity to demonstrate their expertise. This could be avoided by 
providing decision support after decision-makers have processed information to 
decide and use the ADS as additional information. Langer et al. (2021) show that 
these users show a steep increase in self-efficacy in the task and are more satisfied 
with their decision. 

Skills and competencies might deteriorate when they are not used and trained 
regularly. Hence, deploying ADS may also lead to de-skilling processes of workers. 
Also, early experiences with automation show that when humans no longer acquire 
essential expertise or skills—or lose them over time—automated systems replace 
them (Bainbridge, 1983). At the same time, the skills required of workers also 
change with the use of ADS. Smith et al. (2010) show in their study how even 
low-level automation can significantly impact workers’ skill levels. For example, the 
introduction of electronic vote-counting machines turned the previously relatively 
simple routine task of counting votes by hand into a complex problem about 
cybersecurity requiring know-how about algorithmic systems and data security. 
While the switch to an automated system is intended to prevent human error in the 
counting process, it also creates new challenges—and thus sources of error— 
because of the need to operate and monitor these systems. Looking at this example, 
it is still being determined whether the great hopes for efficiency and avoiding 
human error will be achieved. It seems more like a shift in the potential causes of 
errors. 

Another interesting study analyzes how the use of ADS affects what humans 
know—and an AI does not know—that is, the unique human knowledge we



described earlier as phronesis. As discussed earlier, ADS are framed as a comple-
mentary technology to humans, supporting human decisions and problem-solving 
processes by enhancing human judgment with machine intelligence-based analytic 
capabilities. Fügener et al. (2021) analyze the effect of this joint decision-making on 
the knowledge of humans. They not only look at the individual level but also analyze 
AI’s impact on the “wisdom of crowds.” After a set of different controlled experi-
ments, they conclude that humans interacting with artificial intelligence behave like 
“Borgs,” i.e., cyborgs with high individual performance but without human individ-
uality, resulting ultimately in loss of unique human knowledge and leading to long-
term adverse outcomes in a variety of human-AI decision-making environments. 
Their simulation results also suggest that groups of humans interacting with AI are 
far less effective than those without AI support. 
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All these results indicate that using ADS does not necessarily always lead to 
improvement in decision outcomes. On the contrary, long-term adverse effects on 
self-assessment, self-efficacy, and unique human know-how can cancel out ADS’s 
positive effects and lead to a worse performance of the socio-technical decision than 
if humans would decide alone. 

4.3 Human Oversight and Accountability 

Transferring decision-making to ADS includes transferring (part of) the control over 
the decision-making process and the actual decision from humans to artificial agents 
while keeping humans accountable for the outcomes of the decisions. Hence, human 
actors might be accountable for a system’s wrong decision. Such accountability 
without control over the decision-making process creates ethical issues and tension 
within organizations that need to be considered and addressed before systems are 
deployed. Furthermore, from a legal perspective, within the EU, some fully auto-
mated decisions concerning natural persons are prohibited by Article 22 of the EU 
General Data Protection Regulation (GDPR 2016), which stipulates that natural 
persons have the right not to be subjected to a decision based solely on automated 
processing, including profiling. They have furthermore the right to access meaning-
ful explanations of algorithmic decisions. 

Generally, it seems complicated to accept ADS as legitimate if they replace 
humans in critical decisions (Simmons, 2018). Smith et al. (2010) illustrate this in 
an example where the use of automated fingerprint identification systems affects the 
decision-making of experts: the experts’ final decision is based on a recommendation 
for the most likely match of the fingerprint, leaving some experts even unable to 
explain how the decision was derived as it is beyond their comprehension and 
scrutiny. According to Smith et al. (2010), this shows two dysfunctions of account-
ability in ADS-supported decisions: (1) experts are relying more on outputs by the 
machine while not understanding the decision process, and (2) experts can be 
blamed for false accusations of a crime as it is them who make the final decision. 
Nevertheless, they cannot be blamed entirely as the automated system had a part in it



(i.e., diffusion of accountability). Other studies show that as the autonomy of an 
autonomous AI system increases, people attribute more blame to the system than to 
themselves (Kim & Hinds, 2006; Furlough et al., 2021). One possible explanation is 
that people perceive these autonomous agents to have more agency and freedom in 
deciding and are thus automatically subjected to taking the blame for the choice. 
However, this is different for taking credits. Lei and Rau (2021) find that autono-
mous AI systems are more blamed than human agents, but they both received similar 
levels of positive recognition. Thus, introducing independent agents to work pro-
cesses challenges traditional accountability practices. 
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Fig. 4 Human intervention in AI systems 

Systems, therefore, should allow different degrees of oversight and control 
depending on the AI system‘s application and the potential risk of bad decisions. 
Figure 4 shows how the concepts of “human-in-the-loop,” human-on-the-loop, and 
human-in-command differ in the degree of human intervention. 

The human-in-command approach is only suitable for fast, standardized, and 
frequent decisions in a well-defined context, where only little negative consequences 
of an incorrect decision by the AI are to be expected. AI-based technologies cannot 
meet the requirements for moral agency and accountability (Coeckelbergh, 2019; 
Zafari & Koeszegi, 2018). Hence, decisions with high uncertainty of outcomes that 
involve significant ethical issues require human involvement in the form of a human-
in-the-loop or human-on-the-loop approach. Decisions that need high transparency 
should be left entirely to humans (Ivanov, 2022). Tatiana Cutts (2022) questions 
whether human oversight principles are sufficient to ensure ethical standards for 
ADS-assisted decision outcomes. The principle of oversight provides that humans 
should play a corrective role, particularly in critical decisions (such as the relative 
priority of organ transplants for patients or whether to hire an applicant or fire an



employee or how to sentence a defendant). The assumption is that applying human 
judgment is both a necessary and sufficient safeguard against unjust decisions. 
However, safeguarding fundamental rights requires not only human judgment in 
the decision-making process itself but also gatekeeping, i.e., making principled 
decisions about the use of ADS only after ensuring that they take into account the 
right considerations in the right way. Hence, ensuring that workers are able and 
willing to take responsibility for ADS-supported decisions falls short. The required 
gatekeeping functions must be assumed by the management, taking overall account-
ability for ADS implementations. 
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In addition, ADSs also raise interesting liability issues when the ability of humans 
to control technical systems is limited (Wagner, 2019). Because most regulatory 
mechanisms follow a pattern of binary liability by regulating either human or 
machine agency but are not allowing meaningful liability for socio-technical deci-
sion-making, regulatory gray areas arise where human rights are challenged. 
Although specific regulatory mechanisms exist for purely automated decision-
making, they do not apply once humans sign off automated decisions. Wagner 
(2019) concludes that ADS-based decision-making is quasi-automation, which is 
only a rubber-stamping mechanism for fully automated decisions. 

As described earlier, a lack of human control and oversight can also result from 
overdependence on ADS. One possible strategy to mitigate this problem is to 
develop so-called reflection machines (Haselager et al., 2023) that provide mean-
ingful human problem overview and control through their specific form of decision 
support. A reflection machine does not give the decision-makers suggestions for a 
decision but instead challenges their reasonings and decisions. Reflection machines, 
for example, point to facts or raise critical issues or counterarguments inconsistent 
with the proposed decision to improve the problem-solving process and decision 
quality. This support also increases people’s problem-solving skills and counteracts 
an unreflective reliance on ADS. Especially in the medical field, experimental 
studies already show positive experiences in this regard (Haselager et al., 2023). 

Whether people are willing to take responsibility for ADS-supported decisions 
depends mainly on the extent to which they understand the “inner workings” and 
how an ADS makes decisions. In other words, a lack of transparency about the 
system design, the system’s objectives, and how a decision recommendation is 
reached (the so-called black-box problem) weaken people’s willingness to take 
responsibility for the decisions. Therefore, ADS should be able to close the knowl-
edge gap, which is also understood as reducing the information asymmetry between 
the system and the users (Malle et al., 2007). Hence, system transparency increases 
technology acceptance and establishes appropriate trust (Miller, 2019). Expanding 
system transparency allows users to understand better the performance of the system 
and the processes that lead the system to make a particular decision or prediction 
(Felzmann et al., 2019; de Graaf & Malle, 2017). However, it is not enough to have 
access to the data processed by the system; the results of ADS must be accompanied 
by explanations of how and why a decision was made. Users must view the results of 
ADS as plausible, valuable, and trustworthy (Papagni et al., 2022; Papagni & 
Koeszegi, 2021a, 2021b). The focus is not on the exactness of the explanation but



on the understanding and plausibility of explanations that result from contextual 
negotiations between the system and its users. When a system explains its decision-
making process in a language that workers can understand, they better understand 
the causes and premises associated with the decision. In this way, explaining can 
help workers consider outcomes more thoroughly, manage the problem, and feel 
accountable for the outcome of the decision process. 
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5 Conclusions 

Recent advancements in generative AI systems fuel expectations that AI will free 
workers from routine and repetitive work for creative, complex, and rewarding tasks. 
Furthermore, ADS will improve decision quality by providing real-time information 
and insights, analyzing vast amounts of data, and generating recommendations to 
support decision-making. In this narrative, AI empowers workers to achievements 
they could not reach without the technology. However, using AI in work contexts 
may also lead to changes in workers’ roles and identities, leading to feelings of 
reduced self-efficacy and lower confidence in their abilities and a sense of dimin-
ished value in the workplace, their ethical decision-making abilities, and profes-
sional integrity. We argued that whether AI will empower or disempower, people 
will ultimately depend on the design of AI systems. 

Based on this analysis of the first empirical evidence, we conclude that—next to 
the empowering capacity of ADS—these systems can also enable human error, 
reduce human control, eliminate human responsibility, and devalue human capabil-
ities. ADS affects our self-image by pushing us from the active role of decision-
maker to the passive role of a mediator or facilitator. At their worst, these systems 
limit our autonomy and undermine human self-determination. The extent to which 
these potentially detrimental effects of AI systems on workers come to fruition 
depends to some extent on the system’s design and legal regulations of our funda-
mental rights. 

Complementing human decision-making and problem-solving processes inher-
ently requires the integration of two distinct thought processes: that of the human and 
that of the AI system. Both processes must be mapped and understood transparently 
enough to create cognitive compatibility. Otherwise, these processes run in parallel, 
and algorithmic systems combat rather than enhance human decision-making 
(Burton et al., 2019). In other words, AI systems must be designed to work for 
humans, not the other way around. This requires understanding human decision-
making processes from a rational and normative decision-making perspective and a 
sense-making perspective that recognizes the context-dependence of decision-
making processes (Papagni & Koeszegi, 2021b). 

Transforming today’s notion of human-AI collaboration into tomorrow’s organi-
zational reality requires specific reference models, procedures, standards, and con-
crete criteria for appropriately considering human factors in the development and 
implementation of ADS. In other words, creating a sociotechnical system requires



the consideration of both technical and social aspects of work processes to illuminate 
the mutual influence of technological and social entities. Therefore, it is necessary to 
identify requirements for human-centered technology design that preserves workers’ 
control and meaningful role. Furthermore, for successful integration of ADS into 
work organizations, we need to involve workers who use these technologies in their 
work in the development process rather than presenting them with a fait accompli 
and requiring them to take responsibility for decisions dictated by ADS, leaving 
them with only the role of rubberstamping automated decisions. To achieve this, 
governance mechanisms are needed to help organizations design and deploy ADS 
ethically while enabling society to reap the full economic and social benefits of 
automation (Mökander et al., 2021). 
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Fig. 5 AI HLEG trustworthy AI 

Value-based design processes like the IEEE 7000 standard and ethics-based 
auditing (EBA) as a governance mechanism allow organizations to validate the 
claims of their systems. Numerous ethics-based frameworks and assessment tools 
exist for AI systems (see, e.g., Mökander et al., 2021). The framework exhibited in 
Fig. 5 was developed by the AI High-level Expert Group of the European Commis-
sion in 2018 and builds the foundation for the currently negotiated AI regulation 
proposition within the European member states. It is based on four ethical principles 
(i.e., respect for human autonomy, prevention of harm, fairness, and explicability). It 
operationalizes these principles in seven key requirements, which are (1) human 
agency and oversight; (2) technical robustness and safety; (3) privacy and data 
governance; (4) transparency; (5) diversity, non-discrimination, and fairness; 
(6) societal and environmental well-being; and (7) accountability. The Trustworthy 
AI Assessment List is a proposal for an ethics-based auditing tool that guides system



designers into reflecting questions about potential harm and risks associated with the 
AI system at hand. 
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Such ethics-based assessment tools provide a structured process for evaluating AI 
systems for compliance with relevant ethical principles and human rights (Mökander 
et al., 2021). If they focus not only on the narrower human-machine interface but 
also consider the broader socio-technical context of implementation, these tools can 
effectively realize human empowerment. The trustworthy AI assessment tool con-
siders this broader implementation context through the essential requirement (6) soci-
etal and environmental well-being. 

We conclude this chapter with exemplary questions from the Assessment List of 
Trustworthy AI (ALTAI) to inspire discussions in the vein of reflection machines. 

This subsection helps self-assess necessary oversight measures through gov-
ernance mechanisms such as human-in-the-loop (HITL), human-on-the-loop 
(HOTL), or human-in-command (HIC) approaches. 

Please determine whether the AI system (choose the appropriate): 

Is a self-learning or autonomous system 
Is overseen by a Human-in-the-Loop 
Is overseen by a Human-on-the-Loop 
Is overseen by a Human-in-Command 

Have the humans (human-in-the-loop, human-on-the-loop, human-in-com-
mand) been given specific training on how to exercise oversight? 

Did you establish any detection and response mechanisms for undesirable 
adverse effects of the AI system for the end-user or subject? 

Did you ensure a “stop button” or procedure to safely abort an operation when 
needed? 

Did you take any specific oversight and control measures to reflect the self-
learning or autonomous nature of the AI system? 

This subsection helps self-assess the potential effects of your AI system on 
societal and environmental well-being. The following questions address 
issues related to work contexts: 

Does your AI system impact human work and work arrangements? 
What is the potential impact of your system on workers and work 

arrangements? 
Do you ensure that the work impacts of the AI system are well understood? 
Did you assess whether there is a risk of de-skilling of the workforce? If 

there is a risk, which steps have been taken to counteract de-skilling 
risks? 

Did you assess how the system may affect the attribution of capabilities and 
accountabilities in work contexts? 

(continued)

https://digital-strategy.ec.europa.eu/en/library/assessment-list-trustworthy-artificial-intelligence-altai-self-assessment
https://digital-strategy.ec.europa.eu/en/library/assessment-list-trustworthy-artificial-intelligence-altai-self-assessment


Do you ensure that workers understand how the system operates, which 
capabilities it has, and which not? If yes, describe measures: 

Based on your answers to the previous questions, how would you rate the risk 
that the AI system negatively impacts work and work arrangements? 

How would you rate the measures you have adopted to mitigate this risk? 
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Discussion Questions for Students and Their Teachers 
1. Which risks are associated with the implementation of ADS in work contexts? 
2. Which design propositions can mitigate adverse effects of ADS, automation bias, 

or complacency? 
3. Which design propositions have been made to ensure the empowerment of 

workers rather than disempowerment? 

Learning Resources for Students 
1. Bainbridge, L. (1983): Ironies of automation. In: Automatica 19 (6), S. 775–779, 

https://doi.org/10.1016/0005-1098(83)90046-8. 
This paper describes in more detail the three ironies of automation, which are 

also addressed in this book chapter in Fig. 2. 
2. HLEG AI. (2019). High-level expert group on artificial intelligence. Ethics 

Guidelines for Trustworthy AI. European Commission. https://digital-strategy. 
ec.europa.eu/en/library/ethics-guidelines-trustworthy-ai, Accessed 20.04.2023. 

Assessment List of trustworthy AI, European Commission, accessed 23.04.23 
These two deliverables of the AI HLEG of the European Commission build 

the fundament of the AI regulation act. 
3. Chiusi, F. Fischer, S. Kayser-Bril, N. Spielkamp, M. (2020). Automating Society 

Report 2020. Algorithm Watch. https://automatingsociety.algorithmwatch.org. 
Accessed 20. April 2023. 

This Report of Algorithm Watch comprises an overview of existing AI 
applications and threats and challenges. 
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