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Abstract Artificial intelligence algorithms have the potential to diagnose some 
types of skin cancer or to identify specific heart-rhythm abnormalities as well as 
(or even better) than board-certified dermatologists and cardiologists. However, one 
of the biggest fears in the healthcare sector in the Era of AI in Medicine is the so-
called black box medicine, given the obscurity in the way information is processed 
by algorithms. More broadly, it is observed that there are three different semantic 
dimensions of algorithmic opacity relevant to Medicine: (1) epistemic opacity for 
the insufficient physicians understanding of the rules an AI system is applying 
to make predictions and decisions; (2) opacity for the lack of medical disclosure 
about the AI systems to support clinical decisions and patient’s unawareness 
that automated decision-making are being carried out with their personal data; 
(3) explanatory opacity for the unsatisfactory explanation to patients about the 
technology used to support professional decision-making. Therefore, the aim of this 
study is to analyze each type of opacity, considering hypothetical scenarios and its 
repercussions in terms of medical malpractice and patient’s informed consent. From 
this, it will be defined ethical challenges of using AI in the healthcare sector and the 
importance of medical education. 
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1 Introduction: Advantages of Artificial Intelligence (AI) 
in Medicine 

The Digital Age of Medicine created the concept of smart health, following 
the transformation phenomenon from traditional Medicine towards P4-Medicine 
(preventive, predictive, personalized and participatory) (Hood 2013; Holzinger et 
al. 2015).1 In this new scenario, health care is no longer essentially limited to 
the treatment of pathologies (a task that has never been abandoned, of course) 
and is now focused on the adoption of measures aimed at preventing diseases 
(preventive medicine) (Balicer and Cohen-Stavi 2020) or making it possible to 
anticipate the diagnosis (predictive medicine). Regarding personal treatment, the 
patient is seen in a more individualized way (and less generic, therefore), based 
on his genetic and health data (personalized medicine). Finally, the doctor-patient 
relationship ceases to be something punctual and starts to develop in a continuous 
manner, with the patient’s active participation (participatory medicine) (Flores et 
al. 2013).2 With digital tools, patients can take a more active, participatory role in 
their health care and wellness decision-making. In this way, the diabetic patient 
can constantly monitor his blood glucose, enabling, in real time, algorithms to 
analyze the personal data provided, supporting the physician in faster, more efficient 
and personalized therapeutic decisions, regarding drug administration or dietary 
(Nogaroli and Kfouri-Neto 2021a). 

The transformation of medical care in this more proactive/participative, preven-
tive, precise model and focused on the individuality of each patient became possible 
from the combination of large volumes of health data and Artificial Intelligence 
algorithms. Human life, in the wake of the third millennium, will be conditioned to 
algorithms for solving problems and making more accurate decisions. Eric Topol, 
in his books about the present and future of Medicine (Topol 2013, 2016, 2019a, b), 
points to several scientific studies that attest the enormous AI’s ability to diagnose 
some types of skin cancer, or identify specific heart rhythm abnormalities, as well 
or perhaps even better than dermatologists and cardiologists (Huang et al. 2020). 

During the COVID-19 pandemic, AI also demonstrated its great potential in 
medical imaging around the globe. Due to the rapid increase in number of new and 
suspected COVID-19 cases, as an alternative to relieve pressure on radiologists and 
prevent further spread of the disease, AI-based algorithms were developed across

1 “The convergence of patient-activated social networks, big data and their analytics, and systems 
medicine has led to a P4 medicine that is predictive, preventive, personalized, and participatory. 
Medicine will focus on each individual. It will become proactive in nature. It will increasingly 
focus on wellness rather than disease”. 
2 By adding the “participatory” component, P4 Medicine “maximizes the effectiveness of systems 
medicine by expanding its application out from hospitals and clinics into homes, workplaces 
and eventually schools. With the addition of self-monitoring (activity, weight and calorie intake) 
and self-assessments in the participatory component, new quantities and forms of data will be 
aggregated and mined to generate new insight into health and disease. These insights will drive the 
development of new technologies, analytic tools and forms of care”. 
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the globe that supported these professionals in quickly identifying the pathogen 
disease by analyzing computed tomography images of symptomatic patients of 
COVID-19 (Harmon et al. 2020).3 Besides, in the last years, predictive algorithms 
have been used to target treatment more effectively toward high-risk patient groups 
for the prevention of major chronic disease complications. This approach is being 
applied in other relevant domains to allow for the identification of populations at risk 
and early identification of impending complications of multiple acute and chronic 
illnesses (Nogaroli and Nalin 2021; Nogaroli and Silva 2021). 

Nowadays, IBM is one of the major companies that creates more technological 
solutions for the healthcare sector and developed the so-called Watson for Oncology, 
a solution powered by information from relevant guidelines, best practices, and 
medical journals and textbooks. Watson evaluates the information from a patient’s 
medical record, along with medical evidence (scientific papers and clinical studies), 
thus showing possible treatment options for cancer patients, classified by confidence 
level. In the end, it will be up to the doctor to analyze the conclusions reached by 
the AI and decide which is the best treatment option for that specific patient (IBM 
Healthcare and Life Sciences 2021).4 

The brief demonstration of these examples of Artificial Intelligence being 
incorporated into medical practice is to illustrate some of the various benefits 
that this technology can provide to the healthcare sector. These potential benefits, 
however, are accompanied by relevant ethical and legal concerns to be faced. AI 
brings many benefits to the healthcare sector, but its risks cannot be ignored, which 
are even many of them intrinsic to the technology itself. In September 2021, it was 
published an UN report that analyses how AI tools affect people’s right to privacy 
and other human rights. The UN High Commissioner for Human Rights called for 
a moratorium on the AI systems, considering that the technology in several sectors 
has caused serious human rights risks and, therefore, it would be needed a pause in 
creating new AI tools until authorities can demonstrate that there are no significant

3 The algorithms were programed with thousands of tomography images labeled training images in 
two general classes: (1) COVID-19 and (2) Not COVID-19. Images marked as “Not COVID-19” 
represented cases of patients with healthy lungs. Preliminary studies indicate chest CT has a high 
sensitivity for detection of COVID-19 lung pathology and several groups have demonstrated the 
potential for AI-based diagnosis, reporting as high as 95% detection accuracies. Also included were 
examples of patients with other lung diseases, such as lung cancer, tuberculosis, bronchiectasis, and 
pneumonia of non-viral etiology. 
4 “Watson for Oncology was developed in concert with Memorial Sloan Kettering Center (MSK). 
To date, it has invested nearly 15 million pages of medical content, including more than 200 
medical textbooks and 300 medical journals. By combining MSK’s world-renowned cancer 
expertise with the analytical speed of IBM Watson, the tool has the potential to transform how 
doctors provide individualized cancer treatment plans and to help improve patient outcomes. In 
2015, nearly 44,000 oncology research papers were published in medical journals around the 
world, or more than 120 new papers each day, outpacing the ability of humans to keep up with the 
proliferation of medical knowledge. Watson’s machine learning capability means it is continuously 
learning about oncology over time, and doctors have access to peer-reviewed studies, clinical 
guidelines and expert perspectives, enabling them to make more specific and nuanced treatment 
decisions more quickly, based on the latest data.” 
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issues with accuracy or discriminatory impacts and that the AI systems comply with 
robust privacy and data protection standards (United Nations 2021). 

In recent decades, with the exponential creation of new predictive algorithms 
in medical practice, it is also possible to observe a moment of a global crisis in the 
credibility of this technology in Medicine. There is a scenario of potential expressive 
AI risks in supporting the medical professional decision, considering several factors, 
including deficiency in the process of creating and validating algorithms, relevant 
degree of fallibility, unpredictability and algorithmic opacity (Topol 2019a, b). 

Consequently, the present study proposes to investigate the potential risks of 
implementing AI in clinical practice, as well as the definition of ethical principles to 
be followed during the development of the technology and, after being introduced in 
the market, throughout its useful life cycle. From this, this paper will seek to draw 
some conclusions about the future of Artificial Intelligence algorithms in Medicine 
and the importance of medical education in digital health and new technologies. 

2 Triple Semantic Dimensions of Algorithmic Opacity 
and Its Repercussions to Patient Consent and Medical 
Liability 

One of the biggest fears in the health sector in the Era of artificial intelligence 
is the so-called ‘black box medicine’, given the obscurity in the way information 
is processed by the algorithms. More broadly, it is observed that there are three 
different semantic dimensions of algorithmic opacity relevant to Medicine: (1) 
epistemic opacity; (2) opacity for the lack of medical disclosure; and (3) explanatory 
opacity. Therefore, it is important to analyze each type of opacity, considering 
hypothetical scenarios and its repercussions in terms of medical malpractice and 
patient’s informed consent. 

(1) Epistemic opacity: there is a relevant complexity for physicians’ understand-
ing about how personal data are processed by algorithms, which can discover 
patterns within such a large number of variables that it becomes extremely 
difficult—or even impossible—for a human mind to understand it. In fact, this 
is a problem present in most Artificial Intelligence systems and it is called by 
Frank Pasquale by ‘black box problem’, in his book ‘The Black Box Society’ 
(Pasquale 2015, pp. 6–7). Thus, epistemic opacity occurs when there is not sufficient 
understanding of the rules that an AI system is applying to make classifications, 
predictions and decisions. As an example, this opacity can originate physician’s lack 
of comprehension about the machine learning process to arrive at a certain diagnosis 
or prediction about his patient’s clinical condition. The lack of transparency is also 
associated with the problem of reliability of algorithms predictions, and it raises 
understandable fears regarding the implementation of the technology in medical 
practice.
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There are two symbolic cases that exemplify the black box problem and the 
unpredictable behaviors arising from AI self-learning and the unreliability of the 
results generated by the algorithms. During an experiment conducted in 2002 by 
scientists at the Magna Science Center, in England, an unforeseen event occurred: 
two intelligent robots were placed in an arena to simulate a scenario of ‘predators’ 
and ‘prey’, in order to see if the robots would be able to benefit from the 
experience acquired from machine learning to develop new hunting and self-
defense techniques. However, Gaak, one of the robots, that was unintentionally left 
unattended for 15 min managed to escape and it adopted an unpredictable behavior, 
founding a way out through the arena wall and reached the parking lot, where it 
ended up being hit by a car (Čerka et al. 2015). 

It is also relevant to mention the incident reported by Sameer Singh, an assistant 
professor in the Department of Computer Science at the University of California 
(UCI), in the United States, in which a student created an algorithm to categorize 
pictures of huskies and wolves. Initially, it seemed that the algorithm was able to 
classify the two animals almost perfectly. However, after numerous and subsequent 
cross-analysis, Singh found out that the algorithm was identifying wolves based 
only on the snow in the background of the images and not on the animal’s own 
characteristics (UCI Beall Applied Innovation 2017). 

Undoubtedly, damages could rise to immeasurable levels if we consider the risks 
presented in the two cases above in the context of AI algorithms in Medicine. 
Now take for example a poorly programmed and tested algorithm, or one with 
expressive degree of fallibility, in the cognitive technology that was used in some 
countries to diagnose patients infected with the new coronavirus. Because of this, 
Nicholson Price and Roger Allan Ford explain that one of the biggest fears of the 
healthcare sector at this stage of artificial intelligence stems precisely from the 
unpredictable situations arising from black box medicine, given the obscurity in the 
way information is processed by the algorithms (Ford and Price 2016). Therefore, 
when algorithmic systems are implemented in clinical practice, it is essential that 
physicians know their limitations and what is effectively taken into account for 
predictions. Understanding the limits of algorithms will help physicians to better 
judge their decisions and proposals, thus avoiding simplistic and reductionist views, 
in addition to preventing patients from becoming ‘hostages’ of automated decisions 
made in the black box of algorithms. 

In addition, it is necessary to emphasize that AI in diagnostic analysis is not 
perfect. No matter how efficient an ‘intelligent’ system is for medical diagnosis and 
clinical predictions, it will continue to present a significant margin of inaccuracy, 
which can lead to adverse results. For example, Watson for Oncology is not 100% 
accurate. There is a significant inaccuracy margin of around 10%, according to a 
clinical research conducted by a team of 15 doctors at Manipal Hospitals in India 
over 3 years of 1000 patients diagnosed with cancer. In cases where there was 
disagreement between the AI and the doctors, the medical professionals changed 
in 63% of the cases their own diagnoses to follow the one given by Watson. There 
is a central point for this reflection: the AI system altered the final decision of 
oncologists in several cases. On the other hand, the same survey revealed that in
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37% of cases the physicians did not change its own diagnosis, in disagreement with 
the result obtained by Watson (Bicudo 2021). 

In this scenario, imagine a patient diagnosed with cancer and his doctor believe, 
at first, that he has a certain type of cancer. However, after putting the patient’s 
clinical data into predictive software, such as Watson for Oncology, this one gives 
another result, saying the patient has a different type of cancer. Then, a question 
arises from it: if the physician follows or disregards the result of the AI, and 
damage to the patient occurs, after inappropriate diagnosis and treatment, should 
the professional be held responsible? In other words, would be possible to consider 
a case of medical malpractice in the event of the supervenience of a harmful result 
for the patient that, in theory, could be avoided, if the diagnosis proposed by the AI 
had been followed? This complex issue has already been discussed in recent papers 
(Nogaroli and Silva 2020; Nogaroli and Nalin 2021). 

In order to answer properly this question, some basic concepts need to be initially 
indicated about medical liability for misdiagnosis. For the purposes of analyzing 
liability in AI services, the primary element of a medical malpractice claim is 
the breach of a legal duty to adhere to a professional standard of care, which is 
‘a set of guidelines specifying the appropriate or required treatment methods for 
a given condition based on medical research and professional practice’ (Jorstad 
2020). Moreover, in most jurisdictions, the law does not hold doctors legally 
responsible for all diagnostic errors. A misdiagnosis or delayed diagnosis itself is 
not evidence of medical negligence (Kfouri-Neto 2021). Skillful professionals can 
make diagnostic errors even when using reasonable care. When the doctor carries 
out a good examination of his patient, with all the healthcare data, medical exams 
and means available, and still makes a diagnostic error, the professional will not 
be held responsible. An obligation of infallibility or absolute accuracy cannot be 
imposed on the physician. 

However, when the misdiagnosis is gross, revealing inadmissible ignorance 
or negligence, it leads to the medical liability. The inexcusable diagnostic error 
can come from several causes: (a) superficial examination of the patient; (b) 
inexcusable ignorance of the physician with elementary information from medical 
science; (c) not resorting to the auxiliary diagnostic means made available to 
the professional; (d) disregards evident symptoms that required additional exams 
for a better determination of the clinical condition. Thus, the key is determining 
whether the physician acted competently, which involves an evaluation of what the 
professional did and did not do in arriving at a certain diagnosis. 

When analyzing the problem of medical liability for diagnostic errors in the 
context of AI, according to lessons from Nicholson Price, the doctor can be held 
responsible if he is not diligent in using the technology (Price et al. 2019). In the 
same sense, Fruzsina Molnár-Gábor argues that if doctors recognize, based on their 
medical expertise, that the result provided by the AI is incorrect in that specific case, 
they should not consider it as a basis for their clinical decision. On the other hand, 
the physician’s lack of diligence in thoughtlessly discarding the result obtained by 
the AI system may constitute a criterion for liability (Molnár-Gábor 2020).
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Thus, it is possible to conclude that, in order to verify whether a doctor has acted 
with negligence in a specific case, the standards of professional conduct required at 
the time of medical practice must be analyzed. In summary, the physician using the 
technology will be in a difficult position to justify: (1) why he followed the diagnosis 
or course of action suggested by the AI or (2) why—and based on what factors—he 
deviated from the algorithmic recommendation. The medical professional is free to 
choose his means of diagnosis and therapy proposals, but he is also responsible for 
his choices (Nogaroli and Nalin 2021). 

Beyond that, when algorithmic systems are implemented in clinical practice, it 
is essential that physicians know their limitations and what is taken into account 
for algorithm predictions. Understanding the limits of the technology will help 
physicians to better judge their decisions and proposals, thus avoiding simplistic 
and reductionist views based in the black box of the algorithms. Lack of in-depth 
knowledge of the benefits and risks of healthcare technologies can translate into 
worse outcomes for patients due to a lack of medical understanding about which 
tools add value to their practice or how to properly integrate AI into the clinical 
workflow. 

As an example, some hospitals in US implemented the so-called AI Dying 
Algorithms, which use patient’s health data and analyze around 5000 clinical risk 
factors to predict the chances of survival among hospitalized individuals, screening 
patients with palliative needs or even determining the time until death of patients 
with terminal or incurable diseases. There are potential benefits of these algorithms 
as a tool to support medical decision in the indication of palliative care, in order to 
avoid undue extension of life and provide terminal patients with the option of living 
the end of life with better quality, through the indication of palliative care. 

However, it is possible to observe expressive complications with this type of 
AI algorithm such as the one called Jvion CORE, created by the company Jvion for 
medical decision in the indication of palliative care. It has already been implemented 
in several oncology clinics in the United States (Jvion CORE 2021). However, there 
is a serious problem of using the AI Dying Algorithms in clinical practice. Jvion 
CORE presents an approximately 40% accuracy in its predictions about patients 
flagged as high risk to die in the following month. In order words, there is expressive 
percentage of 60% of algorithmic fallibility (Robbins 2021). 

Therefore, Eric Topol states that algorithms can help patients and their physicians 
make decisions about the course of medical treatment, both in palliative situations 
and in those where cure is the goal (Topol 2019a, b). However, the author states 
that there is not ‘a particularly good use for AI unless and until it is shown that the 
algorithm being used is extremely accurate’ (Robbins 2021). Besides, there is also 
a mismatch between the task of these models: predicting a patient’s odds of death 
and how they’re actually being used to try to identify who will benefit most from an 
advance care planning conversation (medical recommendation for palliative care). 
Consequently, there are considerable doubts about the role that artificial intelligence 
can play in the context of palliative care (Nogaroli and Kfouri-Neto 2021b). 

Last but not least, there is another relevant effect of epistemic opacity that 
deserves special consideration. Physicians have a legal duty to provide a certain
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standard of skill and care to their patients but have no obligation under law to 
guarantee the cure or other concrete results. Though, there is a risk that the physician 
does not understand the limitations of the AI system, using it as an end in itself—not 
as a tool—and, more than that, pass on the guarantee of total success to his patient 
precisely because of the technology used. Then, it arises the discussion about the 
possibility of considering a medical obligation of result, based on the promise of 
infallibility of the AI tool used in the clinical practice. As an illustration, it is worth 
mentioning that was discussed in the US about physicians who used the Da Vinci 
robotic platforms in surgeries and ensured positive results for patients, providing 
information only about the benefits of the technological tool (Nogaroli and Kfouri-
Neto 2019, 2020). 

The same logic seems to be applicable for the hypothesis of the physician 
using Artificial Intelligence tools, such as IBM’s Watson, creating in the patient 
the expectation that he will have an extremely accurate diagnosis of cancer and 
the best treatment proposal due to the use of AI, which, acting better than human 
beings, would be able to bring about a favorable result, practically guaranteeing the 
cure. In this scenario, there would be a violation of the ethical principle of ‘human 
control of technology’, since the professional does not understand AI-as-a-tool to 
support clinical decision-making, bringing the technology as a guaranteed success 
in medical practice. This result in the breach of the patient’s legitimate expectation 
and the possible qualification of the legal obligation nature for the doctor as an 
obligation of result. 

(2) opacity for the lack of medical disclosure: in the second semantic dimension 
of algorithmic opacity particularly relevant to Medicine, it is observed that there is 
considerable risk that AI algorithms are used to support medical decision without 
the patients’ knowledge, and patient’s unawareness that automated decision-making 
and profiling activities about them are being carried out with their personal data. In 
this scenario, first of all, it is important to consider that medical disclosure is the 
structured process of transparent communication between patients and physicians 
involved during medical care. However, a lot of criticisms have arisen because 
patients are often not informed or asked to consent to the use of Artificial 
Intelligence algorithms in their health care (Robbins and Brodwin 2021). In fact, 
some physicians use a paternalistic discourse that they don’t need to inform patients 
about all the resources used in the clinical decision process. Following this logic, the 
medical professional, in theory, could indicate palliative care for a patient, informing 
some aspects of their clinical condition and making medical recommendations 
without the need to disclose the specific information about the use of an AI Dying 
Algorithm (Cohen 2020). 

Though, informing the patient and providing their consent represents one of the 
mechanisms for the realization of the fundamental right to the free development of 
the human personality, having an instrumental nature as it is a way of realizing 
the right to autonomy. Currently, the modern doctrine around the globe about 
medical liability defends patients’ consent as an instrument that allows, in addition 
to the interests and medical-therapeutic objectives, to increase respect for the 
person in its holistic dimension. Patients need to be provided with the essential
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information to properly understand his health condition or possible treatments 
available, so that he can exercise the faculty of consenting to the proposed treatment 
or intervention, choosing another of the existing alternatives, although less indicated 
by the attending professional, or even refusing to be treated. This doctrinal notion is 
a trend of thought that has taken shape in various jurisdictions around the globe in 
the last decades (Pereira 2004). 

Thus, the type of algorithmic opacity due to non-disclosure does not concern 
the intrinsic characteristics of AI systems but has its origin in the risks to the 
patient’s informative self-determination, that is, it derives from the way in which 
the medical decision regarding the diagnosis, prognosis and treatment proposals 
supported by AI can be carried out by the physician without the patients being 
aware of it, neither during the medical intervention nor after the harmful event. It 
is important to consider that there may be medical liability due for the deprivation 
suffered by the patient in his self-determination, because he was deprived of the 
opportunity to ponder the risks and advantages of an AI algorithm prediction about 
his clinical condition (Nogaroli and Dantas 2020). In conclusion, physician must 
inform the patient about the fact that the diagnosis, prognosis, treatment proposal or 
even his indication for palliative care are supported by several factors and resources, 
including an Artificial Intelligence algorithm (Nogaroli and Dantas 2021). This 
includes the ideal of shared decision-making in medicine. 

(3) explanatory opacity: in addition to the physician’s duty to disclose the 
information that he uses an AI algorithm to support his clinical decision, he 
also needs to explain about the technology used, according to the degree of 
understanding of each patient. If patients don’t received this properly explanation 
in Medical AI, it may occur the so-called explanatory opacity. There is a divergence 
in the doctrine about the amount of information that must be given to the patient, 
in order to the doctor comply with his duty to inform. However, we have already 
defended in a recent paper that, with the evolution of new technologies in the 
healthcare sector, physicians need to understand that the right to adequate infor-
mation (which corresponds to a duty to inform) also includes consent to the use of 
new technologies, based on the patient’s knowledge of their functioning, objectives, 
advantages, costs, risks and alternatives (Nogaroli and Dantas 2020). Thus, there is 
a demand for a new interpretation of the principle of patient self-determination in 
the context of new technologies: we moved away from the simple right to receive 
medical information, and we are going towards a greater informational range, since 
there is a right to explanation and justification (Astromskė et al.  2020). 

Therefore, if we go back to Watson for Oncology’s factual hypothesis, even if 
medical negligence is not configured, if the professional only informs—but does 
not adequately explain to the patient about the use of the technology to support the 
medical decision, he may be held responsible for the deprivation suffered by the 
patient in his self-determination, since the opportunity to consider the advantages 
and risks of treatment proposed or medical diagnosis supported by AI algorithms 
was taken away from the patient. 

Explainability can be understood as “a characteristic of an AI-driven system 
allowing a person to reconstruct why a certain AI came up with the presented
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predictions” (Amann et al. 2020). Nevertheless, it is essential to point out that 
explainability is not a purely technological issue, instead it invokes a host of 
medical, legal, ethical, and societal questions that require thorough exploration. 
Taking AI-based clinical decision support systems as a case in point, there is an 
ethical and legal obligation for the doctor to inform and explain for his patient 
something like: ‘look Mr. John, at first I see that your clinical condition indicates 
that you have a specific type of cancer, but we tried a certain chemotherapy treatment 
without much success. Therefore, we could put your personal data into Watson for 
Oncology and the AI would make a cross-reference with its huge database, in order 
to show us an eventual diverse diagnosis, or bring others recent treatments proposals 
based on confidence levels. But look Mr. John, Watson has a certain fallibility 
degree, and it has other risks...’. 

This is the appropriate model of the process of obtaining the patient’s consent in 
AI, explaining and dialoguing with him to clarify the nuances of the diagnosis and 
prognosis process supported by the technology. To sum up, for the physician not 
to be held responsible for violating the duty to inform, it is essential to pay special 
attention to the process of obtaining informed consent, converting it into an informed 
choice process, following the idea of a true process of dialogue between doctor and 
patient. From the beginning of the decision to use the AI-based algorithm, there is a 
need for an explanation and justification for those affected by the technology. 

3 Ethical Dimensions of Using Artificial Intelligence (AI) 
in the Healthcare Sector: Setting the Parameters for 
Data-Informed Duties in Tort Law 

The development and implementation of AI tools in Medicine are opening the 
doors to new ethical and legal challenges. These challenges include how to evaluate 
algorithm performance and to determine where AI can be safely and efficiently 
applied to clinical practice. There are three examples of ethical issues relate to: “(1) 
Biases in training data; (2) The potential replacing of human health care providers 
with AI tools; (3) Responding to an AI intervention that has failed. If we develop 
an AI tool that influences a clinical decision, and a poor decision was made, how 
do we (as humans) respond?” (Marcetich 2020). As mentioned before, designing 
machine learning tools used to support clinical decision-making can be thought of 
as an experiment whose risks need to be carefully evaluated before implementation 
in clinical practice. 

In June 2021, the World Health Organization (WHO) published its guidance 
on Ethics and Governance of Artificial Intelligence for Health (World Health 
Organization 2021). The report reflects the WHO’s intention to anchor their 
guidance within a human rights framework and it makes direct references to the 
Universal Declaration of Human Rights by exploring the question of autonomy, 
protecting populations from harm, and ensuring inclusiveness and equity. It states
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that ‘ethical considerations and human rights must be placed at the center of 
the design, development, and deployment of AI technologies for health’. The 
document offers 6 primary principles for the use of AI in Medicine: (1) protect 
autonomy; (2) promote human well-being, human safety and the public interest; (3) 
ensure transparency, explainability and intelligibility; (4) foster responsibility and 
accountability; (5) ensure inclusiveness and equity; (6) promote AI that is responsive 
and sustainable. 

Another strong point of the report is its detailed analysis of the risks and 
limitations of AI. Two major problems are raised: (1) the potential of discrimination; 
and (2) bias when datasets used to train AI fail to reflect the real world, and there is a 
lack of transparency in the data source used to program these algorithms, without the 
explanation of how they cross-reference the data and effectively reach to a certain 
result. In fact, nowadays AI is booming in Medicine but it’s also facing a credibility 
crisis because the algorithms are ‘often trained on small, single-origin data samples 
with limited diversity; some even reused the same data for training and testing, a 
cardinal sin that can lead to misleadingly impressive performance’ (Ross 2021a, b). 

The failure to test AI models on data from different sources—a process known 
as external validation—is common in studies published in leading medical journals. 
According to a research team from the University of Cambridge in England, an 
ever-growing list of papers rely on ‘limited or low-quality data, fail to specify their 
training approach and statistical methods, and don’t test whether they will work 
for people of different races, genders, ages, and geographies’ (Ross 2021a, b). This 
results in an algorithm that appears highly accurate in a specific study, but does not 
work to the same level of accuracy when exposed to real-world variables, across 
different types of patients in several locations. 

In a recent interview, Eric Topol presented worries about how AI might worsen 
some inequities and discrimination, since ‘algorithms are not biased, but the data 
we put into those algorithms, because they are chosen by humans, often are’ (Time 
Magazine 2019). There is the potential risk for discrimination of the AI algorithms 
in Medicine, since they can be programmed based on data from scientific studies 
and electronic health records of certain populations where some races predominate. 
Thus, there is a risk that decisions are contaminated by significant biases (Ledford 
2019; Obermeyer et al. 2019). As an example, it is argued that black women with 
breast cancer are more likely to be diagnosed late by the FDA approved algorithms 
in the market, precisely because they were programmed with data from a population 
where probably did not have black women, or it had very few (Brodwin 2021). 
This is something very serious and important to reflect on, since programming the 
algorithms with healthcare data from different populations and geographic locations 
is essential, considering the expressive variations in the way the diseases manifest 
in different races. 

Furthermore, in a recent study, it was found that between 2012 and 2020 only 73 
of 161 AI products approved by Food and Drug Administration (FDA) in the US 
have publicly disclosed the amount of data used to validate the product, with only 7 
of them reporting the racial makeup for their study populations. Moreover, among 
10 AI products approved for breast imaging, only 1 publicly disclosed the racial
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demographics of the dataset used to detect suspicious lesions and assess cancer 
risk (Ross 2021a, b). In another study conduct by Stanford University between 
January 2015 and December 2020, it was observed that almost all of the FDA 
approved AI devices (126 of 130) underwent only retrospective studies at their 
submission. None of the 54 high-risk devices were evaluated by prospective studies 
and only 17 device studies reported that demographic subgroup performance was 
considered in their evaluations. It was concluded in this second study that more than 
the importance of evaluating the performance of AI devices in multiple clinical sites 
and across representative populations, it is also essential encouraging prospective 
studies. The reason for this conclusion is that ‘prospective studies with comparison 
to standard of care reduces the risk of harmful overfitting and more accurately 
captures true clinical outcomes. Post-market surveillance of AI devices is also 
needed for understanding and measurement of unintended outcomes and biases that 
are not detected in prospective, multi-center trials’ (Wu et al. 2021). 

Discussion about the need for specific regulation regarding algorithms is a recur-
rent doctrinal theme in a lot of areas, including the healthcare sector (Benjamens 
et al. 2020). Its impacts challenge the understanding of the State’s own role in 
controlling technological development. If, on the one hand, it is expected that 
innovation will bring improvements to the overall quality of life, on the other 
hand, there is no denying that facing the issue from a regulatory point of view is a 
challenge (Tomasevicius and Ferraro 2020). Structuring a comprehensive approach 
to assess the current state of technological development does not seem like a 
plausible path for some more detailed demands and discussions about law-making 
affairs in this complex scenario, whereas tort law doctrine has been seeking to 
establish a systematic model for the delimitation of risk assessment contours in the 
development of applications centered on Artificial Intelligence systems. 

Frank Pasquale suggests the parameterization of data-informed duties for the 
creation of standard models that may support accountability assessments. In the 
author’s words, ‘such standards are particularly important given the potential for 
inaccurate and inappropriate data to contaminate machine learning’ (Pasquale 
2019). In this respect, it appears that data-driven heuristic process, if contaminated 
early in the processing stages, might generate biased results. In other words, data 
curation of inputs must prevail and be observed throughout the entire algorithmic 
processes—which must also be auditable—otherwise the final substrates obtained 
after processing such data (the so-called ‘outputs’) might not be reliable. 

Essentially, the parameterization of standard models no longer depends on 
regulatory efforts for the vast array of algorithmic structures, which vary in several 
aspects, and offers greater freedom for the development of self-regulated metrics for 
each type of activity. In this context, it would be possible to work with comparative 
bases that would offer more precise and well-mapped conditions to determine the 
performance in compliance with the equivalent risk duly measured for the type of 
algorithmic activity in question. 

Stuart Russell and Peter Norvig’s had already dealt with the troublesome ‘quan-
tification of uncertainties’ in the context of AI algorithm’s predictions: ‘Agents 
may need to handle uncertainty, whether due to partial observability, uncertainty
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nondeterminism, or a combination of the two’ (Russell and Norvig 2016). In 
summary, the conjectures from which data-informed duties are conceived are in 
line with a very important guideline, proposed by Frank Pasquale as the ‘fourth 
law of robotics’ (explainability) (Pasquale 2017). His idea reinforces the need to 
overcome the black box problem (Pasquale 2015). As mentioned before, this is a 
problem usually identified by the use of machine learning techniques that provide 
uncontrolled and unsupervised improvement of these applications, to the point of 
becoming so complex that even their own creators do not understand them (Asaro 
2011).5 

Civil liability deals with uncertainty and the unpredictability. Traditionally, such 
derive from the application of integral risk theory as a basis for redressing torts 
specifically based on guardianship dangers and the precautionary principle (Calo 
2015). The same logic, if transferred to the context of AI algorithms, would 
provide some peculiar consequences. On the subject, Yaniv Benhamou and Justine 
Ferland have already pointed out five observations about the data-informed duties 
(Benhamou and Ferland 2021). 

1. A first observation of the authors is that, with regard to the requirements imposed 
on algorithmic actors (owner, operator, retailer and designer) (Balkin 2015), it 
is necessary to comply with duties of care, which concern: (a) the choice of a 
particular technology, in light of the tasks that need to be performed and the 
operator’s own skills and abilities; (b) the planned organizational framework, 
in particular with regard to adequate follow-up; and (c) maintenance, including 
safety checking routines. Failure to comply with such obligations could trigger 
strict liability, regardless of whether the operator is also responsible for creating 
or elevating the risks of a certain technology (Benhamou and Ferland 2021). 
Considering this, it seems to be also important for physicians or hospitals—in a 
position of algorithm operator—to comply with these duties. 

2. Benhamou and Ferland also point out that manufacturers, including those 
who act incidentally as algorithmic supervisors,6 must observe the following 
standards of conduct (Benhamou and Ferland 2021): (b.1) design, describe and 
market products in a way that allows them to fulfill data-informed duties, making 
risks more predictable (foreseeability) (Karnow 2016)7 ; and (b.2) properly

5 Commenting on the practical difficulties of the difficulty of identifying the developer creator, see. 
6 In Brazil, the concept is found in article 5, item VII, of the LGPD: “Art. 5th. (...) VII - operator: 
natural or legal person, under public or private law, who processes personal data on behalf of the 
controller.” [Originally: “Art. 5◦. (...) VII - operador: pessoa natural ou jurídica, de direito público 
ou privado, que realiza o tratamento de dados pessoais em nome do controlador.”] 
7 The author points out that “predictability and foreseeability are, in practice, vague and peculiar 
notions, and people with different experiences and beliefs about how the world works will treat 
different things as “predictable.” In any event humans are poor at predicting odds, and generally 
are not accurate estimating the likelihood of future events. Perhaps we may get better at predicting 
the behavior of autonomous robots as we interact with them; actions that appear at first random 
may begin to cluster in their frequencies, revealing theretofore unanticipated patterns that will help 
future prediction.” 
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monitor the product after it has been put into circulation, in light of the char-
acteristics of emerging digital technologies, in particular due to their openness 
and dependence on the general digital environment, including obsolescence, the 
emergence of malware or even its vulnerability to possible external attacks. 

3. The so-called supervision, in the context of monitoring specific duties that 
hierarchically superior may even be due to the administrative police power 
of the State (Scherer 2016), in what Pasquale calls ‘oversight’ in his newest 
book (Pasquale 2020). That could be achieved by carrying out audits and 
studies of the specific algorithm, even after its market release. Thus, as a result 
of the implementation of supervised monitoring systems, the identification of 
anomalies and the prior parameterization of the systems would be expected to 
‘warn’ about the occurrence of unexpected behaviors, as well as the observation 
of specific evolution trends from machine learning to predict such behaviors. 
Once such monitoring is implemented, the obligation to inform potential victims 
appears as a duty attached to objective good faith (Wischmeyer 2020). 

4. If feasible, the authors argue that producers should be compelled to include 
mandatory backdoors in their algorithms (Liao et al. 2020). Other designations 
for this are the expressions ‘emergency brakes by default (or by design)’, ‘shut 
down features’, or features that allow operators or users to ‘turn off the AI’ by 
manual commands, or make it ‘unintelligent’ by simply pressing a panic button. 
Failure to guarantee such tools and control options could be considered a design 
defect to justify a breach of the general precautions that are to be expected of 
them, opening up the possibility of imposing civil liability due to the fact that 
the algorithm is to be considered faulty. In fact, depending on the circumstances, 
manufacturers or operators could also be forced to ‘turn off’ the AI as part of 
their algorithmic monitoring and auditing tasks. 

5. Similar to existing after-sales duties, which are composed of warnings and 
instructions for recalling defective products, producers/manufacturers might also 
assume support and correction duties—corollaries of auditability and trans-
parency principles (Pasquale 2019)—in line with other recent developments on 
the potential obligation of software developers to update unsafe algorithms, for as 
long as the technology is on the market (i.e., beyond any contractual stipulations 
on warranty period) (Wolters 2019). 

Frank Pasquale investigates the potential liability in the context of the use of 
inaccurate or inappropriate data (faulty data) in training sets for machine learning: 
‘firms using faulty data can be required to compensate those harmed by that data 
use—and should be subject to punitive damages when such faulty data collection, 
analysis, and use is repeated or willful (Pasquale 2019).’ The punitive function of 
civil liability raises controversial aspects to be considered in the context of this brief 
study. This is because, particularly in the common law experience, punitive and 
dissuasive benefits have a wider application and are accepted, both by the doctrine 
and by the Courts. Although the topic is controversial and even though punitive 
damages are only one of the various options to consider a deterrent effect of potential
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liability, it is inevitable to observe the relevance of the discussion to the complex 
technological context in which Artificial Intelligence algorithms are inserted. 

Preserving the complementarity of tort law and regulation of data collection, 
analysis, and use is very appropriate to help it avoid preventable accidents and 
expands opportunities for those harmed by new technologies to demand account-
ability (Faleiros Júnior 2021). Nowadays, tort law is moving towards to promote 
not only liability but also accountability, which has a prospective function and is 
more robust and based on multiple functions, especially the precautionary one. This 
scenario presented by Pasquale reinforce, in one hand, the important concern with 
the desirable compliance, considered from governance structures and data curation 
aimed at the continuously verification of the quality of the collection used into the 
AI algorithms. On the other hand, this context turns out to a triple reflection: (1) if 
it is possible to assume that AI diagnosing will be covered under health providers’ 
current malpractice insurance policies, or if the introduction of AI diagnosing into 
clinical practice will likely prompt insurance providers to decline coverage for such 
activities; (2) the potential civil liability of the physician as an algorithmic operator 
who repeatedly observes its ineffectiveness or becomes aware that the AI uses biased 
data collections (faulty data); (3) the importance of medical education in AI, digital 
health and new technologies to prevent adverse events. 

4 Concluding Notes: The Future of Artificial Intelligence 
(AI) in Medicine and the Importance of Medical Education 
in Digital Health and New Technologies 

It was observed in the present study that the valuable development of P4-Medicine 
from the use of predictive algorithms cannot be unaccompanied by the need for 
reflection about the risks and a special medical diligence in using the technology 
as a tool to support decision making. Moreover, it was concluded that there are 
three different semantic dimensions of algorithmic opacity relevant to Medicine: 
(1) epistemic opacity for the insufficient physicians understanding of the rules an 
AI system is applying to make predictions and decisions; (2) opacity for the lack 
of medical disclosure about the use of AI systems and patient’s unawareness that 
automated decision-making and profiling activities about them are being carried out 
with their personal data; and (3) explanatory opacity for the unsatisfactory explana-
tion to patients about the technology used to support professional decision-making. 
Therefore, the aim of this paper was to analyze each type of opacity, considering 
hypothetical scenarios and its repercussions in terms of medical malpractice and 
patient’s informed consent. 

Regarding epistemic opacity, questions were presented about to what extent a 
doctor might rely on AI and the legal consequences if the physician adhered to the 
recommendation or overruled the machine, leading to the significant consideration 
about the determination of the standard of medical diligence must be an issue always
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open to debate in each specific medical malpractice case. This is because, in each 
situation, the degree of accuracy of an algorithm and its goal are different. It could 
also be concluded in the present paper that there is a possibility of qualifying the 
physician’s obligation as an obligation of result when there is a violation of the 
ethical principle of ‘human control of technology’, that is, in the face of non-
understanding of AI as a tool to support clinical decision-making (AI-as-a-tool), 
with the consequent breach of the patient’s legitimate expectation of technology as 
a guarantee of success. It was also observed that opacity for the lack of medical 
disclosure and explanatory opacity demand reflections on the impact of the ethical 
principles of explanation and justification, in order to understand a new model of 
patient consent in AI and the violation of the medical duty of qualified information. 

In this context, the above-mentioned issues—specially, the consequences of the 
triple semantic dimensions of algorithmic opacity—represent an enormous chal-
lenge to educators in the health sciences. AI can help medical professionals by amal-
gamating large amounts of healthcare data and supporting their decision-making 
process about diagnosis and recommend treatments. Nevertheless, physicians need 
the ability to interpret the results and properly communicate a recommendation to 
the patient. Physicians need to learn how to better use and interpret AI algorithms, 
including in this learning process the comprehension of in which situations an 
algorithm should be effectively used in their practice, and, above all, how much 
confidence should be placed in an algorithmic recommendation, in each concrete 
case. 

Thus, new skills and expertise are required as we move to an age of Artificial 
Intelligence in the healthcare environment. Physicians’ lack of in-depth knowledge 
about the benefits and risks of healthcare technologies can translate into worse 
outcomes for patients due to little or none understanding of which AI tools add value 
to their activities or how to integrate AI in a way suitable for the clinical workflow. 
This task calls for a new model of educating the new generation of experts with 
deep interdisciplinary training in Medicine, ethics, and technologies. Therefore, AI 
needs to be seamlessly integrated across different aspects of the medical education 
curriculum. 

The American Medical Association (AMA) noted that from 2000 to 2015 there 
were 15 national reports calling for medical education reform (Beck 2015). In US, 
there are several initiatives for incorporating new technologies—such as AI tools— 
in medical education: (1) Duke Institute for Health Innovation: medical students 
work together with data experts to develop care-enhanced technologies made for 
physicians; (2) University of Florida: radiology residents work with a technology-
based company to develop computer-aided detection for mammography; (3) Carle 
Illinois College of Medicine: offers a course by clinical scientists and engineers to 
learn about new technologies; (4) Sharon Lund Medical Intelligence and Innovation 
Institute: organizes a summer course on all new technologies in health care, 
open to medical students; (5) Stanford University Center for Artificial Intelligence 
in Medicine: involves graduate and postgraduate students in solving heath care 
problems with the use of machine learning (Paranjape et al. 2019); (6) Rocky 
Vista University College of Osteopathic Medicine: offers courses to train medical
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students in AI, remote monitoring, ethics, informatics, telemedicine, analytics, and 
entrepreneurship (Aungst and Patel 2020). 

In conclusion, an overriding issue for the future of AI in Medicine rests with 
how well medical education can be assured. As AI and its application become 
mainstream in the healthcare sector, medical students, residents, fellows, and 
practicing physicians need to have better knowledge of AI. The integration of digital 
health into formal education offers a novel means to engage in interprofessional 
education opportunities. Determining how to build out digital health education and 
to integrate into the formal curriculum will be a topic of debate in the coming years. 
To ensure that AI-based clinical decision lives up to its promises, there is a need 
to sensitize developers, healthcare professionals, and legislators to the challenges 
and limitations of opaque algorithms in the healthcare sector and to foster medical 
education moving forward to the Age of Artificial Intelligence in Medicine.8 
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