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Abstract The idea that intelligence is the result of a computational process and 
can, therefore, be automated, is centuries old. We review the historical origins of 
the idea that machines can be intelligent, and the most significant contributions 
made by Thomas Hobbes, Charles Babbage, Ada Lovelace, Alan Turing, Norbert 
Wiener, and others. Objections to the idea that machines can become intelligent 
have been raised and addressed many times, and we provide a brief survey of 
the arguments and counter-arguments presented over time. Intelligence was first 
viewed as symbol manipulation, leading to approaches that had some successes in 
specific problems, but did not generalize well to real-world problems. To address 
the difficulties faced by the early systems, which were brittle and unable to handle 
unforeseen complexities, machine learning techniques were increasingly adopted. 
Recently, a sub-field of machine learning known as deep learning has led to the 
design of systems that can successfully learn to address difficult problems in natural 
language processing, vision, and (yet to a lesser extent) interaction with the real 
world. These systems have found applications in countless domains and are one 
of the central technologies behind the fourth industrial revolution, also known 
as Industry 4.0. Applications in analytics enable artificial intelligence systems to 
exploit and extract economic value from data and are the main source of income 
for many of today’s largest companies. Artificial intelligence can also be used in 
automation, enabling robots and computers to replace humans in many tasks. We 
conclude by providing some pointers to possible future developments, including the 
possibility of the development of artificial general intelligence, and provide leads to 
the potential implications of this technology in the future of humanity. 
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1 Historical Origins 

The idea that intelligence can be automated has ancient roots. References to non-
human thinking machines exist in Homer’s Iliad and Thomas Hobbes clearly stated, 
in the Leviathan (Hobbes 1651), that human thought is no more than arithmetic 
computation. Both Pascal and Leibnitz, among many others, designed machines 
to automate arithmetic computations, which can be considered the precursors of 
modern calculators. But it was not until the mid-nineteenth century that the first 
proposal of a truly general computer appeared, created by Charles Babbage. 

The original objectives of Babbage were to build an advanced tabulating device, 
which he called the Difference Engine. As envisaged by Babbage, this was a 
mechanical device that could be programmed to perform a series of computations 
specified in advance, by a complex arrangement of cogs, dented wheels, and levers. 
Although he managed to build only some parts of the Difference Engine, Babbage 
conceived of an even more powerful machine, the Analytical Engine. Had it been 
built, the engine would have had the ability to perform general computations in 
much the same way as a modern computer, although at a much slower speed 
imposed by its mechanical parts. 

Although Babbage conceived the engine, it was Ada Lovelace, a friend math-
ematician, who wrote the most insightful analyses of the power of the engine 
(Menabrea and Lovelace 1843), arguing that it could do much more than just 
perform numeric computations. In particular, she observed that the machine might 
act upon things other than numbers if those things satisfied well-defined mathe-
matical rules. She argued that the machine could write songs or perform abstract 
algebra, as long as those tasks could be expressed using symbolic languages. 
However, Lovelace also argued that the machine could not create anything new, 
but only perform exactly the tasks it was programmed for, ruling out the possibility 
that intelligent behavior could, somehow, be programmed into the machine. This 
argument was analyzed much later by an even more influential mathematician, Alan 
Turing. 

2 Can Machines Think? 

About a century later, Alan Turing, one of the most profound and creative math-
ematicians of all time, developed some of the central ideas of modern computing 
and came to different conclusions than those reached by Lovelace. Turing, who 
became known for having played an important role in the Allied World War II 
effort to decode the enemy messages encoded by the German Enigma cipher 
machines, achieved some of the most significant results in mathematics, namely 
in the mathematical foundations of computer science, results that are as important 
today as they were at the time they were obtained.
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In a very important paper (Turing 1937), Turing showed that any digital computer 
with a large enough memory, which handles symbols and meets a few simple 
conditions, can perform the same calculations and compute the same set of functions 
as any other digital computer, a concept that became known as Turing universality. 
He described a particular type of computer, known today as a Turing machine, 
which uses a tape to write and read symbols as memory, and demonstrated that 
this type of computer can (in principle, assuming an unbounded tape) perform the 
same operations, do the same calculations, as any other computer that manipulates 
symbols. In the same year, Alonzo Church published a description of the so-
called lambda calculus (Church 1936), a formal system for expressing computation 
based on function abstraction and application, which is also a universal model of 
computation with the same expressive power as Turing machines. 

The combination of these two results lead to what became known as the Church-
Turing thesis, which can be stated, informally, as follows: any result that can 
be actually calculated can be computed by a Turing machine, or by any another 
computer that manipulates symbols and has enough memory. This theoretical and 
purely mathematical result has important philosophical consequences. Note that 
there is a somewhat circular definition in this formulation: what exactly does the 
sentence “a result that can be actually calculated” mean? Are there any numerical 
results that are not in this category? The work of Alonzo Church, Alan Turing, and 
Kurt Gödel demonstrated that there are results that, although perfectly well defined, 
cannot be calculated. In 1931, Gödel proved that no consistent system of axioms is 
sufficient to prove all truths about the arithmetic of natural numbers and that, for 
any such consistent formal system, there will always be statements about natural 
numbers that are true, but that are unprovable within the system (Gödel 1931). 

There is a close connection between Gödel’s result and the problem that Turing 
addressed in his 1937 paper, and which can be stated in a simple way (that became 
known as the halting problem): is it possible to determine whether the execution 
of a computer program with a given input will terminate? Turing demonstrated that 
it is not possible to answer this question in the general case. It may be possible to 
answer the question in particular cases, but there are programs for which it is not 
possible to determine whether or not their execution will terminate. 

Armed with these important insights on the nature and power of digital com-
puters, Turing moved forward to analyze another important question, which is at 
the philosophical core of the field of artificial intelligence: can a computer behave 
intelligently? 

Before describing Turings’s work of 1950, in which he proposes an answer 
to this question, it is important to understand the consequences of considering 
the mechanistic ideas of Thomas Hobbes and the Church-Turing thesis together. 
Hobbes argued that the reasoning carried out by the human brain is nothing more 
than mathematical symbol manipulation. Church and Turing demonstrated that all 
machines that manipulate symbols are equivalent to each other, as long as they 
satisfy certain minimum requirements and are not limited in the time they are 
allowed to take to perform a given task, neither in the available memory. The result 
of these two ideas may arguably lead to the conclusion that a computer, in the
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broadest sense of the term, should be able to carry out the same manipulation of 
symbols as a human brain and, therefore, be as intelligent as a human. There is, 
however, some disagreement on the scientific community about this conclusion, as 
stated. Some people believe that the type of substrate where the computations are 
carried out (biological or digital) may be important, while others argue that the 
conclusion may be true in principle but irrelevant in practice due to several types of 
difficulties. 

In his famous paper (Turing 1950), Turing asked exactly this question: can 
machines think? To avoid the difficulties inherent in defining what “thinking” 
means, Turing proposed to reformulate the question into a different and better-
defined problem. In particular, he proposed to analyze a hypothetical imitation 
game, a thought experiment that led to the now well-known Turing test. In the game  
proposed by Turing, an interrogator, in a separate room, communicates with a man 
and a woman, through typed text. The interrogator’s objective is to distinguish the 
man from the woman by asking them questions. 

Turing wondered if someday in the future a computer that is in the man’s place 
can make the interrogator make a mistake as frequently as he would in the case 
where a man and a woman are present. Variations of this test were proposed by 
Turing himself in later texts, but the essence of the test remains the same: is it 
possible for an interrogator to distinguish between answers given by a computer 
and answers given by a human being? Turing argues that this question is, in essence, 
equivalent to the original question “Can machines think?” and it has the advantage 
of avoiding anthropomorphic prejudices that could condition the response. In fact, 
given our individual experience and human history, it is only natural to assume 
that only human beings can think.1 This prejudice could stop us from obtaining an 
objective answer to the original question. It could happen that the interrogator would 
decide that the computer cannot think for the simple reason that the computer would 
not be like us since it doesn’t have a head, arms, and legs, like humans. The use 
of the imitation game reduces the probability that prejudices rooted in our previous 
experience prevent us from recognizing a machine as a thinking being, even in cases 
where this could be true. 

Turing not only proposes a positive answer to the question “can machines 
think?”, but also indicates an approximate time in the future when this may happen. 
He argues that within half a century there would be machines with one Gigabyte of 
memory that would not be distinguishable from humans in a five-minute Turing test. 
We now know that Turing was somewhat optimistic. By the end of the twentieth 
century (50 years after Turing’s paper), there were indeed machines with 1GB of 
memory but none of them were likely to pass a five-minute Turing test. Even today, 
more than 70 years after Turing’s article, we still do not have machines like that,

1 We are referring to thinking at a human level. Although many animals, namely higher vertebrates 
such as non-human primates, dolphins, and others, can engage in thought processes, such as 
those underlying action planning and complex social interactions, there is a qualitative difference 
between the complexity of the thought processes of those animals and that of humans. 
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although the latest large language models (which will be described later), such as 
ChatGPT, are arguably not far from passing a Turing test with interrogators that are 
not experts on their weaknesses. 

3 Objections to Artificial Intelligence 

An interesting part of Turing’s 1950 article is where he classifies, analyzes, and 
responds to a set of objections to his proposal that, sometime in the future, 
computers might be able to think. The list of objections is instructive and as pertinent 
today as it was when the article was written. 

The first objection is theological, arguing that human intelligence is the result 
of the immortal soul given by God to every human being, but not to animals or 
machines. Turing recognizes that he is unable to answer this objection scientifically, 
but nevertheless tries to provide some sort of answer, using what he considers to 
be theological reasoning. Turing argues that claiming that God cannot endow an 
animal or machine with a soul imposes an unacceptable restriction on the powers 
of the Almighty. Why can’t God, Turing asks, endow an animal with a soul, if the 
animal is endowed with a capacity for thinking similar to that of a human being? 
A similar argument is valid for machines: won’t God have the capacity to endow a 
machine with a soul, if he so desires and the machine can reason? 

The second objection is based on the idea that the consequences of a machine 
being able to think would be so dire that it is better to hope that this will never 
happen. Turing feels that this argument is not strong enough to even merit an explicit 
rebuttal. However, seven decades after his article, there are proposals to stop the 
development of some artificial intelligence technologies, for fear of the possible 
negative consequences. Therefore, the objection that Turing analyzed is not entirely 
irrelevant and human-defined policies may become an obstacle to the development 
of intelligent machines. 

The third objection is mathematical in nature and was later revisited by John 
Lucas and Roger Penrose. The objection is based on Gödel’s theorem (mentioned 
above), according to which there are mathematical results that cannot be obtained 
by any machine or procedure. The objection is based on the argument that these 
limitations do not apply to the human brain. However, as Turing argues, no proof 
is given that the human brain is not subject to these limitations. Turing gives little 
credibility to this objection, despite the prestige of some of its advocates. 

The fourth objection is based on the idea that only consciousness can lead to 
intelligence and that it will never be possible to demonstrate that a machine is 
conscious. Even if a machine can write a poem, only when the machine becomes 
aware of the meaning of the poem, can the machine be considered intelligent, the 
argument goes. Turing notes that, in the most radical version of this objection, only 
by becoming the machine could we be sure that the machine is conscious. But once 
we were the machine, it would be useless to describe the feelings or the sensation of 
consciousness, as we would be ignored by the rest of the world, which would not be
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experiencing these sensations in person. Taken to an extreme, this objection reflects 
a solipsistic position, denying conscious behavior not only to machines but also to 
all other human beings since the existence of consciousness in other humans cannot 
be demonstrated beyond any doubt. While acknowledging that the phenomenon of 
consciousness remains unexplained (something true to this day), Turing does not 
regard this objection as decisive. 

The fifth objection results from diverse and unsubstantiated arguments about 
behaviors that no machine can have. This category contains arguments like “no 
machine will have a sense of humor”, “no machine will fall in love”, “no machine 
will like strawberries and cream”, and “no machine will be the object of its own 
thought”. One curious (and perplexing) argument in this category is that “machines 
do not make errors”, whereas humans do. As Turing points out, no justification is 
explicitly given for any of these limitations, which are supposed to be common to 
all machines. According to Turing, the objections arise, perhaps, from the wrong 
application of the principle of induction: so far, no machine has been in love, so no 
machine will ever be in love. A popular objection in this category is that no machine 
will ever have genuine feelings. Like the others, there is no scientific basis for this 
objection, it just reflects the limited view we have, based on our knowledge of the 
machines that currently exist. 

The sixth objection is due to Ada Lovelace and was already referred to in 
the previous section. Although she realized that the analytic engine could process 
many other types of information besides numbers, Lovelace argued that the engine 
could never create anything new, as it only performed the operations for which it 
was programmed beforehand. Turing does not disagree with Lovelace’s claim, but 
argues that it did not occur to Lovelace that the instructions could be so complex 
that they would lead the machine to actually create something new. 

The seventh objection, perhaps even more popular today than it was in Turing’s 
day, is based on the idea that the brain is not equivalent to a machine that manipulates 
symbols. We now know that the brain does not work in any way like a traditional 
computer, as the working principles of brains and digital computers are very 
different. Furthermore, the brain does not directly manipulate discrete symbols but 
physical variables with continuous values and theoretical results from mathematics 
tell us that a machine that manipulates continuous (real) values is necessarily more 
powerful than a machine that manipulates only discrete symbols. Turing’s answer is 
that any machine that manipulates symbols, if properly programmed, will be able to 
give answers sufficiently close to the answers given by the machine that manipulates 
continuous values. Despite this response, this argument has held some weight over 
the decades. Many philosophers and scientists still believe that no machine that 
manipulates symbols can accurately emulate the behavior of the human brain and 
pass a Turing test. 

The eighth objection is based on the argument that no set of rules is sufficient 
to describe the richness of human behavior. Since a machine always follows 
a set of rules, no machine can reproduce human behavior, which will always 
be unpredictable. Turing argues that it is not difficult for a machine to behave
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unpredictably and it is not possible to demonstrate that, deep down, our brain does 
not function according to a set of rules. 

The ninth, and final, objection, curiously the one to which Turing seems to give 
more weight, is based on the (supposed) existence of extrasensory perception and 
telepathic powers. Although ESP and telepathy progressively fell into disrepute in 
scientific circles, Turing apparently believed the evidence known at the time, which 
seemed to point to the existence of this phenomenon. As Turing very well argues, if 
there is extrasensory perception, the Turing test would have to be modified to avoid 
the possibility of telepathic communication. We now know, however, that there is 
no such thing as ESP, which makes the ninth objection irrelevant to the present 
discussion. 

More than half a century after Turing’s work, the objections to the possibility 
of thinking machines remain essentially the same and the answers given by Turing 
remain as valid now as they were then. None of the objections presented seem strong 
enough to convince us that machines cannot think, although of course this does not 
in any way prove that machines can think. 

In the last decades, several other objections were raised against the Turing test 
as a mechanism for identifying intelligence. The first, and most important, of these 
objections, is that the test does not really assess intelligence, but whether the tested 
subject has an intelligence analogous to human intelligence. An intelligent computer 
(or even a hypothetical individual of a non-human intelligent species) would not 
pass the Turing test unless it could convince the examiner that it behaves as a human 
would. A system could even be much smarter than a human and still fail the test, for 
example, because it fails to disguise a superhuman ability for mathematics. 

A second objection is that the test does not address all abilities by which human 
intelligence can express itself, but only those abilities that can be expressed through 
written language. Although the test can be generalized to include other forms of 
communication (e.g. questions could be asked using spoken language), there will 
still be difficulties in testing human skills that cannot be expressed through the 
interfaces that are chosen. On the other hand, Turing explicitly proposed a test of 
limited duration, of a few minutes, which is profoundly different from a test where 
the interaction is prolonged over hours, days, or even years. 

A third objection has to do with the relationship between intelligence and 
consciousness. Although Turing addressed the question of consciousness when he 
analyzed the fourth objection on his list, he does not explicitly maintain that a 
machine that passes the test will necessarily be conscious. Turing avoids explicitly 
discussing this issue, an attitude that can be considered wise, given that the 
relationship between intelligence and consciousness remains almost as mysterious 
nowadays as it was in 1950. Still, very recent proposals address the relationship 
between computational models and consciousness and this is a field that is being 
actively studied today. 

Despite these objections, and others that we have not analyzed, the Turing test 
remains important, more as a philosophical instrument that allows us to scrutinize 
the arguments related to the possibility of the existence of artificial intelligence than 
as a real mechanism for analyzing the capabilities thereof.
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In addition to proposing the Turing test, the article written by Turing in 1950 
makes one last suggestion that, prophetically, points in the direction that artificial 
intelligence would finally take, a couple of decades later. Turing proposed that 
instead of trying to write a program that would allow a machine to pass the imitation 
game, it would be simpler to write a program that would enable a machine to learn 
from experience, just as a baby does. Such a program, Turing argued, would be 
much easier to write and would allow a machine to learn what it needed to finally 
pass the Turing test. 

This suggestion, so important and prescient, predated in a couple of decades the 
most successful approach to the problem of creating intelligent systems: machine 
learning. Instead, the first approaches adopted to try to create intelligent systems 
were based on the idea that human intelligence, in its most elaborate and evolved 
forms, consists in the manipulation of symbolic representations of knowledge about 
the world and the deduction of new knowledge through the manipulation of these 
symbols. 

4 Intelligence as Symbol Manipulation 

The idea that intelligent machines could exist, championed by Turing and many 
others, quickly led to the project of building them. Starting in the 1950s, digital 
computers became more powerful and increasingly accessible. The first computers 
were dedicated to scientific and military calculations, but progressively their 
application spread to other areas of human activity. With the end of the Second 
World War, the possibility of using computers in activities not related to military 
applications became a reality. One of the areas that deserved significant attention 
was the nascent domain of artificial intelligence. 

In 1956, a scientific workshop took place in Dartmouth, New Hampshire, 
bringing together several of the pioneers in the field of artificial intelligence. In 
fact, it was in the proposal to organize this conference, written by John McCarthy, 
Marvin Minsky, Nathaniel Rochester, and Claude Shannon (the famous father of 
information and communication theory), that the term artificial intelligence was 
coined. Many of those who were present at this meeting went on to create research 
groups in artificial intelligence at the most important universities in the United 
States. Those early approaches tried to reproduce parts of human reasoning that at 
the time seemed the most advanced, such as proving theorems, planning sequences 
of actions, and playing board games, such as checkers and chess. 

Not surprisingly, the first efforts to reproduce human intelligence thus focused 
precisely on problems requiring the manipulation of symbols and the search for 
solutions. In that same year, a program written by Allen Newell and Herbert Simon 
(who also attended the Dartmouth workshop), called the Logic Theorist, was able to 
demonstrate mathematical theorems (Newell and Simon 1956), including some of 
those in Whitehead and Russell’s influential Principia Mathematica.
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In 1959, Arthur Samuel (who had also attended the Dartmouth workshop) wrote 
a program that could play checkers well enough to defeat its creator (Samuel 
1959). The program incorporated several concepts developed in the field of artificial 
intelligence, including the ability to look for solutions in very large and complex 
search spaces. To play checkers well, it is necessary to select, among all the possible 
moves, those leading to the best results. Since, for each move, the opponent can 
respond with one of several moves, which must also be answered by the program, 
this process leads to a very rapid growth in the number of positions that need to be 
analyzed. This branching of the search process takes the form of a tree, which is thus 
called a search tree. Developing methods to efficiently explore these search trees 
became one of the most important instrumental objectives in the field of artificial 
intelligence. 

Efficient search methods are as important today as they were when they were 
first studied and developed. These methods are also applied in many other areas, 
namely for planning problems. A robot needs to perform a search to find out how 
to stack blocks, in a simplified block world, or to find its way from one room 
to another. Many results of artificial intelligence resulted from studies carried out 
with simplified environments, where robots were taught to manipulate blocks to 
achieve certain goals or to move around in controlled environments. One of the first 
projects to make a robot perform certain tasks, in a simplified block world, led to 
the development of a system that could manipulate and arrange blocks in specific 
configurations using vision and natural language processing. 

Natural language processing, which aims at making computers process (for 
example, translate) and even understand written sentences, was another of the 
problems studied in this first phase of artificial intelligence. Despite the difficulties 
inherent to this processing, mainly caused by the existence of great ambiguities 
in the way humans use language, systems that conducted simple conversations, in 
ordinary English, were designed. The most famous of these early systems, ELIZA 
(Weizenbaum 1966), was designed by Joseph Weizenbaum and was able to converse 
with a user, in plain written English. ELIZA used a very simple set of mechanisms 
to answer questions, using pre-written sentences or simply rephrasing the question 
in slightly different terms. Although the system had no real understanding of the 
conversation, many users were tricked into thinking they were talking to a human 
being. In a way, ELIZA was one of the first systems to pass a Turing test, albeit a 
test administered under very specific and rather undemanding conditions. 

Other projects aimed to create ways to represent human knowledge, so that it 
could be manipulated and used to generate new knowledge. Through the application 
of rules of deductive reasoning to knowledge bases, it was possible, for example, 
to build systems that were able to make medical diagnoses in certain particularly 
controlled conditions, where knowledge could be expressed symbolically, and 
combined using rules for the manipulation of symbols. Some so-called expert 
systems were developed based on these techniques and played relevant roles in 
different areas, mainly in the 1970s and 1980s. 

These and other projects demonstrated that some of the capabilities of the 
human brain that seemed more complex and sophisticated, such as demonstrating
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mathematical theorems or playing board games, could be programmed into a 
computer. These results led to several excessively optimistic predictions about the 
future evolution of artificial intelligence. In the 1960s, several renowned researchers, 
including Marvin Minsky and Herbert Simon (who had also attended the Dartmouth 
workshop), predicted that it would be possible, within three decades, to develop 
human-like intelligence in computers and to create systems that could perform 
any function performed by human beings. Those predictions, however, turned 
out to be unduly optimistic. The research carried out in those decades ended 
up showing that many tasks easily performed by humans are very difficult to 
replicate in computers. In particular, it proved exceptionally difficult to translate 
the results obtained in simplified environments, like the blocks world, to more 
complex and uncertain environments, such as a bedroom, a kitchen, or a factory. 
Tasks as simple as recognizing faces or perceiving spoken language proved to be of 
insurmountable complexity and were never solved by approaches based solely on 
symbol manipulation. 

In fact, almost all of the capabilities of the human brain that have to do with 
perception and real-world interaction have proved especially difficult to replicate. 
For example, analyzing a scene captured by a camera and identifying the relevant 
objects therein is a very difficult task for a computer program, and only now it is 
finally beginning to be achievable by the most modern artificial intelligence systems. 
Despite this, we perform it without apparent effort or specific training. Other tasks 
that we perform easily, such as recognizing a familiar face or understanding a 
sentence in a noisy environment, are equally difficult to reproduce. 

This difficulty contrasts with the relative ease with which it was possible to 
write computer programs that reproduce the intelligent manipulation of symbols, 
described in some of the approaches mentioned. This somewhat unexpected dif-
ficulty in reproducing behaviors that are trivial for humans and many animals on 
a computer is called Moravec’s paradox: it is easier to reproduce on a computer 
behaviors that, for humans, require explicit complex mathematical reasoning than 
it is to recognize a face or perceive natural language, something a child does with 
great ease and with no specific instructions. 

The difficulty in solving most problems involving perception and other character-
istics of human intelligence led to several disillusionments with the field of artificial 
intelligence, the so-called AI winters. Despite these negative phases, marked by 
discouragement and lack of funding for projects in the area, the development 
of artificial intelligence systems based on symbol manipulation contributed, in 
different ways, to the creation of many algorithms that are executed by today’s 
computers, in the most varied applications. This area has developed numerous 
methods of searching and representing knowledge that made it possible to create 
many programs that perform tasks that we often do not associate with intelligent 
systems. For example, the optimization of timetables for trains, airplanes, and 
other transportation systems is often performed by systems based on search and 
planning algorithms developed by the artificial intelligence community. Similarly, 
the systems created in the last decade of the twentieth century to play chess use 
search techniques that are essentially those proposed by this same community.
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The methods and algorithms that made it possible to build the search engines 
that are now one of the central pillars of the Internet, and which allow us to locate, 
in fractions of a second, the relevant documents on a given topic, are also due to 
a specific sub-area of artificial intelligence: information retrieval. These systems 
identify, from the terms that are used in the search, the relevant documents and use 
different methods to determine which are the most important. The latest versions 
of these search engines use large language models (which we will describe later) to 
better understand the users’ intentions and provide them with the most meaningful 
answers possible. 

Nevertheless, with few exceptions, the systems based on symbol manipulation 
are rigid, unadaptable, and brittle. Few, if any, are capable of communicating 
in natural language, spoken or written, and of understanding the essence of 
complex questions. They are also uncapable of performing tasks requiring complex, 
unstructured image processing, or solving challenges that require adaptability to 
real-world, uncontrolled environments. Although artificial intelligence researchers 
have developed numerous robotic systems, few of these interact with humans in 
uncontrolled environments. Robotic systems are used extensively in factories and 
other industrial environments but, in general, they do so in controlled environments, 
subject to strict and inflexible rules, which allow them to perform repetitive tasks, 
based on the manipulation of parts and instruments that always appear in the same 
positions and the same settings. 

Only very recently, after decades of research, have we started to have systems and 
robots that interact with the real world, with all its complexity and unpredictability. 
Although they also manipulate symbols, they are based on another idea, the idea 
that computers could learn from experience, and adapt their behavior intelligently, 
like children do. 

5 Machine Learning 

5.1 Basic Concepts 

In the article Alan Turing wrote in 1950, he shows a clear awareness of the difficulty 
inherent in programming a system to behave intelligently. Turing proposed that, 
instead, it might be easier to build a program that simulates a child’s brain. Duly 
submitted to an educational process, an adult brain would then be obtained, capable 
of reasoning and of higher intelligence. Turing compares a child’s brain to a blank 
book, in which the experiences of a lifetime are recorded. Turing argued that it 
would probably be easier to build an adaptive system that uses machine learning 
to acquire the ability to reason and solve complex problems that we associate with 
human intelligence. 

What exactly is this idea of machine learning, this idea that computers can learn 
from experience? At first glance, it goes against our intuition of computers, which
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we see as machines that blindly obey a certain set of instructions. This was also the 
idea that Ada Lovelace had, much influenced by the mechanical computer to which 
she had access, which led her to the conclusion that computers are inflexible and 
cannot create anything new. 

The key concept of machine learning is that it is possible for a system, when 
correctly configured, to adapt its behavior to approximate the intended results for a 
given set of inputs. At its core, the concept is easy to explain. Imagine a very simple 
system that receives as input a single number and generates on its output a single 
number, which depends on the first one. If this system is shown several examples 
of the intended correspondence between the input number and the output number, 
it can learn to guess this correspondence. Suppose the number on the input is the 
latitude of a city and the number on the output is the average temperature in that 
city during winter. If the system is given several examples of latitude/temperature 
pairs, the system can learn an approximate correspondence between the latitude and 
the temperature. Of course, the match will not, in general, be exact, because of local 
variations in the environment and location of the cities. But using mathematical 
techniques that are familiar to many readers, such as regression, it is possible 
to estimate the average winter temperature from the latitude of the city. Such a 
system represents perhaps the most basic machine learning system imaginable. 
This correspondence between the latitude and the temperature was not explicitly 
programmed by any programmer but inferred from data, using a mathematical 
formula or algorithm. The machine learning program, however, is very general. It 
can either infer this correspondence or the correspondence between the average 
income of a country and its energy usage per capita. Once written, this same 
program can learn to determine relationships of a certain type (for example, linear) 
between pairs of numbers, regardless of the concrete problem being analyzed. 

In machine learning, the set of examples used to train the system is called 
the training set and the set of examples later presented to the system to test its 
performance is called the test set. Once trained, the system can be used many times 
to predict outputs from new input values, without the need for additional training. 
In many cases (namely if the training set if very large and the relationship being 
learned is very complex), the training process can be relatively slow, but using the 
system to determine the desired match for new examples is quick and efficient. 

Returning to the example of latitude and average winter temperature, now 
imagine that the learning system is given, as input, not only latitude, but also the 
average winter energy consumption by household, the distance from the sea, and 
other relevant variables. It is easy to see that the program can now learn, with much 
more precision, to calculate the relationship between this set of variables and the 
average winter temperature of a given city. Mathematically, the problem is more 
complex, but the formulation is the same: given a set of input data, the objective 
is to obtain a program that generates an estimate of the output. Using the right 
algorithms, this problem is not much harder than the previous one. 

If the output (i.e., the variable being predicted) is a quantitative variable (or 
collection of quantitative variables), the system obtained through the execution of 
the learning algorithm is called a regressor, and the problem is known as regression.
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If the objective is to assign a given class to the object characterized by the input, 
the system is called a classifier. Let us now consider a much more difficult problem: 
imagine you are given images with, say, a million pixels. The goal is to learn to 
classify images in accordance with what is in them; for example, does each image 
contain, or not, a cat or a dog. Again, we have as input several variables, in this 
case, three million variables for a color one megapixel image, and the objective is to 
generate in the output a variable that indicates what is in the photo, a dog, a cat, or 
a car, for instance. There are, indeed, very large datasets, such as ImageNet (Deng 
et al. 2009) that has more than 14 million images in more than 20,000 categories, 
which are used to train machine learning systems. 

The attentive reader will have noticed that this problem is in essence no different 
from the first one discussed above. In the present case, it is necessary to calculate 
the correspondence between three million numbers, the input, and the desired class, 
the output. Although it has the same formulation, this problem is dramatically 
more difficult. There is now no direct correspondence, through more or less simple 
mathematical formulas, between the intended input and output. To get the right 
class, we need to be able to identify diverse characteristics of the image, such as 
eyes, wheels, or whiskers, and how these features are spatially related to each other. 

Here, too, Alan Turing’s pioneering idea works. Although it is very difficult 
(arguably impossible for a human) to write a program that maps inputs to outputs, 
images to categories, it is possible to learn it from the labels and descriptions humans 
created for these images. This idea that a computer can learn from examples was 
developed from the 1960s onwards by numerous researchers and scientists. The 
first approaches, which used symbolic representations to learn the correspondences 
between inputs and outputs, ended up giving way to statistical and/or numerical 
methods. There are many ways to learn a correspondence between the values in the 
inputs and the intended outputs, and it is not possible here to describe in a minimally 
complete way even a small fraction of the algorithms used. However, it is possible 
to present, in a very brief way, the philosophy underlying most of these approaches. 

5.2 Statistical Approaches 

A class of approaches that originated in statistics is based on estimating, from the 
training data, a statistical relationship between the input and the output (Friedman 
et al. 2001). Some of these statistical approaches (in a subclass usually referred to 
as generative) are based on the famous Bayes law. This law, actually a theorem, 
computes the probability of occurrence of some event (for example, the class of a 
given image) from prior knowledge about that event (for example, the probability 
that any given random image contains a dog, a cat, a person, . . . ) and about 
how the input is related to the observations (for example, what are the statistics 
of images containing dogs). Another class of statistical approaches (usually called 
discriminative) bypasses the application of Bayes’ law and, from the training data, 
estimates directly a model of how the probability of the output values depends on
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the input (for example, the probability that a given image contains a dog, given all 
the pixel values of that image). In complex problems (such as image classification), 
the discriminative approach is by far more prevalent, because it has two important 
advantages: it makes a more efficient use of the available data and it is less reliant 
on assumptions about the form of the underlying statistical relationships being 
therefore more robust and general-purpose. 

5.3 Similarity-Based Approaches 

Other approaches focus on assessing the similarities between the different examples 
of the training set. Imagine we want to determine a person’s weight based on their 
height, sex, age, and waist circumference. And suppose we intend to determine the 
weight of a new individual never seen before. A simple and pragmatic approach, if 
there are many examples in the training set, is to look in that set for a person (or set 
of persons) with characteristics very similar to the individual in question, and guess 
that the weight of the individual in question is the same as that of the most similar 
person in the training set. This approach, learning by analogy, is effective if there 
is a vast training set, and can be carried out in a variety of ways, with algorithms 
whose designations include the nearest neighbor (or k kearest neighbors) method 
(Fix and Hodges 1989). An extension of this class of method, based on assessing 
similarities between objects to be classified and those in the training set, led to a 
class of methods known as kernel machines (of which the most famous member is 
the support vector machine), which was very influential and had significant impact 
in the last decade of the twentieth century and beginning of this century (Schölkopf 
and Smola 2002). 

5.4 Decision Trees 

Yet another class of methods, known as decision trees (Quinlan 1986), work by 
splitting data into a series of binary decisions. Classifying a new object corresponds 
to traversing down the tree based on these decisions, moving through the decisions 
until a leaf node is reached, which will return the prediction (a class or a value). A 
decision tree is built by making use of a heuristic known as recursive partitioning, 
which exploits the rationale of divide and conquer. Decision trees have several 
important advantages, such as being seamlessly applicable to heterogeneous data 
(with quantitative and categorical variables, which is not true of most other 
methods), being somewhat analogous to the thought process of human decision 
making, and, very importantly, being transparent, since the chain of decisions that 
leads to the final prediction provides an explanation for that prediction. Decision 
trees can also be combined into so-called random forests (Ho 1995), a type of 
model that uses multiple decision trees, each learned from a different subset of
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the data. The prediction of the forest is obtained by averaging those of the trees, 
which is known to improve its accuracy, at the cost of some loss of transparency 
and explainability. Random forests are, still today, one of the methods of choice in 
problems involving heterogenous data and for which the amount of training data 
available is not large. 

5.5 Neural Networks 

Neural networks are one of the most flexible and powerful approaches in use 
today. This approach was pioneered in the 1980s (McClelland et al. 1986) and 
is heavily inspired by much earlier work on mathematical models of biological 
neurons, namely by McCulloch and Pitts, in a famous 1943 paper with title “A 
Logical Calculus of Ideas Immanent in Nervous Activity”, which proposed the 
first mathematical model of biological neurons. Also in the 1940s, Donald Hebb 
proposed the first biologically plausible learning process for neural networks (the 
Hebbian rule), which became famously summarized in the sentence “cells that fire 
together wire together” (Hebb 1949). 

Although the functioning of a biological neuron is complex and hard to model, 
it is possible to build abstract mathematical models of the information processing 
performed by each of these cells, of which the one by McCulloch and Pitts was the 
first. In these simplified models, each cell accumulates the excitations received at 
its inputs and, when the value of this excitation exceeds a certain threshold, it fires, 
stimulating the neurons connected to its outputs. By implementing or simulating 
in a computer the interconnection of several of these units (artificial neurons), 
it is possible to reproduce the basic information processing mechanism used by 
biological brains. In a real brain, neurons are interconnected through synapses of 
varying strength. In the neural networks used in machine learning, the strength of 
the connection between neurons is defined by a number that controls the weight 
with which it influences the state of the neuron connected to it. 

Mathematical methods, called training algorithms, are used to determine the 
values of these interconnection weights to maximize the accuracy of the corre-
spondence between the computed output and the desired output, over a training 
set. In fact, these algorithms are essentially a form of feedback, where each error 
committed on a training sample is fed back to the network to adjust the weights 
in such a way that this error becomes less likely. The training algorithms that are 
prevalent in modern machine learning thus have deep roots in the work of Norbert 
Wiener, one of the greatest mathematicians and scientists of the twentieth century. 
Wiener’s seminal work in cybernetics (a field that he created and baptized) includes 
the formalization of the notion of feedback, which is one of the cornerstones of 
much of modern technology. Wiener also influenced the early work on neural 
networks by bringing McCulloch and Pitts to MIT and creating the first research 
group where neuropsychologists, mathematicians, and biophysicists joined efforts 
to try to understand how biological brains work.
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The first successful instance of a leaning algorithm for artificial neural networks, 
following the rationale of error feedback to update the network weights, was 
proposed by Frank Rosenblatt, in 1958, for a specific type of network, called 
perceptron. The perceptron together with Rosenblatt’s algorithm 1958 are the pre-
cursors of the modern neural networks and learning algorithms. The early success 
of perceptrons spawned a large wave of enthusiasm and optimism, which turnec into 
disappointment when it became obvious that this optimism was very exaggerated. 
A symbolic moment in the crushing of expectations was the publication of the 
famous book “Perceptrons”, by Minsky and Papert, in 1969. This book provided 
a mathematical proof of the limitations of perceptrons as well as unsupported 
statements regarding the challenges of training multi-layer perceptrons (which they 
recognized would solve those limitations). This disappointment was responsible for 
a dramatic decrease in the interest and funding for neural network research, which 
lasted for more than three decades. 

Modern neural networks arose of the realization that it is indeed possible to 
learn/train networks with several layers (currently known as deep neural networks, 
to which the following section is devoted), which can be mathematically and exper-
imentally shown to be highly flexible structures, capable of solving many prediction 
problems. At the heart of this possibility is a procedure, known as backpropagation, 
which allows implementing the above-mentioned feedback from prediction errors 
in training examples to adjustments in the network’s weights, aiming at making 
these errors less likely. The term backpropagation and its application in neural 
networks is due to Rumelhart, Hinton, and Williams, in 1986, but the technique was 
independently rediscovered many times, and had many predecessors dating back to 
the 1960s, namely in feedback control theory. 

Modern neural networks can have up to many millions of neurons and billions 
of weights. Sufficiently complex artificial neural networks can be used to process, 
images, sounds, text, and even videos. For example, when they are used to process 
images, each of the neurons in one of these networks ends up learning to recognize 
a certain characteristic of the image. One neuron might recognize a line at a given 
position, another neuron (deeper, that is, farther from the input) might recognize an 
outline of a nose, and a third, even deeper, might recognize a particular face. Again, 
some of the modern work on neural networks for analyzing images has old roots in 
work from the late 1950s and early 1960s, namely the neural models of the visual 
cortex of mammals described by Hubel and Wiesel, for which they received the 
Nobel Prize in 1981. 

Although biological brains have inspired artificial neural networks and learning 
mechanisms, it is important to realize that, in the current state of technology, these 
networks do not work in the same way as biological brains do. Although networks of 
this type have been trained to drive vehicles, process texts, recognize faces in videos, 
and even play champion-level games like chess or Go (a very complex board game 
popular in Asia), it would be wrong to think that they use the same mechanisms the 
human brain uses to process information. In most cases, these networks are trained 
to solve a very specific problem and they are incapable of tackling other problems, 
let alone making decisions autonomously about which problems should be tackled.
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How the human brain organizes itself, through the process of development and 
learning that takes place during childhood and adolescence, how new memories 
are kept throughout life, how different goals are pursued over time, by any of us, 
depend on essentially unknown mechanisms and are not present in artificial neural 
networks. 

However, the last decade has seen the emergence of technologies that enable us 
to create very complex systems that, at least on the surface, exhibit somewhat more 
intelligent behavior. 

6 The Deep Learning Revolution 

In the last decade, machine learning led to remarkable developments in applications 
where symbolic methods did not perform well, such as computer vision, speech 
recognition, and natural language processing. These developments are collectively 
known as deep learning. The adjective “deep” refers to the use of multiple layers 
in neural networks, although other approaches that do not use neural networks also 
fall into the scope of deep learning (LeCun et al. 2015). 

Deep learning commonly resorts to neural network architectures with many 
layers (essentially the concatenation of many perceptrons in a multilayer structure), 
leading to new applications and optimized implementations, mainly due to the 
availability of very large datasets for training these large structures with many 
paremeters (the weights referred above) and very efficient special-purpose computer 
processors, such as GPUs (graphics processing units). In deep learning, each neural 
network layer learns to transform its input into a somewhat more abstract and 
composite representation. For instance, in image recognition or classification, the 
raw input may be a matrix of pixels, the first layer may abstract the pixels and encode 
edges or corners, the second layer may compose and encode arrangements of edges 
and corners into lines and other shapes, and so on up to semantically meaningful 
concepts, such as faces or objects, or tumors in medical images. At the very core 
of the algorithms that learn these deep neural networks is the backpropagation 
algorithm that was mentioned in the previous section. 

Deep learning has had many remarkable successes in recent years. Board games 
have been popular in artificial intelligence research ever since its inception in the 
fifties. Simpler games, like checkers and backgammon, have been mastered by 
machines decades ago, but other more complex games, like chess and Go took 
longer to solve. IBM’s Deep Blue was the first chess program to beat a world 
champion (Campbell et al. 2002), when it defeated Garry Kasparov in 1997 in a 
rematch. However, Deep Blue, like many other chess programs, depended heavily on 
human-designed playing strategies and relied heavily on brute force search. Starting 
in 2016, a series of developments by DeepMind, a Google-owned company, led to 
the release of AlphaGo (Silver et al. 2016), a system that beat the best Go players in 
the world, after learning from expert games and self-play. Posterior developments 
led to AlphaGo Zero (Silver et al. 2017) and AlphaZero (Schrittwieser et al. 2020),
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systems that excelled at Go, chess, and other games, but that did not need to learn 
from human experts and learned uniquely from self-playing, using deep learning 
and a technique for sequential decision making known as reinforcement learning. 
The outcomes achieved by these programs were remarkable, as they were able to 
learn techniques and strategies within a matter of days that had eluded humanity for 
millennia since the inception of these games. The games these machines play are 
currently being studied in order to understand the novel strategies and techniques 
they developed and that are alien to humans. 

Another area where deep learning has led to significant advances is computer 
vision, where the goal is to enable computers to process, analyze, and even under-
stand images and videos. One important feature of the neural network architectures 
developed for computer vision is that the first layers are convolutional, inspired 
by the architecture of the first layers of the neural visual system of mammals, as 
discovered by Hubel and Wiesel in the 1950–1960s. Convolutional layers enjoy 
a certain type of invariance (more precisely, equivariance, but that is beyond the 
scope of this introduction), which means, in simple terms, that the processing 
that is performed at each location of the image is the same across all the image. 
Convolutional layers are an embodiment of a so-called inductive bias: a property 
of the network that is designed rather than learned, based on knowledge of the 
data that will be processed and the purpose of the network. More specifically, the 
inductive bias in this case is that to recognize the presence of an object in an image, 
its location is irrelevant. Another crucial implication of the convolutional nature of 
these networks is that, due to this invariance, the number of parameters that needs to 
be learned is dramatically smaller than in an arbitrary network with the same size. 

By combining new architectural features, such as convolutional layers (and many 
other tricks of the trade) with massive datasets and powerful processing engines 
based on GPUs and TPUs (tensor processing units), deep learning has led to 
an explosion in the range of applications of computer vision. These applications 
include face recognition (heavily used in modern smartphones and automated 
surveillance), image recognition and classification, surveillance, automated facility 
inspection, medical image reconstruction and analysis, and autonomous driving, 
among others. 

Several modern deep learning architectures, such as transformers (Vaswani et 
al. 2017), have been developed for natural language processing and used to build 
large language models. These large language models, which are statistical in nature, 
such as GPT-3 (Brown et al. 2020), have been trained in corpora with trillions of 
words, and can accurately answer questions, complete sentences, and write articles 
and notes about many different topics. They are becoming increasingly useful in 
the development of customer interaction tools, as shown by the recent release of 
ChatGPT and GPT-4, mimicking in very impressive ways the behavior of human 
agents in analyzing and answering requests made in natural language. In some 
ways, these large language models are approaching Turing’s vision of machines that 
interact in a way that, if based only on text, cannot be distinguished from interaction 
with humans. The enormous interest raised by the release of ChatGPT shows the 
potential of these approaches, although this system represents, really, just one more
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step forward in the evolution of the technologies used in large language models, 
which are the result of the deep learning revolution. 

7 Applications in Analytics and Automation 

Modern artificial intelligence has many applications, in the most diverse fields, 
and cannot be easily classified using any simple taxonomy. However, they can be 
roughly clustered into two large, non-exclusive, areas: analytics and automation. 

Analytics has a strong connection with other areas with designations such as 
data science, big data, data mining, or business intelligence. The fundamental goal 
of analytics is to organize existing data about people, organizations, businesses, 
or processes, in order to extract economic value from that data, by identifying 
regularities, propensities, or sensitivities that are susceptible to exploitation. Many 
of the world’s largest companies, including those commonly known as GAFAM 
(Google, Apple, Facebook, Amazon, and Microsoft) owe much of their value to 
the ability to organize the data contributed by their users and resell it to support 
targeted advertising or other sales campaigns. However, the applications of analytics 
go far beyond advertising and marketing. Properly explored, the data obtained in 
the most diverse ways can also be used to discover new scientific knowledge and to 
optimize processes of design, manufacture, distribution, or sales, which represents 
an important component of another area that has become known as Industry 4.0. Any 
company that wants to be internationally competitive nowadays or any institution 
that wants to provide good services to its users must use analytics tools to explore 
and use the data they have. 

Automation, on the other hand, has to do with the partial or total replacement 
of human beings in tasks that normally require intelligence. This area, whose 
economic impact is still probably smaller than that of analytics, will grow rapidly 
in the coming years, as companies and institutions continue to face pressure to 
become more efficient and reduce costs. Areas as diverse as customer support, 
legal services, human resources, logistics, distribution, banking, services, and 
transportation will progressively be transformed as functions previously performed 
by human employees are progressively automated by machines. This replacement 
process will be progressive and gradual, giving time for companies to adapt, but, 
inevitably, tasks such as customer service, facility surveillance, legal document 
analysis, medical diagnosis, vehicle driving, and many others will be progressively 
performed by automatic systems based on artificial intelligence. The current state of 
technology does not yet allow for the complete replacement of professionals in most 
of these tasks, but technological advance seems inevitable and their consequences, 
in the long run, indisputable. 

Recently, the European Commission proposed two documents for possible 
adoption by the European Parliament that aim to regulate various aspects of 
the application of artificial intelligence technologies. These documents are some-
how partially aligned with this taxonomy. The Digital Markets Act, proposed in
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December 2020, focuses on the need to regulate access to data, for the purposes 
of analytics, and prevent excessive control of this data by large platforms (the 
document calls them Gatekeepers), which would lead to situations of overwhelming 
market dominance. The Artificial Intelligence Act, proposed in April 2021, focuses 
more on the problems caused by potential high-risk applications that are mainly 
in the field of automation. Systems considered high-risk by the document include, 
among many others, those that identify people, operate critical infrastructure, 
recruit or select candidates for positions or benefits, control access to facilities and 
countries, or play a role in education or administration of justice. 

The European Union’s ambition is to regulate artificial intelligence technologies, 
to maintain the security and privacy of citizens, guarantee competition and preserve 
the openness of markets while stimulating the development of new, secure, and 
non-invasive applications. However, the gap between essential and over-regulation 
is small, and compromises are often difficult. For example, the General Data 
Protection Regulation (GDPR) is certainly an important piece in the protection of 
citizens’ rights and has placed Europe at the forefront in this field. But it is also 
a regulation whose compliance poses many challenges, demands, and difficulties 
for companies and institutions. Concerning the regulation of artificial intelligence, 
the hope is that Europe will manage to find an appropriate balance, preserving 
individual rights but also setting up the conditions for the creation of innovation, 
which will continue to be the engine of increased productivity and economic 
development. 

8 Conclusions 

Artificial intelligence, the field that has been developed to realize the idea that 
machines will one day also be able to think, is today an important technology that 
is behind profound changes that will affect society in the next few decades, globally 
known as the fourth industrial revolution. 

Applications in analytics and automation will expand rapidly in the next decades, 
leading to changes in the way we live, work, and interact. Although the world 
seems profoundly changed by the technologies that are already in place, we must be 
prepared for even deeper changes in years to come, brought by the convergence of 
diverse technologies, of which artificial intelligence is the most central one. 

Although we still do not know how to reproduce human-level intelligent behavior 
in machines, an objective known as artificial general intelligence, large-scale efforts 
to develop the technologies that could lead to such a result are being undertaken 
by all the major economic blocs, companies, research institutes, and universities. It 
is highly likely that the combined efforts of millions of researchers may eventually 
shed light on one of the most important questions that humanity has faced: what is 
intelligence and can it be reproduced in machines?
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If artificial general intelligence is indeed possible and becomes a reality some-
time in the future, it will raise significant practical, ethical, and social questions, 
which will have to be discussed and addressed, from a variety of standpoints.2 
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