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Chapter 12
Big Data without Big Brothers: 
The Potential of Gentle Rule Enforcement

Ido Erev, Manal Hreib, and Kinneret Teodorescu

One of the main goals of laws and regulations is to decrease the frequency of behav-
iors expected to impair social safety and welfare. These behaviors are defined as 
violations, and if detected, should be punished. Historically, the main challenge to 
the design of effective laws and regulations was the difficulty of detecting viola-
tions; the low probability of detecting violations undermines the potential benefit to 
the public good offered by regulatory acts. A common solution to this difficulty 
involves the use of severe punishments to create deterrence. For example, despite 
the low probability of actually catching a thief, past enforcers perceived the threat 
of chopping the thief’s hands, or sending them to Australia, as sufficient to 
reduce thefts.

Becker (1968/2000) shows that under the standard interpretation of rational eco-
nomic theory, using severe punishments to compensate for insufficient detection 
should prove highly effective. However, behavioral research has documented devia-
tions from the rational model that challenge the effectiveness of this compensatory 
approach. One solution to this problem involves the use of advanced big data and 
surveillance technologies to increase the probability of detection. However, the use 
of these technologies is often associated with indirect costs in the form of invading 
privacy. Unwise use of big data for enforcement can give the enforcers too much 
power and impinge on basic rights.

In the current chapter, we review recent research that sheds light on the costs and 
benefits associated with the use of big data technologies to enforce laws and rules. 
In section “The impact of rare events”, we summarize basic research on human 
sensitivity to low-probability (rare) events. We conclude that before gaining experi-
ence people are more sensitive to the magnitude of the punishment, but that 
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experience reverses this tendency. The effectiveness of deterrence generated by a 
threat of severe punishments, therefore, should be short lived. Experienced agents 
cannot be so easily threatened and are likely to be more sensitive to the probability 
of detection than to the magnitude of the punishment.

In section “The value of gentle rule enforcement”, we highlight the value of 
gentle rule enforcement. We suggest that severe punishment can be costly for the 
enforcers themselves, interfering with proper enforcement. Consequently, if the 
probability of detection can be raised sufficiently, gentle enforcement is more effec-
tive than severe punishment. In section “Privacy”, we demonstrate that in many 
settings gentle rule enforcement can be performed with minimal invasion of privacy 
and does not require changes of current laws. When the probability of the detection 
of the initial violation is sufficiently high, gentle enforcement can be performed 
without collecting data about the behavior of specific individuals. In many cases, 
the focus on the location in space can replace the need to impair privacy. In section 
“Gentle rule enforcement and the law”, we consider the legal implications of our 
analysis.

 The Impact of Rare Events

Experimental studies of human decision-making have revealed contradictory devia-
tions from the prediction of rational economic theory. Kahneman and Tversky 
(1979) noted that part of the contradictions involves the inconsistent impact of low 
probability (rare) events. They wrote: “Because people are limited in their ability to 
comprehend and evaluate extreme probabilities, highly unlikely events are either 
neglected or overweighted, and the difference between high probability and cer-
tainty is either neglected or exaggerated” (Kahneman & Tversky, 1979, p. 283).

 The Description-Experience Gap

The effort to clarify the impact of rare events reveals a large difference between 
initial decisions made purely based on a description of the incentive structure, and 
subsequent decisions made largely based on past experiences. The top panel of 
Table 12.1 summarizes Kahneman and Tversky’s (1979) study of the impact of rare 
events on decisions from description. The results reveal high sensitivity to the rare 
(low probability) outcomes. For example, most participants preferred a “sure loss of 
5” over a “1 in 1000 chance to lose 5000.” This pattern appears to suggest that if our 
goal is to reduce the frequency of a specific illegal behavior, rare but severe fines 
(e.g., a fine of 5000 for 1 in 1000 violations) are likely to be more effective than 
frequent but low fines with the same expected penalty (e.g., a fine of 5 with certainty).

However, other studies (Barron & Erev, 2003; Hertwig, Barron, Weber, & Erev, 
2004; Plonsky & Teodorescu, 2020a) have subsequently revealed that experience 
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Table 12.1 Comparison of studies of decisions from description with and without feedback

Study Main results

Decisions from description (Kahneman and 
Tversky 1979)
Method: The participants were asked to choose 
once between the following two hypothetical 
prospects:
  S: Sure loss of 5
  R: A 1 in 1000 chance to lose 5000; no loss 

otherwise

Choice rate of Option S: 80%
Under prospect theory (Kahneman and 
Tversky 1979), this choice rate suggests 
that most subjects behave as if the 
probability of the rare event (-5000) is 
overweighted

The impact of feedback (Erev et al. 2017)
Method: In each of 25 trials, the participants were 
asked to choose once between the following 
prospects. They were paid (in shekels) for one 
randomly selected choice, and starting at Trial 6, 
received full feedback (saw the realized payoffs) 
after each choice
  S: Sure loss of 1
  R: 1 in 20 chance to lose 20; no loss otherwise

Initial tendency to choose S (52% before 
receiving feedback), and a reversal of this 
tendency after several trials. The 
availability of feedback increased the 
choice rate of Option R from 48% to 64%

Note. Source: Design by authors

can reverse the impact of rare outcomes. The bottom panel of Table 12.1 presents 
one demonstration of this observation: When people face repeated choices between 
a “sure loss of 1” and “1 in 20 chance to lose 20,” they initially tend to prefer the 
sure loss; after fewer than 5 trials with feedback, however, they change their prefer-
ence to favor the riskier prospect. Accordingly, the tendency to overweight rare 
events when considering the initial description is reversed when basing decisions on 
repeated experiences, leading to under-weighting of rare events in the long run. This 
pattern is known as the “description-experience gap” (Hertwig & Erev, 2009).

 The Reliance on Small Samples Hypothesis and the Intuitive 
Classifier Explanation

Hertwig et al. (2004) noted that the tendency to underweight rare events in decisions 
from experience can be captured by assuming that decision-makers rely on only 
small samples of their past experiences. To see why reliance on small samples will 
lead to underweighting of rare events, note that the probability that a small sample 
will not include events that occur with probability p < 0.5 tends to be larger than 0.5. 
Specifically, most samples of size k will not include a rare event (that occurs with 
probability p) when the following inequality holds: P(no rare event included) = (1- 
p)k  >  .5. This inequality implies that k  <  log(0.5)/log(1-p). For example, when 
p = 0.05, k < 13.51. That is, when k is 13 or smaller, most samples do not include 
the rare event (Teodorescu, Amir, & Erev, 2013). Therefore, if people draw small 
samples from the true payoff distributions and choose the option with the higher 
sample mean, in most cases they will choose as if they ignore the possibility that the 
rare event can actually occur.
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The hypothesis that people rely on small samples underlies the most successful 
models in a series of choice prediction competitions (Erev, Ert, & Roth, 2010a, b, 
2017; Plonsky et al., 2019) and can be used to explain many judgement and decision- 
making phenomena (e.g., Erev & Roth, 2014; Erev, Ert, Plonsky, & Roth, 2023; 
Fiedler, 2000; Fiedler & Juslin, 2006; Kareev, 2000). Plonsky et al. (2015) demon-
strate the descriptive value of this hypothesis can be the product of the fact that it is 
expected both when the decision-makers try to minimize effort, and when they are 
highly motivated and use sophisticated computations in an attempt to approximate 
the optimal strategy.

The effort to minimize effort is likely to trigger reliance on small samples when 
the sampling process is costly, and the benefit from reliance on large samples is rela-
tively low. This effect is particularly clear in studies that focus on search behavior 
(Hertwig et al., 2004; Wulff, Mergenthaler-Canseco, & Hertwig, 2018; Ackerman, 
Douven, Elqayam, & Teodorescu, 2020; Teodorescu, Sang, & Todd, 2018).

When people are motivated to maximize expected return, they are also likely to 
base each choice on small samples if they have reason to believe that the environ-
ment is dynamic (e.g., the probability of gain is determined by a Markov chain). In 
such cases, one can approximate the optimal strategy by relying on a small sample 
of the most similar past experiences. The thought experiment presented in 
Figure 12.1 illustrates this assertion.

It is easy to see that in Figure  12.1’s example, the intuition (of intelligent 
decision- makers) is to base the decision in Trial 16 on only three of the 15 past 
experiences—those that seem most similar to Trial 16. In this example, similarity is 
determined by the payoff from Top in the preceding three trials: Trials 4, 8, 12 and 
16 are similar, because in all of them the payoff in the preceding three trials was “-1, 
-1, -1.” Examining Plonsky et al.’s (2015) results, one can conclude that the underly-
ing cognitive processes are similar to machine learning classification algorithms 
(like Random Forest, Breiman, 2001) that classify data based on distinct features. In 
Figure 12.1’s thought experiment, intuition uses the feature “the payoff from Top in 
the last three trials” as a signal to guide the choice in Trial 16.

(a) Task:

In each trial of the current study, you are asked to choose between “Top” and “Bottom”,

and earn the payoff that appears on the selected key after your choice. The following table

summarizes the results of the first 15 trials. What would you select in trial 16?

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

Top -1 -1 -1 +2 -1 -1 -1 +2 -1 -1 -1 +2 -1 -1 -1

Bottom 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

(b) Implications:

In trial 16, intuition favors “Top” despite the fact that the average payoff from “Top” over

all 15 trials is negative (-0.4). This intuition suggests a tendency to respond to a pattern, and

implies that only 3 of the 15 trials (Trials 4, 8 and 12) are used to compute the value from

“Top” in trial 16.

Fig. 12.1 A thought experiment. Following Plonsky et al., 2015. Source: Design by authors
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Under this “intuitive classifier” (Erev &  Marx, 2023) explanation, people are 
likely to consider wide classes of features as signals and use the feature that pro-
vides the best classification of the relevant past experiences. One obvious example 
involves the use of “traffic light color” as a signal to guide driving behaviors. Most 
drivers use this signal and stop at red lights to avoid accidents and fines. However, 
when explicit signals such as a red traffic light are absent, people, in an effort to 
understand their environment, may rely on many other (sometimes irrelevant) sig-
nals to sample subsets of past experiences (e.g., Cohen & Teodorescu, 2022; Plonsky 
& Teodorescu 2020b). Such signals could be their current mood, or the day of the 
week. Accordingly, by using the intuitive classifier hypothesis one would predict 
that even highly motivated people are likely to base their decisions on only a small 
subset of their previous experiences.

 The Value of Gentle Rule Enforcement

The reliance on small samples hypothesis suggests that: (1) the deterrence created 
by a rare but severe punishment will not be effective for most of the population that 
has already gained some experience in comparable situations; (2) when it is easy to 
frequently detect violations of laws and regulations, even gentle fines are enough to 
ensure compliance. For example, if running a red light saves 80 seconds, a frequent 
fine of 81 seconds should be enough to eliminate this violation, whereas a severe, 
but rare, 24-hour detention will have little effect in the long run.

In a recent paper, Teodorescu, Plonsky, Ayal, and Barkan (2021) explicitly exam-
ined the above predictions in the simple perceptual task described in Figure 12.2. In 
each study trial, they presented their participants with dots on a divided screen and 
asked them to report which side contained more dots. Those who reported more dots 
on one of the sides received a higher reward (10 points vs. 1 point), regardless of the 
accuracy of their response. Thus, participants could try to increase their earnings by 
reporting the more profitable side (that with 10 points), even doing so contradicted 
the evidence. In the first stage, the researchers did not verify the answer, and report-
ing the more rewarding 10-points side was always beneficial. In the second stage, 
they informed the participants that from now on, they would randomly sample and 
verify answers, meting out fines for each incorrect response. As a deterrent, they 
implemented a policy of high enforcement frequency (p  =  0.9) with small fines 
(−10) for one group, and a policy of low enforcement frequency (p = 0.1) with high 
fines (−90) for the other. Notice that the expected value for misreporting was identi-
cal in both enforcement policies.

The results revealed that a higher frequency of gentle punishments decreased the 
rate of violation much more effectively than a lower frequency of more severe pun-
ishments. The gap was especially large among particularly delinquent participants 
(those who tended to commit more violations in the first, non-enforced stage). 
Moreover, this trend held steady even when the researchers told the participants 
how much the fine was in advance but did not reveal the frequency of 
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enforcement—which simulates many real-life situations. From a practical stand-
point, one can conclude that when the inspection rate is low, policymakers should 
prioritize increasing the frequency of inspections over the severity of punishments.

Moreover, as law enforcers are often reluctant to give very large fines, when the 
expected punishment is severe, law enforcement agents tend to let people go with 
just a warning. Therefore, large fines could result in a perception of unfairness and 
consequently reduce the probability of detection (Feess, Schildberg-Hörisch, 
Schramm, & Wohlschlegel, 2018; Polinsky & Shavell, 2000), which seems to be the 
key factor in reducing delinquent behavior. Accordingly, these findings are a strong 
indicator that “gentle rule enforcement” (Erev, Ingram, Raz, & Shany, 2010c) that 
includes smaller punishments with higher probability would be more effective in 
reducing violation rates, especially for high offenders, the target population of any 
enforcement policy.

In order to clarify the significance of this suggestion, it is constructive to note 
that many substantial violations begin with much lighter breaches. For example, 
certain cheating efforts, during exams, start with looking around to identify a visible 
exam form with completed answers. Similarly, certain violent fights in public areas 
start with carrying concealed weapons, and threatening others with this weapon. 
The current logic suggests that enforcers can use gentle rule enforcement to stop the 
first stages in these event sequences that, left untouched, might snowball into a 

Fig. 12.2 Timeline example of two trials: The first trial without inspection and the second with 
inspection under an enforcement policy with severe punishment (fine  =  −90 points). 
Source: Reprinted from Frequency of enforcement is more important than the severity of punish-
ment in reducing violation behaviors, by Teodorescu et  al. (2021, p. 3). Copyright by authors. 
Reprinted with permission
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serious violation. In contrast, it is often impossible (or too costly) to stop the first 
stages with harsh punishments.

In one examination of the value of gentle rule enforcement, Erev et al. (2010c) 
tried to reduce cheating on college exams. They ran an experiment during the final 
semester exams of undergraduate courses at the Technion. Traditionally, instruc-
tions for exam proctors at the Technion included the following points:

 1. The student’s ID should be collected at the beginning of the exam.
 2. A map of students’ seating should be prepared.

As collecting IDs is the first step to constructing this map, proctors commonly inter-
preted these instructions to mean that they should prepare the map at the start of the 
exam. Early map preparation was designed to ensure that it will be possible to detect 
and severely punish cheaters. However, it distracts the proctors and reduces the 
probability of early gentle punishment (e.g., warning or moving the suspected stu-
dent to the first row). The experiment compared two conditions that differed with 
respect to the timing of the map’s preparation. In the control condition, the proctors 
were asked to prepare the map at the beginning of the exam (as they had tradition-
ally done prior to the study), and in the experimental condition, the proctors were 
asked to delay the preparation by 50 minutes, implicitly allowing them to focus on 
early detection of cheating intentions. Seven undergraduate courses were selected to 
participate in the study. In all courses, the final exam was conducted in two rooms. 
One room was randomly assigned to the experimental and the second to the control 
condition. After finishing the exam, students were asked to complete a brief ques-
tionnaire in which they rated the extent to which students cheated in this exam rela-
tive to other exams. The results reveal a large and consistent difference between the 
two conditions. The perceived level of cheating was lower in the experimental con-
dition in all seven comparisons.

Another examination of the value of gentle enforcement, conducted by Schurr, 
Rodensky, and Erev (2014), was focused on an attempt to increase compliance with 
safety rules. Foremen in 11 Israeli factories were asked to encourage the use of 
safety devices by simply telling workers who did not use them to cease their current 
work and bring the missing safety devices. This gentle but frequent enforcement 
mechanism replaced a harsh one in which large fines were occasionally adminis-
tered by the factories’ safety inspectors. The results revealed a quick decrease, from 
50% to 10%, in safety rule violations.

To summarize, given people’s tendency to rely on small samples of past experi-
ences and the associated sensitivity to enforcement frequency, gentle, yet frequent, 
rule enforcement seems to be the key to effectively reducing undesired violation 
behaviors. Although the cost of close monitoring used to be high, recent technologi-
cal advancements and the increasing usage of AI algorithms enable more effective 
monitoring with significantly reduced costs (e.g., Abaya, Basa, Sy, Abad, & Dadios, 
2014; Piza, Welsh, Farrington, & Thomas, 2019; Raaijmakers, 2019).
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 Privacy

One of the main risks associated with the use of big data technology for enforce-
ment involves costly invasion of privacy (e.g., Lynch, 2020; Schwartz & Solove, 
2011; van Zoonen, 2016). We believe that a gentle rule enforcement policy as dis-
cussed above can reduce this risk. Our belief rests on the observation, previously 
alluded to, that many severe violations start with minor ones. Although identifica-
tion of people committing severe violations can be important, for minor violations 
we might prefer to prioritize stopping them early on, without the need to identify the 
offender. As for most small violations it is not vital to identify the offender, it is thus 
possible to develop sensors that use big data technology to stop the violation esca-
lating without recording Personalized Identifiable Information (PII). One example 
of a successful enforcement of this type involves the use of seat-belt alarm systems 
(Lie, Krafft, Kullgren, & Tingvall, 2008).  These systems create an environment 
where violations of the law “buckle your seat belt” lead to an unpleasant noise with 
high probability. These systems capitalize on our sensitivity to the frequent event 
and are thus highly effective despite the fact that they neither collect information 
about the individuals violating the law nor inflict severe punishments.

Another example involves the use of gentle rule enforcement to reduce cheating 
in exams, described above. This enforcement was performed without collecting 
information on the individuals who were asked to move to the first row. The move 
to the first row was effective because it was enforced liberally but served only as a 
minor punishment (for example, it wasted time), and also because it served as a 
frequent, implicit warning.

These examples demonstrate that when the detection probability of the first stage 
of a sequence of violations is sufficiently high, certain warnings can replace both 
punishment and invasion of privacy. In order to clarify the potential of this observa-
tion, consider the use of video surveillance systems to reduce violence in public 
areas. Previous research (see Welsh & Farrington, 2009) shows that surveillance 
systems are rather effective in reducing car related crimes, but much less effective 
in reducing physically harmful forms of violence (e.g., homicides, fights with inju-
ries, aggravated assaults) in public areas. Under the reliance on small samples 
hypothesis, this gap in the effectiveness of surveillance cameras reflects the proba-
bility of detection (Hreib, 2017). When a car is stolen or damaged, the owner is 
likely to file a complaint, and the data collected by the surveillance systems signifi-
cantly increases the probability of identifying and punishing the offender. In con-
trast, currently, violence is likely to be detected only in the case of serious injuries 
or homicides. Take, for example, cases in which youngsters use a concealed weapon 
to threaten others. It is natural to assume that this behavior will usually prove effec-
tive: The threatened party is likely to understand the message and back down. In 
such cases, the existence of the surveillance camera is ineffective because the viola-
tion will not be detected.

To illustrate this problem, consider a city with 200 public areas that are covered 
with video surveillance systems. Assume further that all 200 cameras are connected 
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to an operation room, and two operators monitor the 200 screens with the intention 
of intervening (sending police) when they detect the beginning of a fight. It is natu-
ral to assume (and the reliance on small samples hypothesis would lead one to pre-
dict) that the operators are likely to focus on the most interesting screen—the one 
attached to their smartphone. Thus, the probability of detecting violence in real time 
is very low. Big data technology can solve this problem. For example, developers 
can create machine-learning algorithms that detect evidence of threats that include 
concealed weapons and other indications of the beginning of a fight, and immedi-
ately send a warning signal. The signal, say a blue light, can appear both on the 
screen (in the operation room) and on the camera in the public area. The signal on 
the screen will draw the operator’s attention, and the signal on the camera will 
inform the fighting parties that the police are on their way. Thus, like the seat belt 
alarm, it reduces the benefit of violating the law and can stop the violation without 
collecting Personalized Identifiable Information (PII).

Similarly, undesired smoking in public areas can be detected via smoke sensors, 
but instead of identifying the individual offender, an automatic reaction can inter-
rupt the smoker. For example, imagine that each time a sensor detects cigarette 
smoke in a pub, it automatically turns off all lights within a given radius of the 
detected smoke (or alternatively, turns off the lights by all other tables, leaving light 
only on the smoking table). In a similar vein, sensors can detect pedestrians running 
a red light in crosswalks and provide them with an aversive sound (which will also 
direct nearby people’s attention to the violation). More advanced sensors can be 
used to detect violations such as littering. Imagine that each time something falls 
from someone’s hands, a nearby speaker announces: “Something has fallen on the 
floor, please pick it back up.”

More generally, we suggest that the solutions to many violations start with the 
use of local sensors to detect the existence of violations in public spaces. Once a 
sensor has detected a violation, it can send non-private information about its loca-
tion while simultaneously creating an immediate automatic reaction that signals to 
the offenders that their violation has been noticed. Thus, by focusing on the space, 
it can limit the impairment of privacy and direct patrols to where they will be most 
effective. We suggest that this type of solution generates gentle enforcement, which 
we expect to reduce small violations (that can lead to serious violations) in public 
areas without invading privacy.

 Gentle Rule Enforcement and the Law

The examples presented above demonstrate that the use of technology to facilitate 
gentle rule enforcement in public areas does not require new legislation. For exam-
ple, adding blue warning lights to surveillance cameras does not change the infor-
mation these cameras collect, nor does it change the punishment meted out to 
individuals found to violate specific laws. It only directs the attention of the human 
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operator observing multiple screens to a region of interest, consequently increasing 
the probability of detecting initial violations. At the same time, the blue light at the 
location itself warns individuals that have begun violating the law that the police are 
on their way, thus potentially interrupting or preventing more severe violations 
before they ever occur. We expect these changes to facilitate the enforcement of cur-
rent laws and regulation in public areas and increase compliance with the law. In 
addition to reducing severe crimes, we expect them to reduce the necessity of severe 
punishments.

Yet some violation behaviors occur in private areas (one’s car or house), where 
privacy concerns bar policy-makers from installing sensors linked to automatic 
responses. In these cases, regulation that forces installation of such sensors in pri-
vately owned consumer products can be of help. The most trivial example is the 
regulation forcing car manufacturers to install sensors that react with an annoying 
sound when passengers fail to fasten their seat belts (but without reporting this to 
any central agency). We expect that extending such regulation to additional sensors 
that detect and react to other dangerous driving behaviors (e.g., driving above the 
speed limit, changing lanes too frequently, dazzling drivers with strong headlights, 
etc.) will drastically reduce these violation behaviors. Importantly, in the absence of 
such regulations, another solution is to incentivize individuals to voluntarily install 
gentle enforcement devices/apps by, for example, offering discounts on insurance 
plans to consumers who make use of them.

 Summary

Basic decision research suggests that with experience, people become highly sensi-
tive to the most frequent outcomes and tend to underweight rare outcomes. 
Therefore, rare severe punishments lose their deterrence in the long run. As such, 
gentle enforcement with high probability is likely to prove more effective in reduc-
ing violation behaviors. Big data technologies in surveillance systems and advanced 
sensors enable substantial increase in the probability of detecting violations, yet 
they are criticized for invading privacy. The current analysis suggests that these 
problems can be addressed by building on the observation that most crimes start 
with small violation behaviors which can be detected and stopped without collect-
ing Personal Identifying Information (PII). Thus, it is possible to develop big data 
technologies that gently prevent crime and avoid the Big Brother problem.
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