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Preface

This volume entitled “Advances in Mechanical Engineering” aims to present a selection
of theworks submitted at theXVCongreso Iberoamericano de IngenieríaMecánica / XV
Congresso Iberoamericano EngenhariaMecânica (CIBIM 2022). These works represent
a significant sample of the research and development that is currently carried out in the
field of Mechanical Engineering in Ibero-America.

Mechanical Engineering is a broad discipline that comprises different areas of work,
which by themselves have also a wide scope. The networking and exchange of ideas
among researchers and academics from different areas can be enriching for the future
development of each one of them. For this reason, some of the objectives of the Congress
are to provide an attractive forum of discussion, to serve as a meeting place for experts
and to promote mutual knowledge that may open the possibility of future collaborations.

The selected works are grouped into five thematic areas: mechanics, vehicle engi-
neering, energy and thermal engineering, manufacturing engineering, and automaton
and artificial intelligence. Each area comprises different papers, which cover a wide
range of themes.

The selection was made taking into consideration the opinion of the reviewers of the
submissions and the chairpersons of the sessions, where 360 works were presented.

From all the topics covered in the Congress, it is observed that the topics related to
energy, biomechanics, and additive manufacturing have a special interest, as they form
a large group of submissions and attracted the interest of many researchers. Some of
these works are collected in this volume.

As it is widely known, the organization of an event of this magnitude with 500
attendees, especially after the COVID epidemic, requires the contribution of numerous
people, who from this preface are recognized for their valuable work and to whom we
would like to express our most sincere gratitude.

We hope this volume serves as a medium to disseminate knowledge and encour-
age further developments within and outside the Ibero-American Mechanical Engineer-
ing community, and we look forward to meeting you at the next XVI Ibero-American
Congress of Mechanical Engineering (CIBIM 2024) in Concepción, Chile.

March 2023 Antonio Vizán Idoipe
Juan Carlos García Prada
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Abstract. Stockbridge dampers are the most widely used in wind induced vibra-
tion control of overhead power transmission lines. This dynamic absorber com-
prises a carrier cable with a mass at each end and a bolted clamp that can be
attached to a conductor or a guard wire, with the purpose of supplementing the
energy dissipated by the cable related to its self-damping. The maximum response
of this type of absorber is associated with the frequencies of its different oscilla-
tion modes. The masses are designed in such a way to obtain moments of inertia
and location of their center of gravity such that, with the vibration of the clamp,
their various characteristic bending and torsional modes are excited. In this work,
the calibration of a nonlinear finite element model using Bayesian inference is
presented to evaluate the dynamic behavior of the damper for all excitation fre-
quencies and displacement amplitudes. To this end, an inverse problem was posed
in which the probability distributions of the parameters of interest are obtained
from backward uncertainty propagation of experimental measurements performed
in laboratory tests. Finally, the uncertainty of the calibrated model was propagated
and contrasted with the experimental data. The developedmodel is a powerful tool
when defining the quantity and distribution of dampers in the span of a line.

Keywords: Aeolian vibrations · Stockbridge damper · Bayesian calibration ·
Inverse Problems · Uncertainty Propagation

1 Introduction

During the operation of overhead power lines for electric transmission, the conductors
as well as the guard filaments are subjected to several classes of mechanical vibrations
such as: galloping, Aeolian, and subspan oscillations [1] for bundled conductors. The so-
called Aeolian vibrations (generated by von Karman vortex shedding [2]), are the most
dangerous because they cause fatigue failures in cable filaments and support accessories.
Such failures are observed in the supporting clamps or dampers clamps because of high
alternative bending stresses.
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Due to the high capital investments involved in the line projects, it is necessary to
pay special attention to the potential failures that vibrations can cause on the cables.
The Stockbridge type damper has been used successfully to reduce of wind vibrations.
Figure 1 shows an installation of the Stockbridge on a guard wire (Fig. 1(a)) and a
scheme for experimental tests (Fig. 1(b)). The employment of appropriate mathematical
models to analyze this type of problems is quite relevant. Since the dynamic response of
the Stockbridge is non-linear and hysteretic (due to internal friction in the cable wires),
various models of increasing complexity have been proposed [3].

(a)   (b)

Fig. 1. (a) Detail of an installation of Stockbridge-type damper in a guard wire. (b) Test-rig set-up
for the identification procedure of the Stockbridge.

In order to analyze the system cable-damper, Barry [4] developed a simple analytic
model inwhich the cable is conceived as a beam subjected to axial loads and the damper is
reduced to a lumped mass-spring-dashpot approach. Subsequent models [5] considered
a coupled double beamwhere the cable is the main beam and the Stockbridge is modeled
as a beam with a rigid mass attached to each end. A geometrically non-linear conception
and viscous structural damping of the messenger cable have been incorporated into
the model; moreover, experiments have been conducted to validate the approach and
equivalent values of the parameters (e.g. damping coefficient, natural frequencies of the
cable with and without the damping system, etc.) have been calculated as well. Although
the non-linear model is evidently time-demanding, it gives quite good predictions of the
dynamics. In other studies, non-linear finite elements were involved by considering the
hysteresis phenomenon [6].

In the present article, a computational approach of a given Stockbridge is constructed
and aimed to identify parameters with the final objective to study the uncertainty prop-
agation in its dynamics. The Stockbridge is conceived as a non-linear finite element
beam model subjected to movement in a plane. The intrinsic hysteretic non-linearity
of the messenger cable as well as the structural viscous damping, are incorporated. A
Bayesian inversion technique is employed to identify parameters of themodel, which are
quite difficult to measure directly (e.g. cable stiffness, bending moments of individual
filaments, etc.). The procedure is explained in the second section. As the parameters of
the Stockbridge can have variability due to many circumstances (approaches to identify
and calculate the dynamics, constructive gaps or assembly discrepancy under service,
etc.) and given that Bayesian Inversion is time-consuming, a study of the uncertainty
propagation of the parameters is performed as well.
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2 Methodology

Asmentioned before several parameters of a Stockbridgemodel are difficult to be identi-
fied bydirect experimental tests, consequently, aBayesian inversionmethod is employed.
This approach, based on Bayes’ theorem, requires an appropriate predictive determinis-
tic model, a physical system to extract experimental values and a probabilistic approach.
Figure 2(a) shows a diagram of the Bayesian inference procedure to estimate parameters
of a model. Figure 2(b) shows the structure of the whole procedure of this article, i.e.
first an identification process and then the uncertainty propagation; μ, ε, δ, and λ are the
parameters to be identified (see Sect. 2.3).

(a) (b)

Fig. 2. (a) General scheme of the Bayesian inference approach. (b) Present computational scheme
based in the UQLab procedures.

In Fig. 2(a), y is the vector of experiments (under test frequency f); g is the vector of
parameters in the predictive model ym(g); g* is a vector of proposed parameters, P(y) is
the probability density function (PDF) of y, P(g) is the PDF of the parameters, P(y|g*)
is the PDF (or likelihood function) of y given g*.

2.1 Experimental Test-Rig

The Stockbridge was subjected to the vibratory loads of an electro-dynamical shaker
according to the International Standard IEC 61897 [7]. This standard requires a fre-
quency sweep with constant speed. The mechanical Impedance (Z) of the Stockbridge is
measured; the force in the damper clamp (F) and the excitation speed (ẋ) are measured
as well. In Eq. (1) one can see expressions of the Impedance and phase angle (θ ).

Z = F

ẋ
, θ = arg(Z) (1)

According toFig. 1(b), the force in the clamp ismeasured bymeans of two load cells (type
HBM U9C). The speed of the clamp is measured with an accelerometer (Brüel & Kjaer
Delta Tron 4507 B004) by integrating the signal. This measuring configuration avoids
spurious moments and shearing displacements, allowing absolute direct data which is
registered in the Acquisition System HBM QuantumX. The frequency sweep is carried
out in discrete steps and the experimental signals are processed with Fourier transfor-
mation by means of an “ad-hoc” routine developed by the authors for this particular
study.
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2.2 Brief Description of the Predictive Deterministic Model

In the present article, the non-linear dynamics of the Stockbridge is computed by means
of non-linear beam finite element of the open-source software CodeAster [8], that the
authors modified and adapted in order to incorporate the variation of the stiffness along
the beam. This is done by coupling several types of beam elements. Themessenger cable
is modeled by a linear elastic beam element coupled to other beam elements that have an
ideal elastoplastic behavior. This conception is aimed to take into account the stick-slip
of inner filaments [9]. The bending stiffness (EI) of the messenger cable is an important
parameter for the dynamical response and its behavior is related to the curvature (κ).
The bending stiffness varies between EImin (where filaments can slip freely and only the
stiffness of each filament with respect to its local neutral axis is taken into account) and
EImax (where all filaments are stuck as a solid body). The bending moment (Mf ) can
be approximated by Eq. (2), where the bending stiffness is calculated according to the
stick-slip variation along the beam with Eq. (3).

Mf ≈ EIκ,∀EI = fnc(κ) (2)

EI = EImax = EImin + EIstick or EI = EImin + EIslip (3)

It has to be mentioned that under a cyclic load one can observe the hysteretic behavior
that is responsible for the energy dissipation in the system. The Newmark-beta method
is used to integrate the finite element equationMÜ + DU̇ + KU = F, where M, D and
K are the global matrices of mass, damping and stiffness, respectively; whereas F is the
vector of forces and U the vector of kinematic variables. Due to space restrictions, the
mathematical formalism of the beamfinite elementmodel cannot be expressed, however,
the interested readers are invited to look into [8, 9].

2.3 Brief Description of the Stochastic Approach

As explained in Sect. 2.1, in order to infer the input parameters g of the structural
system, the experimental data y ∈ RN (N is the number of independent tests) are such
that y = ym(g) + ϕ ,where ym(g) is the mathematical representation of the system (or
predictive model) and the term ϕ represents the discrepancy between experimental data
and the predictive model [10]. The Bayesian Inference requires the proposal of prior
PDFs of the parameters to be identified. This can be done by applying the Maximum
Entropy Principle based on given information about the physics of the problem. In the
present study, the following parameters are considered stochastic: μ (bending stiffness
of external filaments), ε (eccentricity of the lumped mass), δ (bending stiffness of the
messenger cable core), λ (limit bending moment of the external filaments).

The Bayesian Inversion procedure employed in this article appeals to a Markov-
Chain Monte Carlo simulation through the Metropolis-Hastings algorithm implemented
with the software UQLab [11]. The direct use of this procedure requires a lot of real-
izations of the deterministic predictive model for the aleatory input parameters. In
order to reduce the computational cost, a meta-model was implemented (by means
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of the predictive deterministic model) to evaluate the dynamic response of the Stock-
bridge. Among all the available platforms to construct the meta-model, in this article the
Polynomial-Chaos-Kriging (PCK) approach is employed [12].

Finally, once the parameters are identified (and consequently their posterior PDFs),
the propagation of uncertainty is carried out by means of realizations of the predictive
model whose sampling is performed in the frame of the Latin Hypercube method.

3 Casuistic Study and Results

In this section, a particular Stockbridge as the one sketched in Fig. 1(b) is evaluated.
Since some data is not available from the manufacturer, A, B, C, D and M have been
gathered from a 3D solid model employing the measuring tools of the CAD software
Solidworks™. The following values were obtained: A = 0.138 m, B = 0.030 m, C =
0.020 m, D = 0.088 m, M = 0.640 kg. With these values, it is possible to calculate
realizations in the predictive deterministic model and/or the PCK meta-model. The cal-
ibration of the PCK meta-model was carried out from 81 evaluations of the numerical
deterministic model at 32 frequencies of interest (from 5 Hz to 37 Hz).

(a) (b)

Fig. 3. Experimental results and uncertainty propagation (a) Mechanical impedance. (b) Phase
angle of the impedance.

Figure 3(a) and Fig. 3(b) show the uncertainty propagation of the Impedance and
its phase angle, respectively; for the calibrated numerical model contrasted with the
experimental data. A good fit of the predictive model with the experimental info of
the damper in the frequency range of interest is evidenced. In this sense, it should
be noted that the resonance frequencies of the model, both flexional (first mode) and
torsional (second mode), correspond satisfactorily with the experimental observations.
The uncertainty propagation of the angle phase fits adequately the experimental data in
most of the frequency range. However, discrepancies appear in higher frequencies, after
the second resonance mode. Notice that after 25 Hz, there is divergence.
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4 Conclusions

The proposed methodology allows modeling the non-linear dynamic behavior of the
Stockbridge considering the variability of the design nominal parameters. By applying
the PCKmeta-model, the computational cost associatedwith the evaluation of the inverse
problem (and/or parameter identification) is significantly reduced. The quantification of
the uncertainty allows evaluating the variability of the Stockbridge response.

Finally, the computational tool developed will allow the assembly of the Stockbridge
model in a global system of finite elements of increasing complexity, such as the cable-
damper assembly, in order to analyze the vibrational behavior against wind actions of
a stochastic nature. In particular, it is proposed to evaluate in future works the reliabil-
ity of the damping system of the line from the application of numerical optimization
techniques. Moreover, other stochastic methods (such as Non-parametric Probabilistic
Approach) and enriched beam non-linear formulations are being evaluated to extend the
analysis of the Stockbridge, but this is part of a forthcoming paper.
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Abstract. We present a study of a method to solve numerically stationary prob-
lems of hydrodynamic lubrication with cavitation in bearings using the finite ele-
ment method and the method of characteristics. The problem is based on the
Elrod-Adams mathematic model for the lubricant fluid behavior. To achieve real-
istic pressure solutions, cavitation must be considered. However, this leads to
a non-linear system of equations including a multivalued operator. To solve this
problem,we use the Bermúdez-Moreno algorithm combining its ideaswith amesh
intersection technique, known as supermesh, to compute certain integrals exactly,
and with other strategies to improve the performance of the iterative method. We
have studied the solutions, the precision in mass conservation and the speed of
convergence of the method trying to improve it. Results of the simulations are
presented and analyzed.

Keywords: Hydrodynamic lubrication · Method of Characteristics · Supermesh
technique · FEM

1 Introduction

Tribology is the science that studies the interaction between surfaces. One of its main
fields of study is the minimization of friction and wear, and one of the most common
solutions to reduce these phenomena is lubrication. The lubricant can be considered a
third body that is placed between two surfaces to prevent contact between them and
facilitate their relative movement [1].

One of the most common applications of lubrication lies in hydrodynamic bearings.
These consist of a static element named hub with a cylindrical hollow in which a shaft
is housed. For their study, starting from the basic equations of fluid mechanics and
accepting certain fundamental hypotheses, we reach the most common starting point,
the Reynolds equation. This, for the case of incompressible fluid in bearings is:
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A. Vizán Idoipe and J. C. García Prada (Eds.): IACME 2022, Proceedings of the XV Ibero-American
Congress of Mechanical Engineering, pp. 10–16, 2023.
https://doi.org/10.1007/978-3-031-38563-6_2

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-38563-6_2&domain=pdf
https://doi.org/10.1007/978-3-031-38563-6_2


Study and Optimization of a Numerical Algorithm 11

∂

∂θ

(
h3

R2η

∂p

∂θ

)
+ ∂

∂z

(
h3

η

∂p

∂z

)
= 6ω

∂h

∂θ
, (1)

where θ is the angular coordinate, z is the axial coordinate, η is the dynamic viscosity,
ω is the rotational speed and h is the film thickness, for which an analytical expression
is known,

h = C + e · cos(θ) = C(1 + ε · cos(θ)), (2)

where C is the difference of radii between hub and shaft, e is the distance between
centers, called eccentricity, and ε is the eccentricity coefficient.

From (1) it is possible to approximate analytical solutions for the pressure distribution
when either L � D or L � D is satisfied, L being the axial length of the bearing and
D its diameter. However, in bearings one usually has L ≈ D, so it becomes necessary to
solve numerically the two-dimensional Reynolds equation. To reach realistic solutions,
cavitation of the fluid must be considered in the model.

The model used in this work, known as the Elrod-Adams model, is complemented
by the Floberg condition on the boundary between the cavitation and non-cavitation
regions [2]. The boundary between these regions is not known at the beginning of the
problem and must be found, meaning this is a free boundary problem. The approach
involves introducing an additional variable, denoted by γ, which is the mass fraction of
liquid lubricant.

The value of γ is equal to one in the non-cavitation zone (p > pv), and 0 ≤ γ < 1 is
satisfied in the cavitation region (p = pv). The relation between the pressure p and γ is
given through the so-called maximal monotonic operator, H, which is multivalued and
introduces into the problem a nonlinear relation, γ ∈ H(p).

Let � be the domain [0,2π] × [0,L/R] resulting from the nondimensionalization of
the variables θ and z. This can be seen in Fig. 1. The dimensionless pressure function,
p must satisfy the Reynolds equation in the region where there is no cavitation. In the
cavitation zone, denoted by �C , this equation does not model the fluid behaviour.

Fig. 1. Non-dimensional domain of the problem. Source: own elaboration

These ideas lead to the Elrod-Adams mathematical model. In papers such as [2, 3]
and [4] the existence and uniqueness of solution of the Elrod-Adams model is proved.
It is also obtained that the associated weak problem is:
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Find (p, γ ) ∈ K × L∞(�) so that:

⎧⎪⎪⎨
⎪⎪⎩

∫
�

h
3∇p · ∇ϕ + ∫

�

∂
(
hγ

)
∂x1

· ϕ = 0, ∀ϕ ∈ K0

γ ∈ H (p)
p(x = 0, y) = p(x = 2π, y); p(x, y = 0) = 0; p(x, y = L

R

) = �p

(3)

2 Methodology

In order to solve this problem numerically, a strategy based on the ideas of [2] and [3] will
be used, which makes use of the method of characteristics and the Bermudez-Moreno
algorithm [5].

2.1 Method of Characteristics

First, the problem is transformed into an evolution one, so that the solution sought is
the stationary state of the problem. An artificial time dependence t is introduced in all
the functions of the problem and denoted by “ ~ ”. Using an artificial velocity field
�V (x1, x2) = (1, 0), the derivative in the problem is expressed as a material derivative.

We denote by X k(x) the position at instant t-k of a particle that reaches at instant
t the position x when convected by the velocity field. The material derivative operator
in this case can be discretized with time step k and, following the ideas of [2], one can
formulate the weak problem as a fixed-point iteration problem.

Given γ̃ n, find p̃n+1 y γ̃ n+1 such that:

⎧⎨
⎩
k ∫

�

h̃3∇p̃n+1 · ∇ϕ + ∫
�

h̃γ̃ n+1ϕ = ∫
�

((
h̃γ̃ n

)
◦ X k

)
ϕ∀ϕ ∈ K0

γ̃ n+1 ∈ H
(
p̃n+1

) (4)

If this iteration converges it will converge to the solution of the weak problem, (p̃, γ̃ ).

2.2 Bermúdez-Moreno Algorithm

This algorithm introduces the variable βn+1 = γ n+1−ωpn+1 in the problem and applies
certain transformations to convert the problem into one with univalued operators. The
goal is to apply theYosida regularization,Hω

λ [5] and use the property that if one employs
suitable ω and λ, then

β ∈ (H − ωI)(p) ⇔ β = Hω
λ (p + λβ) (5)

The advantage of Hω
λ is that it is univalued. This means that it is possible to find βn+1

as the solution of the fixed-point problem βn+1 = Hω
λ

(
pn+1 + λβn+1

)
. Thus, we must

introduce a second fixed-point iteration, in j, where the problem to be solved is:
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Given βn+1
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j
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We now have a double fixed-point iteration. Within each iteration in n, in order to obtain
the solutions (p̃n+1, γ̃ n+1), the convergence of the Bermudez-Moreno iterations must
be reached in j, which provides new values p̃n+1 and βn+1 which will be used to update
the value of γ̃ n+1.

Upon reaching convergence of the iterations in n, the values of p̃ and γ̃ obtained are
the solution of the weak problem (4). This convergence is guaranteed by [6] provided
that the chosen method parameters satisfy λ·ω = 0.5. A spatial discretization based on
the finite element method (FEM) is employed to solve this problem.

2.3 Mass Conservation

The equations of the lubrication problemguarantee that the fluidmass in the domainmust
be conserved upon convergence of the iterative method. The use of the FEM guarantees
the mass conservation if the integrals that appear in the weak formulation are calculated
exactly. However, when applying the FEM, the presence of X k in the terms implies that
some integrals are not computed exactly when using the conventional approach, which
results in an error in mass conservation.

One option to keep the mass error small is to use a large number of quadrature points
to find a good approximation [7], and another option to achieve an accuratemachine error
calculation in these terms, is to use mesh intersection methods such as the supermesh
technique [8]. In thiswork, both approaches have been employed to compare their results.
The construction of the supermesh is performed with a local approach according to the
algorithm explained in [8].

3 Results

3.1 Model Validation

The numerical model should provide solutions similar to the analytical ones in the cases
where these are valid. In addition, the parameter values obtained with the numerical
model in the area where L≈D, must present a coherent and smooth evolution in relation
to those predicted by the analytical solutions in their area of application.

To verify this behaviour, a study of the evolution of the Sommerfeld number as a
function of L/D is carried out. The results in Fig. 2 show the expected evolution.
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Fig. 2. Evolution of Sommerfeld number as a function of bearing axial length. Comparison with
analytical solutions. Source: own elaboration.

3.2 Convergence Study

It is known that the convergence speed of the Bermudez-Moreno algorithm depends
largely on the choice of the parameter ω [5]. A study, particularized to the lubrication
problem, of the optimal value of ω, i.e., the one that provides the minimum number of
iterations until convergence, has been carried out, checking the influence on this optimal
value of the rest of the input parameters of the model.

The total number of iterations of the Bermudez-Moreno algorithm, at index j, is
analysed for 80 iterations in n, after verifying that for this number of iterations in n the
process can be considered to have reached convergence. The influence of physical and
numerical parameters of the model on the value of the optimal ω is analysed.

The results show a dependence of the optimal ω as a function of other parameters of
themodel. Some input variables, such as themesh size, keep the optimum at a practically
constant value, but others make the optimum value of ω vary significantly.

3.3 Mass Conservation Study

In the problem, the lubricant mass in the domain must remain constant at the steady
state, i.e., when n → ∞. Mass errors appear only for numerical reasons. A study of
the mass error is carried out varying the iterative method tolerance and the integration
technique for integrals where X k is present.

The graphs in Fig. 3 show the results. As expected, the accuracy improves as the
stopping tolerance of the iterative method is reduced. It is also found that the use of
the supermesh technique can achieve results up to 5 orders of magnitude more accurate
when combined with a small tolerance. This study also shows that in certain cases the
supermesh achieves lower computational cost than the conventional approach.
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Fig. 3. Flow errors for different stopping tolerances using conventional L2 projection and
Supermesh technique for the calculation of terms composed with X k . Source: own elaboration.

4 Conclusions

This work starts with the Elrod-Adams model for hydrodynamic bearings. The model
leads to a free boundary problem as the limits of the zones with and without cavitation
are not known. To deal with it, the variable γ is introduced.

In the associated weak problem, a nonlinear relationship between the unknowns of
the problem appears through a multivalued operator. To solve the problem, the method
of characteristics and the iterative algorithm of Bermudez-Moreno [5] are introduced,
obtaining a double fixed-point iteration that is solved using the finite element method
for spatial discretization.

The proposed algorithm has been implemented in the C programming language to
perform the simulations. In addition, the functions of the supermesh technique have been
incorporated in order to calculate exactly certain integrals that appear when applying
the method of the characteristics.

A studywas executed comparing the numerical solutionswith the analytical solutions
in the cases where these are accepted, which allowed the model to be validated.

Finally, we have conducted a study of the performance of the algorithm and of
the mass error. In this aspect, although the use of the supermesh technique considerably
improves the mass conservation accuracy, the truncation error inherent to the Bermudez-
Moreno method makes it difficult to achieve a mass error at the machine error level, as
it is the case when applying this technique to pure convection problems [8].
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Abstract. Experimental results on the interaction between the wakes of a formed
by two cylinders (binary) of different diameters are presented. The binary system
is introduced into a pond with water and coupled to a system with linear displace-
ment, causing the development of a Bérnard von Kármán (BvK) stability through
the relative movement between the body and the fluid. The dynamics of the wakes
are characterized through a PIV (Particle Image Velocimetry) algorithm using a
CCD sensor coupled to the solidarity movement of the system. On the other hand,
the visualization is done using the hydrogen bubble technique. The measurements
of the velocity profiles allowed us to analyze characterize the dynamic behavior
od the wakes in the subcritical-supercritical rage of the Reynolds number. The
result of the analysis with PIV allows for obtaining profiles of average speed. In
addition, it allowed determining the vortex emission frequency of the system in
the wakes of both cylinders at beginning of the von Kármán instability.

Keywords: Wake · binary system · PIV · BvK instability

1 Introduction

The study of wake dynamics, which originated from the interaction between a body and
a fluid stream, has been an important field of research. On the one hand, this type of
research is developed with the interest of studying the effect on structural engineering
components that can be affected by dynamics loads originated by the interaction with a
fluid: heat exchange lines, marine structures, chimneys, bridges, energy recovery system,
among other [1, 2]. On the other hand, in many of these applications, vortex shedding
emits acoustic noise and flow-induced vibrations [3]. In this context, researches on the
modification of wakes to attenuate and/or control vortex emission have been relevant for
developing passive and active devices considered in engineering systems [4–6].

On the other hand, cylinders introduced in a fluid stream are used as a “test bed”
to explore the wake instability in open flows [7]. For a stationary system composed
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of a cylinder, the Reynolds number is an important indicator for the formation of a
non-stationary wake. This condition is obtained when a critical Reynolds number is
reached [8], initiating the well-known Bérnard von Kármán (BvK) street. Under the
critical Reynolds, the wake is stationary, forming a symmetric pair of vortices attached
to the body’s surface called a recirculation bubble. The bubble growth is linear as the
Reynolds number increases [9]. The interaction of wakes developed by a binary cylinder
system could activate or deactivate the shedding of vortices in the vicinity of critical
Reynolds; in this sense, the presentwork seeks to study the interaction aroundconsidering
a two-dimensional flow regime (see Fig. 1).

2 Methodology

Fig. 1. a) Schematic of a binary system using cylinders in different positions (D: diameter of the
main cylinder, d: diameter of the secondary cylinder, L: distance between centers, alpha: position
angle, Uo velocity of the linear movement of the carriage). b) Schematic of the system coupling 1)
linear bearing; 2) rail; 3) connection platform with bearings; 4) mounting structure for the camera,
electrode, and cylinders; 5) CCD sensor; 6) cylinders; 7) electrode. c) Illumination for PIV. The
MATLAB PIVLab algorithm is used [10]

2.1 Water Tank

Thebinary system is introduced into the tank and coupled to a carriagewith linearmotion.
Since the Reynolds number involved is low (of the order of the critical Reynolds), the
BvK instability develops through the relative movement between the binary system and
the water initially at rest.

On the other hand, hydrogen bubbles are used to visualize the vortex structures
downstream of the cylinder system [11]. A 50 μm diameter platinum wire is used as the
cathode, while imaging is performed by a Sony IMX477 camera (CCD sensor) which
is activated by a Raspberry. For the PIV analysis, tracer particles are incorporated in
the water pond (Sphericel 110P8) of 11.7 μm diameter. The sampling frequency of the
camera was adjusted to 30 fps to comply with the Nyquist principle [12].
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2.2 Wind Tunnel

The velocity profiles measured with PIVwere compared with measurements in a closed-
loop subsonic wind tunnel with two test sections for high and low velocity [13]. The
measuring instrument is a hot wire anemometer located downstream of the system. The
digital signal is prepared through a low-pass filter (Hz), an offset adjustment, and an
amplifier of the filtered signal.

3 Results

3.1 Single Cylinder

Fig. 2. Measurement and visualization system in a tank with water: D = 6.4 mm, Re = 67. a)
Visualization of the Bérnard von Kármán Instability using hydrogen bubbles. b) Measure the
transverse component of velocity dimensionless with the free stream velocity.

The Bernard von Kárman instability is visualized in Fig. 2-a) through the hydrogen
bubble technique, showing the advection of vortices downstream of the cylinder (relative
motion). In Fig. 2-b), the transverse velocity field dimensionless with the free stream
velocity, obtained through PIV. Two segmented lines (x/D = 4.2 and x/D = 8.8) are
drawn to measure the profile of velocities averaged downstream of the cylinder position.

3.2 Binary System Wakes Measured in Water

α = 90° In Fig. 3-a), the wakes and the activation of the instability of the secondary
cylinder by the wake of the main cylinder can be seen. On the other hand, Fig. 3-b)
presents the transverse component of the velocity field whose alternation of the main
cylinder wake is coupled with the instability activation of the secondary cylinder wake.
The averaged velocity profile is presented in Fig. 4, and the asymmetric shape of the
profile can be visualized from an asymmetric configuration of the binary system.

α = 75° The results of the visualization and velocity field are presented in Fig. 5.
It is observed that both wakes develop with vortex emission downstream of the system.
Qualitatively, it is observed that the development of the wakes is closer to each other
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because the “y” component of the distance between cylinder centers decreases due to the
inclination of the secondary cylinder. This condition impacts the increase in the size of
the vortices generated downstream of the secondary cylinder compared to the position
of the secondary cylinder.

Fig. 3. A binary system under a configuration of α= 90°. D= 6.4 mm, d= 3.9 mm, L= 20 mm,
ReD = 67, Red = 42. a) Visualization with HB. b) Field of the transverse component of velocities
using PIV technique.

Fig. 4. α = 90°. Average velocity profile and time evolution of the transverse component of the
velocity.

Figure 6 shows the averaged velocity profile for the asymmetric configuration of α

= 75°. It can be seen that for positions closer to the binary system (decrease of “x”), the
shape of the profile takes a symmetric condition, whose average velocity perturbation
of the main cylinder is of the same order as the average perturbation of the secondary
cylinder. A decrease in the intensity of the transverse velocity component is observed
compared to the values presented for the condition of α = 90°. However, a longer
transient region reappears than the previous configuration but is lower than that of the
single cylinder.

3.3 Binary System Wakes Measured in Wind Tunnel

The Fig. 7 shows the profile of averaged velocities measured through hot wire anemom-
etry in a wind tunnel, the shape of average velocities can be seen for α = 75°, finding a
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Fig. 5. α = 75°, D = 6.4 mm, d = 3.9 mm, L = 20 mm, ReD = 67, Red = 42. a) visualization
with HB. B) Field of the transverse component of velocities using PIV technique.

Fig. 6. α = 75°. Average velocity profile and time evolution of the transverse component of the
velocity

great symmetry analogous to that measured in the tank with water. This effect is interest-
ing because the system that generates the disturbance in the flow is entirely asymmetric
(position and size), so there is a strong interaction between the two wakes. The vortex
emission frequency is altered under the condition of α = 75°. Only one fundamental
frequency of the velocity magnitude measured with the anemometer is presented, whose
value corresponds to f2c_75 = 15.8 Hz.

Fig. 7. Average velocity profile measured in a wind tunnel and PSD from x/D = 8.8.



22 J. Rozas Rozas and R. Hernández Pellicer

4 Conclusions

Using a secondary cylinder as a passive controller modifies the onset of the system
instability, varying the frequency of vortex shedding due to the perturbative interaction
between the wakes.

According to the visualizations and velocity field measurements presented, it is
inferred that under specific configurations, both cylinders emit vortices, so the emission
of the main cylinder excites the wake of the secondary cylinder.

The feedback interactions of both wakes generate a symmetric averaged velocity
profile under a completely asymmetric geometrical condition (different diameters and
forward position of the secondary cylinder).

For future work, other positions and sizes of the second cylinder will be studied,
mainly for the description of the asymmetric region, applying other measurement tech-
niques such as Laser Doppler anemometry to measure the effect of the interaction
between wakes.

Acknowledgments. The authors are grateful to the Conicyt-Fondequip Projects EQM 190029,
UM-03/19 of the Universidad de Chile, and the ANID National Doctoral Scholarship, folio
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Abstract. The present work describes a mathematical model for the numerical
simulation of the welding process. Initially, the domain � is solid to which the
heat is released in certain areas. This heat increases the temperature of the solid,
and when the fusion temperature is reached, the phase change occurs. At the
fusion temperature, there is a mixture between liquid and solid (modelled as a
porous medium); above this temperature mentioned; we will find only liquid.
Natural convection currents can occur in the liquid due to buoyancy induced by
the gravitational field. In order to reproduce all the phenomenology described, the
mathematical model will be based on the energy conservation equation, expressed
in termsof enthalpy, togetherwith themass andmomentumconservation equations
to determine the velocity of thefluid. The numerical resolution of the equationswill
be carried outwith aLagrange-Galerkin formulation in a finite element framework,
where a temporal discretization BDF2 scheme will be used.

Keywords: Welding Problems · Numerical Simulation · Lagrange-Galerkin
scheme · BDF2 scheme

1 Introduction

1.1 Welding Problem

Welding is one of the most critical manufacturing processes in the world of metallurgy;
it is present in the industry due to its versatility when joining parts of complex structures,
providing economic and technological advantages. With the development of computa-
tional techniques, the welding and metallurgy industry has opted for the mathematical
modeling of the physical processes that characterize the phenomenon and allow us to
understand the thermomechanical behavior of the physical variables involved in the
manufacturing process [1].

In this work, the scheme of Fig. 1 will be considered to analyze the welding process.
A heat source travels through a solid and communicates a heat power that increases
its temperature. When the melting temperature of the material TF is reached, the solid
begins to melt, passing some areas to a liquid part. In the fusion zone, the temperature
is kept constant, and the heat is used in the phase change, appearing a mixing zone
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(called ‘mushy region’), where the liquid and solid phases coexist. When all the solid
has melted locally, the resulting liquid can continue to increase its temperature when
it receives heat (or, conversely, the liquid solidifies if it gives up heat to other parts of
the solid or the environment). When the molten zone increases its temperature T > TF ,
and in the presence of the gravitational field, it generates convection currents due to the
buoyancy induced by gravity.

Fig. 1. Diagram of the welding process considered in this work.

Joint modeling of the three zones appearing in the domain (solid phase, liquid phase,
and mixing zone) will be carried out to study this phenomenon. To do this, the energy
conservation equation written in terms of enthalpy is proposed, together with mass and
momentum conservation equations to determine the velocity of the fluid when it appears.
It is noted thatmost of themodels presented in the literature formulate the energy equation
solely in terms of temperature. An approach that is erroneous if one wants to realistically
describe the melting zone in pure materials that are kept at a constant temperature while
the phase change occurs.

Numerous numerical methods are used to numerically solve problems of a metal-
lurgical nature, such as the Galerkin method for free elements [2], the Petrov-Galerkin
method [3], the finite volume method [4] and the finite element method [5]. In this work,
a Lagrange-Galerkin scheme in a finite element framework [6–9] has been used to solve
the mathematical model.

2 Mathematical Modeling

2.1 Equations of Conservation of Mass and Momentum

In the first place, the equations of conservation of mass and momentum are presented to
calculate the velocity field of the liquid phase. To simplify themodel, it will be considered
that the density of the solid and the liquid is the same, a constant value that does not
depend on the temperature or the stress state of the solid.

For the momentum equation, we assume that the liquid behaves as a Newtonian fluid
with constant viscosity and the density variation due to temperature changes are only
retained in the buoyancy term according to the Boussinesq model in the molten zone.
On the other hand, to model the flow of fluid through porous media, the Darcy model
[10] has also been considered.
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2.2 Equation of Energy Conservation

For the description of welding problems, the enthalpy h, is revealed as themost appropri-
ate state variable to describe the mixed zone, where the solid and liquid phases coexist.
Leaving all the equations as the dimensionless form in the following way:

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

∇∗ · v∗ = 0,

∂v∗
∂t∗ + (v∗ · ∇∗)v∗ = −∇∗p∗ + 1

Re�
∗v∗ + Gr

Re2
(θ − 1)ex2 − 1

ReDa
(1−YL)2

Y3
L

v∗,

∂h∗
∂t∗ + ∇∗ · (v∗h∗) = 1

Pe∇∗(λ∇∗θ) + Q∗

(1)

where, the dimensionless variables are: v* is the velocity field, p∗ is the pressure, θ is
the temperature, YL is the liquid fraction, h∗ is the enthalpy, Q∗ is the heat source. On
the other hand, we consider the following dimensionless numbers as: Re is the Reynolds
Number, Gr is the Grashof Number, Da is the Darcy Number, Pe is the Peclet Number.

3 Numerical Method

For the numerical resolution of the proposed mathematical model, the conservative
formulation of the Lagrange-Galerkin scheme will be used. After this, the temporal
and spatial discretization will proceed, which will lead us to the matrix problem to be
solved. The unknown variables of the problem will be v*, p∗ and h∗; moreover θ, YL
and du∗ = λdθ will be auxiliar variables which can be expressed as a function of h∗.
For a temporal discretization BDF2 scheme will be used. For this purpose, we develop
a Newton-type algorithm to solve the energy conservation equation, given its non-linear
nature as can be seen in Fig. 2.

Fig. 2. A Newton-type algorithm for solving equation of energy conservation.
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4 Results

In Figs. 3 and 4 we can see a graphical representation of the solution of our problem in
several instants of time. The isolines that mark the border between the solid and liquid
area are represented in the lower part of the figures, together with blue current lines that
indicate where there is fluid movement. In the upper panel, a section is represented by
the line x2 = −0.5 of the domain, to observe the profiles of the thermodynamic variables
of the problem and of the vertical component of the velocity field vx2 .

Specifically, Fig. 3, represents the solution in the first moments of time t ≤ 1.0 in
which the heat source acts. It can be seen that from t ≈ 0.25 the heat supplied has
managed to warm the solid up to the melting temperature θ = 1.0, and the phase mixing
zone begins to appear, called the ‘mushy region’. The source in its movement continues
to provide heat and at t ≈ 0.5 the first zone of pure liquid is observed at temperatures
higher than those of fusion. It is from that moment, when the buoyancy terms are no
longer zero and the movement of the fluid begins. For longer times, a coexistence of
the 3 regions is observed (solid zone, liquid zone, and mixing zone). In the front zone
(where the heat source is reaching) the fusion of the solid takes place and presents
relatively smooth gradients in the variable enthalpy h. However, in the rear part (where
the heat source is away from) the resolidification of the liquid formed takes place, and
very marked fronts are formed in the variable enthalpy h around the lines that mark the
mixing zone and that causes the area where the phases coexist to shrink.

Once the source is turned off, the phenomenon of cooling and homogenization of
the temperature will begin, an effect that can be observed in detail in Fig. 4. In a few
instants of time, the area where the phase mixture exists begins to drastically reduce, as
a result of resolidification of the material. This disappearance of the mixing zone can
be seen very well on the sides and in the upper zone where the movement of the fluid is
slower. However, in the lower zone is where the mixing zone is maintained until the last
moments of time. On the other hand, as time progresses, the complete disappearance of
the mixing zone is observed, leaving only the solid phase and the liquid phase, separated
by a zone of discontinuity, which gradually reduces in size due to the heat that is being
lost.

But the heat only flows at the edges of the interface, because inside, where the liquid
is at a temperature θ = 1.0, there is no heat conduction.
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Fig. 3. Solutions obtained in the first moments of time t ≤ 1.0, in which the external heat source
Q is acting.

Fig. 4. Solutions obtained in the final moments of time t > 1.0, in which the external heat source
Q off.

5 Conclusions

This paper presents a numerical method based on the Lagrange-Galerkin methodology
to solve a welding problem. The mathematical model is formulated to correctly define
the solid, liquid zone and the mixed or soft zone, which appear in the problem.

The energy equation is written conservatively in the enthalpy variable and Newton’s
algorithm is used to obtain the value of enthalpy h. The advantage of using the enthalpy
state variable h is that the rest of the thermodynamic variables can be written in a
monotonic and single-valued way as a function of it. The good properties of Newton’s
algorithm have been verified in terms of convergence speed, the fact that it does not
require additional parameters, and the cheap computational cost to perform the matrix
assembly in each iteration.

To describe the velocity field v, the laws of conservation of mass and momentum are
used, which are valid in all three areas of the material. It is considered an incompressible
fluid, except in the buoyancy terms given by the Boussinesq model. The phase mixing
zone is considered a porous medium where Darcy’s law is considered. To numerically
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solve the Stokes problem that is formed, the Uzawa-type conjugate gradient algorithm
is used.

Finally, the finite element method with anisotropic mesh adaptation techniques was
used to carry out the numerical simulations. This substantially improves the calculation
times and the precision obtained.
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Abstract. Small-scale wind turbines can play an important role in the energy
transition by providing distributed generation in urban and rural areas. They can
help decrease the reliance on traditional forms of energy generation, such as fossil
fuels, which can have negative environmental impacts. Thereby, this study aims to
implement and complement a computational fluid dynamics (CFD) methodology
for predicting the aerodynamic performance of a H-Darrieus Vertical Axis Wind
Turbine (VAWT). The analysis of dimensionless numbers, such as Grid-reduced
Vorticity (GRV) and Reference Courant Number (Co*), is used to indicate the
suitability of spatial and temporal discretizations. Results for Power Coefficient
(Cp) agreed with data from the literature and were associated with corresponding
GRV and Co* values. It was also identified that incorporating the evaluation and
analysis of dimensionless numbers as simulation parameters can guide method-
ology settings and significantly reduce simulation time compared to conventional
methods such as mesh independence studies.

Keywords: VAWT CFD · Dimensionless Coefficients · H-Darrieus simulation

1 Introduction

Small-scale wind power systems are increasingly focused on Vertical Axis Wind Tur-
bines (VAWT) due to their improved performance in turbulent conditions compared to
Horizontal Axis Wind Turbines (HAWT). Particularly, the H-Darrieus VAWT solution
has received significant attention due to benefits such as low wind speed and omni-
directional operation. Equations 1 and 2 express the most common operational and
performance parameters of this type of turbomachinery, Tip Speed Ratio (TSR) and
Power Coefficient (Cp).

Cp = Tω
1
2ρAU

3∞
(1)
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TSR = ωR

U∞
(2)

where T is the torque generated by the turbine, ω is the angular velocity, ρ the specific
mass of the air, A the frontal area swept by the rotor, U∞ the undisturbed wind speed
and R the radius of the rotor.

Computational fluid dynamics (CFD) simulations are valuable tools for predicting
wind turbine performance. It reduces the need for physical testing, but sometimes the
computational cost can be high or even prohibitive [1, 2]. Regarding H-Darrieus VAWT,
2D simulations are reliable but require solving an unsteady flow,which increases compu-
tational cost. Proper simulation setup is crucial for balancing accuracy and computational
time. This study proposes a simplifying methodology for a CFD simulation of a three-
bladed H-Darrieus VAWT by using dimensionless numbers to assess discretization and
simulation stability.

2 Methodology

Simulations were run on a workstation with Intel Xeon E-2236 6-core processors. The
model set up followed article [3], where authors carried H-Darrieus VAWT simula-
tion using ANSYS Fluent ®. Convergence criteria was based on Cp variability during
turbine rotation and the total cpu-clock time was recorded. Aerodynamic performance
results were associated to dimensionless numbers Grid-ReducedVorticity andReference
Courante Number Co* [4] which indicating mesh and time step suitability, respectively.

Equation 3 represents the dimensionless Courant number (Co):

Co = V
�t

�x
(3)

where V is the necessary velocity for a particle to cross an element of size �x, and
�t is the time-step adopted in the simulation. For Co*, �x must represent the perime-
ter of the rotor blade divided by the number of elements that the discrete and V the
peripheral velocity of the blade. According to [3, 4], the recommended value of Co* for
turbomachinery should be less than 10.

Equation 4 represents the dimensionless number GRV:

GRV = ωv

V0
/
L0

(4)

where ωv represents the vorticity, V0 the local velocity and L0 the representative length
or local element size. Authors of [4] recommends GRV values of up to 0.01 in the critical
regions of the flow, such as near the blades and in areas of vortex shedding.

2.1 Computational Domain

Figure 1 shows the computational domain, including auxiliary lines, boundary condi-
tions, and their locations. The rotor has an 850 mm radius (Rturb) and 246 mm chord
length (c) of cambered NACA0018. The domain comprises a rectangular stationary zone
(SZ) which surrounding a circular rotating zone (RZ). Blade position along its circular
path is represented by azimuthal angle (θ).
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Fig. 1. Computational Domain and boundary conditions locations.

2.2 Spatial Discretization

Non-structured triangular elements mesh was generated, except for the use of quadri-
lateral elements in the near-wall regions of blade surfaces. Sizing controls tools were
utilized on auxiliary lines to regulate element size, ensuring Skewness and Orthogo-
nal Quality mesh metrics were maximum 0.6 and minimum 0.5 respectively. Figure 2
displays mesh details.

Fig. 2. Grid details. (a) SZ, (b) RZ, (c) trailing edge, (d) leading edge.

2.3 Modelling setup

The ANSYS Fluent® solver software was configured with a 2nd order upwind scheme
for spatial discretization and a bounded 2nd order implicit scheme for temporal dis-
cretization. The k-ω SST turbulence model, which requires a y+ value close to 1, was
found to be the best performer for the case. This is supported by references [5–7], which
demonstrate satisfactory results obtained by using this model for turbomachinery. More-
over, pressure-based solver type, coupled solution algorithm, and 30 iterations per time
step were used. The boundary conditions included a velocity inlet of 8 m/s in the x-
axis direction, a pressure outlet of 0 Pa (gauge), symmetry on the side edges, a sliding
interface between the SZ and RZ, and a wall on the blades with a no-slip condition and
stationary in relation to the RZ.
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3 Results and Discussion

The authors of [3] suggest using a convergence criterion of 0.1% deviation in Cp value
over two subsequent rotor revolutions. In this study, the criterion was met prematurely
and produced unrealistic Cp values, leading to a revision requiring at least three con-
secutive revolutions with four decimal place precision. Table 1 displays Cp results for
five operating points along with relative percentage error compared to [3], number of
revolutions required for convergence, and simulation time.

Table 1. Cp error in relation to reference [3] results.

TSR Cp Error (CFD) Error (Exper.) #revs. to conv time (hours)

1.1 0.0636 8.7% >100% 15 100

2 0.2245 4.5% 12% 82 430

2.225 0.2928 5.4% 33% 100 360

2.6 0.2378 6.61% 8% 115 350

3.3 0.0822 6.9% >100% 127 360

Comparing with CFD data from reference [3], errors were below 10%, considered
sufficient for methodology validation. Total simulation time using one reference work-
station was estimated at 1600 h, and with a mesh sensitivity study, it would be at least
three times longer.

Concerning spatial discretization, it’s worth mentioning that y+ results, not included
here for conciseness, indicated reliability of the k-ω SST turbulence model. The
GRV number showed similar magnitudes and behaviors throughout a complete rotor
revolution. Figure 3 displays a variation between 0.022 and 0.032 in maximum values.

Fig. 3. GRV along a complete rotor’s revolution at different operating points.
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Comparing Fig. 3 with Table 1, it can be observed that at TSR of 1.1 (operating point
with highest prediction errors), the GRV behavior is more chaotic and has a larger ampli-
tude between minimum and maximum values. Conversely, at other operating points, the
amplitude is smaller, and behavior is more uniform.

Table 2 shows that Co* is below the recommended upper limit of 10 in temporal
discretization, indicating potential to increase the time-step, resulting in decreased sim-
ulation convergence time. Like GRV, Co* does not significantly vary after a few rotor
revolutions, allowing evaluation of the time-step without waiting for convergence.

Table 2. Maximum value of Co* during one complete revolution at different operating points.

TSR Δx Δt Co*

1.1 0.000981 mm 0.0002276 s 2.04

2 0.000981 mm 0.0002504 s 4.08

2.225 0.000981 mm 0.0002250 s 4.08

2.6 0.000981 mm 0.0001926 s 4.08

3.3 0.000981 mm 0.0002276 s 6.12

4 Conclusions

The CFD methodology applied to a small Darrieus H TEEV in reference [3] was suc-
cessfully replicated in this study. Results in Table 1 showed small errors compared to
reference methodology, demonstrating its validity. However, modifications and adapta-
tions were necessary, such as the adaptation of the simulation convergence criterion. It
is recommended to consider the simulation converged after Cp does not vary for three
consecutive rotor revolutions at four decimal place precision.

The high computational demands of the simulation (1600 h for five operating points)
emphasize the significant resources required for predicting aerodynamic performance
of H-Darrieus VAWT. Monitoring GRV from the start of the simulation allows for early
assessment of spatial discretization adequacy, avoiding the need to wait for Cp con-
vergence and simplifying methodologies requiring multiple simulations, such as opti-
mization, by eliminating mesh sensitivity studies. Results in Fig. 3 suggest that GRV
values up to 0.022 indicate adequate mesh and reliable Cp results for the three-bladed
H-Darrieus VAWT.

Finally, after establishing an appropriate GRV number, the time-step should be
adjusted to result in Co*< 10. Like GRV, Co* stabilizes in the early revolutions, making
it useful for determining the time-step. Setting limits on GRV and Co* can be beneficial
in cases of limited computational resources or tasks requiring many simulations.
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Abstract. The location of the electric motor (EM) within the transmission in an
electric vehicle requires the compatibility of automatic transmission fluids (ATF)
with the EM and transmission materials. This work studies the compatibility of
four conventionalATFwith three structural polymers (PEEK,PTFEandPA66) and
three elastomers (FKM, EPDM and silicone). Changes in volume and hardness of
the materials after a period of aging in ATFs were measured. Complementary tests
were carried out to explain the results. All four ATFs showed good compatibility
with all materials except EPDM. This low compatibility was related to changes in
the composition and crystalline structure of the elastomer. PA66, despite its good
results, showed a certain hardening due to an increase in the degree of crystallinity
after aging, so it is necessary to monitor its results in resistance tests.

Keywords: Electric vehicle · Automatic transmission fluid (ATF) · Polymers
compatibility

1 Introduction

Electric vehicles (EV) are one of the main solutions developed to reduce greenhouse gas
emissions and thus mitigate the effects of climate change. Certain EV configurations
have the EM within the transmission case. In these circumstances, the EM is contact
with the ATF, which makes it necessary for the ATF to present a series of additional
properties to the usual ones for this type of fluid: electrical, magnetic and materials
compatibility, protection against corrosion and resistance to the formation of foams, a
part from reducing friction and wear and improving the EM cooling.

The aim of this work is to analyze the compatibility of four conventional ATFs with
three structural polymers (Polyether Ether Ketone – PEEK, Polytetrafluoroethylene –
PTFE and Polyamide 66 – PA66), used in supports and moorings, and three elastomers
(Fluorocarbon – FKM,Monomer of Ethyl – Propyl –Diene –EPDMandVinylmethylsil-
icone Rubber – silicone), used in seals and joints, as well as in the insulation of electrical
cables [1]. For this, the variations in volume and hardness after a period of aging of the
materials in the ATFs will be analyzed.
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2 Materials y Methods

2.1 Materials

Four conventional automatic transmission fluids (ATFs), commonly used by many auto-
mobile manufacturers in their current models, were selected for materials compatibility
testing. The composition of the ATFs is shown in Table 1. The specimens used in the
compatibility tests were extracted from sheets of each material with the dimensions
specified (type V) in the ASTM D638 standard.

Table 1. ATFs composition.

ATF Base oils (wt%) Additive package (wt%)

A Group I, 4.9 cSt/100 °C (77.7) 11.7

Group I, 2.7 cSt/100 °C (10.6)

B Group III, 3.0 cSt/100 °C (38.3) 11.0

Group III, 6.5 cSt/100 °C (50.7)

C Group III, 3.0 cSt/100 °C (45.0) 17.0

Group III, 6.5 cSt/100 °C (38.5)

D Group III, 3.0 cSt/100 °C (36.5) 27.0

Group III, 4.2 cSt/100 °C (36.5)

2.2 Aging of Materials

According to the recommendations of the ASTM D7216-15 standard [2], the variations
in the volume and hardness of the materials after aging were studied. The test samples
of the materials were immersed in the ATFs at 100 °C in a MEMMERT Universal Oven
(Model U, precision:±0.5 °C) for 168 h. In addition, other material samples were aged
for longer periods (336, 504 and 672 h). The specimens were cleaned after themachining
process with a damp cloth, immersed in ethanol and dried with paper and hot air. After
removing the specimens from the oven, they were cleaned with blotting paper to drain
the oil. Subsequently, ethanol was used to ensure complete cleaning and excess ethanol
was removed with blotting paper to prevent its evaporation on the surface of the samples.

2.3 Materials Characterization

Volume and hardness variations were also measured according to ASTM D7216-15 [2].
Volume changes were determined using an analytical balance (readability: 0.1 mg). The
hardness of three specimens of each material was measured with a SAUTER HBD 100
durometer (structural polymers) and with a SAUTER HBA 100 (elastomers), before
and after the aging process, in four different positions. The mean value of these four
measurements was considered as the result to be compared.
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2.4 Complementary Tests

X-Ray Diffraction (XRD) experiments were performed to calculate the degree of crys-
tallinity of the polymers before and after aging in the different oils using a PHILIPS
X’PERT PRO diffractometer in a range of 2θ between 5° and 80°, with a step angle of
0.0167°. Fourier transform infrared spectroscopy (FTIR)measurements were performed
on the structural polymers and elastomers on a Varian 670-IR FTIR spectrometer with
a Golden Gate ATR device to verify possible variations in their composition after the
aging process. Aditionally, the elastomers underwent a thermal characterization using
thermo-gravimetric analysis (TGA) to analyze how the aging process could affect the
structure of the elastomers and their thermal stability. The same SDT Q600 thermal ana-
lyzer (TA Instruments) was used. A nitrogen atmosphere was used. The samples were
heated from room temperature to 800 °C at a heating rate of 10 °C/min.

3 Results

3.1 Volume Variation

The compatibility of the structural polymers and the elastomers with the ATF was first
verified in terms of the variation in volume, according to the ageing time specified in the
ASTM D7216-15 standard (168 h) [2]. In the case of structural polymers, the volume
changes depended more on the type of material than on the oil used (Table 2). The
three structural materials (PEEK, PTFE and PA66) experienced a slight reduction in
volume. Although there are no specifications on the compatibility of these materials
with ATFs, the measured volume variations, which are around -0.5%, indicate that these
ATFs and materials are compatible. For longer times (more than 168 h), only PTFE
showed some variability, although it could be concluded that all structural materials
underwent negligible volume changes.

Regarding the elastomers, there are compatibility specifications set by transmission
manufacturers [3]. Table 2 shows the volume variations of them after the aging process.
The silicone perfectly complied with the maximum recommended limit values (�V
+ 20%). On the other hand, the FKM constitutes a special case, since the volume
of the samples was reduced between 2.5 and 3.5%, with which they would be out of
specification (�Vbetween−2% and+5%). Therefore, the tested oils are not compatible
with FKM in terms of volume change. The EPDM experienced a considerable increase
in volume, obtaining the maximum values with oil A. Despite the lack of reference, the
results obtained allow us to conclude that these oils are not compatible with EPDM.
On the other hand, the long-term results (more than 168 h) showed that both FKM and
EPDM worsened their results, while silicone remained stable.

3.2 Hardness Variation

There are also no specifications for hardness changes of ATF-aged structural polymers.
The hardness variation after the first 168 h in the three materials was small (Table 3).
On the one hand, in PEEK and PTFE it decreased around 3 points (Shore D). On the
other hand, the hardness increased slightly in PA66 after the aging period. The changes
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Table 2. Volume variation of the materials after ageing.

Structural
polymer

ATF �V (%)
168 h

�V (%)
672 h

Elastomer ATF �V (%)
168 h

�V (%)
672 h

PEEK A −0.48 −0.36 FKM A −3.19 −3.80

B −0.43 −0.27 B −2.62 −3.30

C −0.27 −0.37 C −3.13 −4.98

D −0.39 −0.48 D −3.3 −3.80

PTFE A −0.64 −0.39 EPDM A 85.05 115.51

B −0.50 −0.67 B 66.18 93.20

C −0.65 −0.45 C 68.31 97.79

D −0.49 −0.32 D 69.51 101.79

PA66 A −0.44 −0.46 Silicone A 16.26 17.64

B −0.62 −0.56 B 14.79 15.90

C −0.30 −0.65 C 17.46 17.26

D −0.81 −0.65 D 19.09 21

in the hardness of each material did not depend on the oil used. In the long-term tests,
the hardness values remained stable in all cases, which allows us to conclude that these
materials are compatible with the ATF in this study.

Table 3. Hardness variation of the materials.

Structural
polymer

ATF ShD
0 h

ShD
168 h

ShD
672 h

Elasto-mer ATF ShA
0 h

ShA
168 h

ShA
672 h

PEEK A 90 87 88 FKM A 78 78 84

B 90 87 88 B 78 77 83

C 90 88 88 C 78 77 85

D 90 87 88 D 78 78 84

PTFE A 60 58 56 EPDM A 70 46 37

B 60 59 58 B 70 47 40

C 60 58 58 C 70 47 38

D 60 57 57 D 70 47 33

PA66 A 80 82 82 Silico-ne A 65 56 54

B 80 83 82 B 65 56 54

C 80 82 82 C 65 53 54

D 80 82 82 D 65 54 52
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Regarding the evolution of the hardness of the different elastomers during the aging
process. The FKM showed small changes in hardness in the first 168 h, confirming
what was reported by Drobny [4]. On the other hand, EPDM and silicone showed a
great reduction in hardness, although in the case of silicone it complies with the values
recommended by manufacturers (−15 ShA), which confirms what has been found in the
literature [5]. There is no bibliographical reference on the behavior of EPDM in oils,
but its loss of hardness is the greatest of the three elastomers. The studies by Nakamura
et al. [6] and de Souza [7] confirm this trend and that it is due to immersion in fluids,
although EPDM would not be affected by high temperatures. These results did not vary
according to the oil used (Table 3).

3.3 Complementary Tests

Hardness increaseswith the degree of crystallinity, soXRD results can be correlatedwith
experimentally measured hardness and volume variation results. The spectra obtained in
the case of structural polymers did not show notable changes in the proportion of crys-
talline and amorphous areas, which confirms the small variations measured in volume
and hardness for these materials. The analysis of these values showed that the mea-
sured changes in hardness are explained by the significant changes in the percentage of
crystallinity showed in Table 4.

Table 4. Percentage of crystallinity of elastomers FKM and Silicone by ATF and ageing time.

ATF 0 h 168 h 672 h ATF 0 h 168 h 672 h

FKM - 21.29 - - Silicone - 65.50 - -

A - 13.47 13.50 A - 26.20 34.76

B - 13.55 19.22 B - 23.47 34.51

C - 20.33 18.64 C - 18.73 17.35

D - 13.96 12.45 D - 16.60 18.24

In FTIR spectra, qualitative differences (peak positions) in the same material were
almost negligible for structural polymers. For this reason, a principal component analysis
(PCA) [8] was performed and the results suggested that, in the case of PEEK, time affects
to a greater extent than the type of oil. This would explain, in general, the similarity of
results in the hardness and volume tests of PEEK after aging in the different ATFs. The
other two structural polymers were analyzed in a similar way and the results showed
that on PTFE, contrary to PEEK and PA66, the type of oil had more influence than the
aging time.

The TGA showed that the mass loss of the fresh FKM below the TOnset was higher
than that of the aged samples probably due to the volatile components presence in the
material [9], which is not present in the aged samples. Meanwhile, the EPDM [10] and
the Silicone [11] showed the higher mass loss due to loss of the oil previously absorbed,
which explains the huge volume increase shown (Table 2) along with the huge reduction
in hardness (Table 3).
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4 Conclusions

The compatibility between four conventional ATFs, three structural polymers (PEEK,
PTFE and PA66) and three elastomers (FKM, EPDM and silicone) which can be used
in electrified transmissions was researched by determining volume and hardness varia-
tions after ageing the materials separately immersed in the ATFs. The main conclusions
obtained were: (a) PEEK and PTFE showed short and long term compatibility according
to volume and hardness variations; (b) PA66 experienced an increase in hardness due to
the increase in crystallinity during aging, (c) ATFs A and C increased excessively EPDM
volumewitchmade the no compatible. The remaining elastomers endured well all ATFs,
(d) XRD test denote a significate reduction in the crystalline structure of silicone aged in
ATF C. The variation in FKM was not remarkable and no test where run on EPDM due
to its semi-crystalline structure; and (e) due to oil absorption, verified by TGA test on
EPDM and silicone, a volume increase occurred which led to a hardness reduction. FKN
did not absorbed oil, but volatile components evaporation in the fresh rubber provoked
a volume decrease and a hardness increase.
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Abstract. Knowledge of the viscoelastic properties of the resin present in uncured
pre-impregnated composites is essential for the development and optimization
of current automated manufacturing processes for composite parts (AFP, ATL,
FPP…). Time-temperature superposition applied to the tack force between the
prepreg and the tool allows to optimize production times without influencing the
viscoelastic behavior of thematerial by simply varying the temperature. The appli-
cation of this time-temperature superposition principle requires the calculation of
two parameters that depend on thematrix of the composite and that are usually cal-
culated by rheological tests with pure resin samples. In this work, a novel method
to obtain these parameters directly from the pre-impregnated composite material
using adhesion tests is presented.

Keywords: Composite material · Prepreg · Tack · Time-temperature
superposition

1 Introduction

Pre-impregnated compositematerials are of special interest in the composite parts manu-
facturing industry because the great stability of the automatic pre-impregnation process,
compared to wet lay-up process, allows laminates with higher and more uniform fiber
to resin ratio, which means better mechanical properties of the manufactured parts.

Processing of pre-impregnated composite materials is usually performed via manual
lamination, requiring skilled technicians and an elevated number of working hours. This
is the reasonwhy, in recent years, numerous techniques have been developed to automate
the lamination of materials [1]. Knowing the adhesive behavior of uncured composites
when they come into contact with the different tooling systems is essential to optimize
their quality and productivity [2–5].
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Crossley et al. demonstrated that the Williams, Landel and Ferry (WLF) model for
time-temperature superposition can be applied to the calculation of the maximum tack
force (FT ) between the pre-impregnated material and any surface [6].

FT (T , t) = FT (T0, taT ) (1)

log10 aT = −C1(T − T0)

C2 + (T − T0)
(2)

where T is the temperature; t, the contact time; and C1 and C2, the WLF shift factors
that depend on the resin and the reference temperature (T0). These constants are usually
obtained by rheological tests. However, such a test, although possible, is complex to
perform with pre-impregnated materials due to the influence of the reinforcement fibers.

In this work, an experimental method that allows the obtention of the constants
defined by Williams, Landel and Ferry without the need to perform a rheological test is
proposed. Using a differential mechanical analysis (DMA) machine, the tack force of
the pre-impregnated material to the tooling (FT ) is measured at different temperatures
and with different contact times under pressure. Using these values in the solution of
Eqs. (1) and (2) for different points of the FT curves, the WLF constants of this work
can be obtained.

2 Method

2.1 Materials

For the realization of this work, a non-commercial pre-impregnated material manufac-
tured by the authors is used. This composite material is manufactured from a twill (2 ×
2) carbon fiber TC203Tmanufactured by Teijin Group with an areal weight of 200 g/m2,
and a 200 g/m2 epoxy resin film MTFA500 from SHD Composites. For the fabrication
of the pre-impregnated material the stack of fabric and resin is subjected to temperature
and pressure for a period of 10 min in a hot plate press at 60 °C and 0.4 MPa. With these
values, a correct resin transfer is observed, obtaining a uniform composite material from
which to obtain the samples necessary for the adhesion tests described below.

2.2 Differential Scanning Calorimetry

Differential scanning calorimetry (DSC) tests are performed to the samples for rheology,
the prepreg material and the virgin resin to know the degree of curing suffered during
the processing of the resin, and to verify that there are no significant differences between
the samples for rheology and the samples for the adhesion tests.

2.3 Rheology

Small amplitude oscillatory shear tests (SAOS) are performed in which isothermal fre-
quency sweeps in a range between 0.5 and 200 rad/s, and temperatures from 30 °C to
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60 °C. From these tests, the values of the storage modulus (G′) and losses (G′′) can be
obtained and, hence, the WLF shifting factor (C1 and C2) at 30 °C and 45 °C.

For the rheology tests carried out during this work, resin specimens of 25 mm diam-
eter and 1 mm thickness are manufactured by stacking several layers of film until the
target thickness is obtained. The resin stack is compacted at 60 °C for 10 min for
homogenization.

2.4 Adhesion Tests

For the measurement of tack force, a TA Instruments Q800 DMA equipped which a
tooling specifically designed for this type of test is used.

Fig. 1. Tooling during the compression stage. (b) Tooling during the debonding stage

The moving part of the tooling consists of a 10 mm diameter cylinder (4) which is
lowered to apply a controlled force for a fixed time (Fig. 1A) and then ramps upward
until the adhesion force at the resin-steel interface is exceeded (Fig. 1B). The sequence
of the test is as described below:

1. The composite material sample (2) is placed with the side with more resin facing
upwards on the 40 mm disc (1) and is fixed using the locking ring (3).

2. The machine’s furnace is closed and brought to the test temperature.
3. A 5 min isothermal holding is performed to ensure that both the tooling and the

pre-impregnated composite sample reach the target temperature.
4. The test starts by lowering the 10mmdiameter cylinder (4) until it contacts the sample

of composite material and applies a compressive force of 3 N.
5. The contact force is maintained for the test time and then, the force is released.
6. The tensile force is increased at a rate of 9 N/min until debonding occurs.
7. The sample is removed and both surfaces are cleaned with acetone for the next test.

Figure 2 shows a typical curve obtained in this type of test in which the three phases
of the experiment can be clearly distinguished:

1. Isothermal holding phase at the test temperature.
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2. Compression phase.
3. Debonding phase.

Fig. 2. Characteristic curve of an adhesion test

It is during the debonding phase that the failure occurs. This point, indicated on the
displacement curve in Fig. 2, can be identified as the highest velocity point. The force
value measured at that instant of time corresponds to the maximum tack force. This
procedure is repeated for temperatures ranging from 20 °C to 50 °C and contact times
from 0.10 min to 10 min.

With the maximum adhesion force values (FT ) obtained for each one of the tests
mentioned above, it is possible to construct a master curve at the chosen reference
temperature (T0). To construct this master curve, it is necessary to horizontally shift
the curves obtained using Eqs. (1) and (2). The experimental values are subjected to an
optimization algorithm in which the WLF constants C1 and C2 are searched for. This
algorithm fits the shifted data to a curve of the formFT (t,T0) = a ·tb and searches for the
values of C1 and C2 for which the coefficient of determination (R2) is maximized. This
fitting procedure is performed, as in the rheology tests, at two reference temperatures:
30 °C and 45 °C.

3 Results

3.1 DSC

Table 1 shows a summary of the most important values obtained from the DSC tests
performed for each sample. Assuming a degree of cure (DOC) of 0% for the virgin
resin, it can be observed that the samples obtained after the process of impregnation of
the fibers and after the manufacturing of the rheology specimens have reached a degree
of cure of 11% and 2%, respectively. In both cases, low degrees of cure are observed.
However, this difference in the degree of cure may affect the values obtained for the
WLF constants.
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Table 1. Summary of DSC results

Sample Enthalpy (J/g) Tg (°C) DOC

Virgin resin 350 3,7 0%

Pre-impregnated material 310 2,9 11%

Stacking for rheology 343 2,8 2%

3.2 Rheology

Values for the storage modulus (G′) and loss modulus (G′′) when exposing a resin speci-
men to isothermal frequency sweeps with 0.5% strain amplitude are obtained. Applying
the time-temperature superposition principle, the obtained curves are horizontally shifted
to a reference temperature (T0). Table 2 shows the values of the WLF constants for 2
reference temperatures (30 °C and 45 °C) calculated from the data obtained from testing
two resin specimens under the described test conditions.

Table 2. Values of the shift factors C1 and C2 at 30 °C and 45 °C calculated from rheological
tests on pure resin samples.

30 °C 45 °C

Test C1 (-) C2 (°C) C1 (-) C2 (°C)

1 1.37 6.89 0.41 21.14

2 1.35 9.15 0.47 23.14

Mean 1.36 8.02 0.44 22.15

Standard deviation 0.019 1.60 0.043 1.41

3.3 Adhesion Tests

Figure 3A shows the results obtained in the adhesion tests described in Sect. 2.4 of this
work. It can be observed that, in general, the tack force between the pre-impregnated
compositematerial and the steel surface of themoving cylinder increaseswith decreasing
temperatures and increasing contact time under pressure.

Figure 3B and 3C show the values of FT shifted to the reference temperatures
T0 = 30 °C and T0 = 45 °C, respectively, using the WLF displacement factors given
in Table 3. A high degree of fit can be observed in these curves, especially in the points
displaced from the high temperature results.
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Fig. 3. (A) Tack force (FT ) between prepreg and steel as a function of contact time under pressure
(t) and test temperature (T ). (B) Tack force curves (FT ) shifted at T0 = 30 °C. (C) Tack force
curves (FT ) shifted at T0 = 45 °C.

Table 3. Values of the shift factors at 30 °C and 45 °C calculated from adhesion tests.

30 °C 45 °C

C1 (-) C2 (°C) C1 (-) C2 (°C)

2.21 36.01 3.78 21.01

4 Conclusions

In this work, the need to develop an alternative technique to rheology for obtaining the
Williams-Landel-Ferry constants in pre-impregnated composite materials is justified.
For this purpose, the authors develop a method based on probe tack testing that allows
to obtain these values directly from composite material samples.

Using a differentialmechanical analysis (DMA)machine, probe tack tests at different
temperatures and with different contact times under pressure are performed. Using these
values in solving the WLF the WLF constants are obtained.

Isothermal frequency sweeps are performed on samples of the same resin using a
rheometer. The results obtained from these tests allow to calculate, by state-of-the-art
methods, the WLF constants to validate those obtained by the new methodology.

The methodology proposed in this work yields values of the WLF constants in the
expected orders of magnitude. These values allow the construction of master curves with
an excellent fit at various temperatures. However, it is observed that the values obtained
for these constants do not match those obtained by rheology, which opens the door to
an improvement of the proposed methodology.
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Abstract. Compliant mechanisms perform precision movements generated by
the elastic deformation of their flexible elements. For most applications, reso-
nance frequencies must be bounded by a defined range of values. Therefore, a
modal analysis of the mechanisms is required at the initial stage of design. In this
work, a novel flexible platform with 2 degrees of rotational freedom restricted
by beam-type flexure elements is analyzed. The Screw Theory description of the
movement of the mechanism is used for the rigid and the flexible elements. Using
this formalism, the stiffness and mass matrices for a two-node beam element are
derived and can be assembled using a standard finite-element-like procedure to
perform the modal analysis of the mechanism. Starting from the desired move-
ments, the mechanism is synthesized using screws and a hybrid (series/parallel)
solution is proposed. The analytical results for the modal analysis obtained by
Screw Theory are compared with the results of finite element analysis. Due to the
computational efficiency, the analytical equations are chosen to be applied in the
optimization of the designs.

Keywords: 3D compliant mechanisms · 2R flexible platform · Beam Theory ·
Screw Theory · modal analysis

1 Introduction

Compliant mechanisms have wide applications in the field of precision engineering,
medical devices, and optical instrumentation, among others [1, 2]. In the initial stage of
design and optimization, a modal analysis of the mechanisms must be carried out [2–4]
to satisfy requirements on the resonant frequencies.

For parallel and series flexible mechanisms constrained by plate and beam-type
elements there are well-established methods for their linear static analysis applying
Screw Theory [5]. Using screws, the kinematics of rigid bodies linked by clamped-
clamped flexible elements is determined by a 6 × 6 flexibility matrix (and its inverse,
the 6 × 6 stiffness matrix) [4, 6, 7]. Hopkins et al. [6] derive the stiffness matrix of
hybrid topologies considering relative screw displacements starting from the ground of
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the structure. Wu et al. [7] firstly determines the potential energy of the structure using
the 6 × 6 flexibility matrices for each flexure element; subsequently, they determine the
minimum state of the energy and obtains the stiffnessmatrix of the completemechanism.

In this work, the ScrewTheory formalism byDing and Selig [8, 9] is applied to obtain
the stiffness and mass matrices of a two-node beam element that is assembled applying
the standard techniques of the finite element method [10] to build the stiffness and mass
matrices of the complete flexible mechanism required to perform its modal analysis.
This enables analysts to consider more than one beam element per flexure element,
increasing the accuracy in the modal analysis. As an application example, a flexible
platform with a hybrid structure and 2 rotational degrees of freedom (RR) restricted
with beam-type flexure elements is analyzed. This kind of platform is mainly used in
optical applications for guiding light or laser beams through mirrors of several scales
[2]. The analytical results obtained through the Screw Theory are compared with the
results of finite element analysis.

2 Beam Element Derivation Using Screw Theory

The beam element that will be developed in this work is a slender beam with a straight
centroidal axis, with a constant cross section, and subjected to external loads applied
only at its end nodes, see Fig. 1(a).

Fig. 1. Notation for a two-node beam element

A differential segment of the beam element is selected, see Fig. 1(a). This segment
will be analyzed as a beam of length dμ with a reference system located in the center
of the segment. When a moment is applied at one of the ends of the beam of length dμ,
on the other end there must be a moment with equal direction and magnitude, but in
the opposite sense to enforce static equilibrium, see Fig. 1(b). Equations (1)–(3) are the
constitutive relationships for the moments of a Euler-Bernoulli beam [10]

Mz = GIp
dθz

dμ
→ dθz(μ) = dμ

GIp
Mz (1)

My = EIy
dθy

dμ
→ dθy(μ) = dμ

EIy
My (2)

Mx = EIx
dθx

dμ
→ dθx(μ) = dμ

EIx
Mx (3)

where E is the longitudinal elasticity modulus, G is the transversal elasticity modulus,
Ix (Iy) is the moment of inertia of the section with respect to the x(y) axis, and Ip is
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the polar moment of inertia of the section. Throughout the differential segment the
internal moment forces are constant. Therefore, the variation of rotations between the
extreme sections can be obtained from the constitutive relations given by Eqns. (1)–
(3). The same differential beam segment is analyzed for the applied forces at its ends,
see Fig. 1(c). The forces transversal to the beam axis generate distortions and bending
moments. If dμ → 0, then the moments produced by these forces will tend to zero. In
addition, in the Euler-Bernoulli beam hypotheses, the deformations due to distortions
are negligible. Therefore, Fz is the only force that generates an appreciable deformation
and its constitutive relationship is expressed as

Fz = EA
dδz

dμ
→ dδz(μ) = dμ

EA
Fz (4)

Equations (1)–(4) can be expressed in compact form

d t = c.Q.w⎡
⎢⎢⎢⎢⎢⎢⎢⎣

dθx

dθy

dθz

dδx

dδy

dδz

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

dμ/EIx 0 0
dμ/EIy 0 03×3

dμ/GIp
0 0 0

sym. 0 0
dμ/EA

⎤
⎥⎥⎥⎥⎥⎥⎥⎦
Q

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

Fx

Fy

Fz

Mx

My

Mz

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

(5)

where dt is the differential deflection screw, c is called the flexibility density matrix, Q
is an exchange matrix, and w is the wrench [8, 9].

A possible boundary condition of the beam element shown in Fig. 1(a) is clamped at
node 1 and free at node 2, where a wrench is applied. The displacement twist at the free
end can be obtained by integrating Eq. (5). To integrate the differential deflection screw
dt of each cross section, they must be expressed in a common reference frame [8], for
example, in a frame located at node 2 as

∫0−L d t2 =
(
∫0−LH2μcQH

−1
2μ

)
w2 → t2 = C22w2

w2 = k22t2
(6)

where L is the beam length, dt2 is the differential deflection screw of the differential
element dμ expressed in the reference system of node 2, w2 is the wrench applied on
node 2, and H2μ is the matrix that changes the coordinates (a passive translation in μ)
from the system located at coordinate μ to a system located at the node 2.

The reactions at the clamped end of the beam must ensure equilibrium

(w1)2 = −w2 (7)

where (w1)2 is the wrench applied on node 1 expressed in the reference system of node
2. Taking the expression of w2 from Eq. (6), then using Eq. (7) and applying to (w1)2
a change of coordinates H21 from a node 2 to a node 1 frame, the stiffness matrix that
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relates the twist of node 2 with the wrench applied on node 1 can be computed as

(w1)2 = −k22t2

w1 =
(
−H−1

21 k22
)

· t2
w1 = k12 · t2

(8)

where w1 is the wrench at node 1 expressed in the reference frame of node 1.
By clamping the node 2 and applying a wrench on node 1, the same procedure as

above is used to get the stiffness matrices k11 and k21. Finally, the wrench – deflection
screw relationship for the beam element can be put in compact form as

[
w1

w2

]
=

[
k11 k12
k21 k22

][
t1
t2

]
= Ke

[
t1
t2

]
(9)

The stiffness matrix Ke obtained in Eq. (9) is equal to that obtained by classical methods
for structural analysis, like the Direct Stiffness Method and the Finite Element Method,
where bending, torsion, and tension are analyzed in a decoupled way [10]. To compute
the total stiffness matrix of a flexible mechanism, the stiffness matrix of each flexible
element must be assembled in the same way as is done in the finite element method.
Thus, before performing the assembly, each local stiffness matrix Ke must be expressed
in a single global reference system, usually located in the moving platform.

In this work, a concentrated mass matrix [10] is adopted, where it is not necessary
to assume and/or to know the internal displacements of the beam. By assuming the node
1 of the element as clamped and applying forces at node 2, the Second Newton’s Law is
expressed as w2 = m Q ẗ2 where the mass matrix is defined as

m6×6 = ρ · A · L · diag
(
1

2
,
1

2
,
1

2
, αL2, αL2,

IP
2A

)
(10)

ρ is the density of the beam material, and α is a non-negative parameter between 0
and 1/50; here α = 1/100 is adopted. The same procedure as above is developed for a
clamped node 2 and a wrench applied on node 1. Then, by combining this result with
that of node 2, the local mass matrix of the beam element is obtained

[
w1

w2

]
=

[
m · Q 03×3

03×3 m · Q
][

ẗ1
ẗ2

]
= Me

[
ẗ1
ẗ2

]
(11)

3 Modal Analysis

The dynamic equation of undamped flexible mechanisms without external excitation is
M·T̈+K·T = 0,whereT is a columnvector containing thedeflection screwsof eachnode
of the structure,M and K, are respectively, the global mass and stiffness matrices of the
entire mechanism. For small oscillations, harmonic motions are assumed [4, 9, 10] and
this equation is transformed into a generalized eigenvalue problem

(−ω2M + K
)·T = 0,

where the solutions for ω are the natural frequencies.
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The 2R flexible mechanism shown in Fig. 2(a) has two rotational degrees of freedom
around two concurrent axes of rotation, x and y. It was designed as two parallel sub-
mechanisms in series: An intermediate platform is linked to the moving one by the
flexure elements shown in Fig. 2 (b) that allow rotation around the x axis. Then, flexure
elements that link the foundation and the intermediate platform are added, allowing the
rotation around the y axis; see Fig. 2 (c). Thematerial of themechanism is aluminumwith
a density of ρ = 7700 kg/m3, a longitudinal elasticity modulus E = 2.1 · 1011 N/m2

and transversal modulus G = 8 · 1010 N/m2. The flexible elements are 30 mm long and
have a cross section with 0.2 mm thick and 5 mm wide.

Fig. 2. Dimensions (in mm) of the 2R mechanism (a, b, c) and FEM simulation (d, e, f).

All flexure elements are modeled with the proposed beam for three cases of modal
analysis: Considering 1 beam element for each flexure element, (i) including the mass
of the beam (ii) and ignoring the mass of the beam, respectively, and (iii) by considering
2 beam elements for each flexure element where the mass of the beam is taken into
account, otherwise the mass matrix would be singular.

The values obtained for the first 6 vibration modes are very similar to each other
and are shown in Table 1. The results obtained with the proposed method are compared
with results that were obtained by the finite element method shown in the 2nd column of
Table 1. In Fig. 2(d) the mesh of high-order quadratic tetrahedral elements consisting of
100630 nodes is shown. Figures 2(e) and 2(f) show the results for the first two natural
frequencies corresponding to the two desired rotational degrees of freedom. It should
be noted that using 2 beam elements per flexure element has less error in the 6th mode
compared to using 1 element per flexure element. The execution times to calculate the
natural frequencies with the proposed analytical method are 100 orders less if they are
compared to results obtained through the finite element method.
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Table 1. Natural frequencies (in Hz) of the 2R flexible mechanism

Mode FEM (i) With beam mass
1 Element

(ii) W/O beam mass
1 Element

(iii) With beam mass
2 Elements

1st 141.21 140.33 141.82 140.33

2nd 169.52 165.28 165.42 165.28

3rd 2041.2 2101.61 2109.19 2101.61

4th 2422.2 2528.11 2532.47 2528.11

5th 4741.1 5255.80 5279.7 5244.43

6th 7432.3 9742.33 9771.67 7325.57

4 Conclusions

In this work, the modal analysis of flexible platforms with application to precision
devices with small displacements and deformations was presented. A stiffness matrix
for a Euler-Bernoulli beam was derived by applying the Screw Theory formalism. This
matrix allows to be assembled in a simple and direct way to carry out static analysis of
flexible mechanisms and, together with a mass matrix of concentrated parameters, it also
allows to carry out the modal analysis of flexible mechanisms. Using the proposed beam,
the flexure elements of a flexiblemechanismwith two rotational degrees of freedomwere
modeled to analyze their vibration modes. The results of the modal analysis obtained
with the proposed analytical method were validated with the finite element method and
its accuracy was acceptable and had faster execution than the FEM, highlighting that the
number of beam elements per flexure element is important to capture the correct physics
of the modal analysis.
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Abstract. The direct stiffness matrix method for static calculation of structures
represents one of themost precise and efficient paradigms to address the analysis of
the structuresmost typically used in construction. The present work intends to fill a
niche in open-source software in the field of computationalmechanics in relation to
said matrix methods, providing a C++ programming library and a set of associated
tools that allow an easy approach to structural analysis. This new project, named
OpenBeam, presents a design that emphasizes didactic applications with, among
other features: an easy parameterization of structures, the presentation of diagram
graphs, and the creation of animations of the deformed structures. In addition, an
interactive version of the software is offered as a freely accessible online tool for
use on any desktop or mobile device without the need for installations since it
runs directly on the web browser. The application is accessible from https://open-
beam.github.io/openbeam/.

Keywords: Stiffness matrix method · finite elements · educative innovation ·
web applications

1 Introduction

Matrix methods are widely known and used today for static calculation of structures
typically used in construction [1, 2] and, through the finite element method, of arbitrary
pieces in two or three dimensions [7]. With this work we intend to fill a niche in the
open-source software of the field of computational mechanics in relation to said matrix
methods, providing a C++ library and a set of associated tools to ease computational
structural analysis. The software is design emphasizing a didactic aiming by means of,
among other features, parameterization of structures, the presentation of force diagrams,
and the creation of animations of the deformed structures.
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The availability of versatile, open-source and universally freematrix calculation tools
for structures would have multiple applications. Firstly, as a reusable block (program-
ming language library) in the creation of static analysis tools for engineering projects.
In the educational field, it would allow the automation of tasks such as the creation
of graphics and animations of different structures, including the parametric generation
of structures and the automatic calculation of static solutions (reactions, deformations,
and stresses), thus facilitating the creation of teaching material, including randomized
exercises and exams. Carrying all this out online, from a web browser, minimizes the
access threshold to the tool.

At present there are numerous software for structural calculation using the matrix
method and/or by the finite elementmethod, butmost are proprietary software. Thiswork
presents an open-source software that, in addition, in its offline form is compatible with
all major operating systems (Windows, Mac, and GNU/Linux), and in its online form
works from any computer or modern mobile device. Another of its noteworthy feature
is its ability to define nodal coordinates not concordant with the global coordinate axis
[10], allowing the definition of sliders with arbitrary orientations.

The presented software is written in C++ 17 [11] and makes use of the well-known
Eigen3 library [3] for calculations with dense and sparse matrices. Documentation and
online tools are available on the project website [4] and the Git repository1.

The rest of this article is organized as follows. Section 2 exposes the materials
and methods, Sect. 3 presents the results of the work, and finally the conclusions are
summarized in Sect. 4.

2 Methods

2.1 Direct Stiffness Matrix Method

This matrix method is not limited by the type of structure as other classical calculation
methods are, by means of organizing all the information about the structure in the form
of matrices. In addition, a greater number of unknowns can be solved compared to
classic resolution methods in Strength of Materials [5] and with the benefit of being
able to automate it. To be able to apply it to a continuous structure, it is necessary to
model it through a discrete and finite set of variables. There is some freedom on the
part of the engineer when choosing: (i) the way in which continuous bodies are divided
into a discrete series of elements, and (ii) how many degrees of freedom (dof) each of
these elements will have at the joints (or nodes). It should be noted that the use of the
stiffness method is motivated by the greater ease of automation, allowing to define a
library of predefined elements with stiffness matrices with known expressions from an
earlier theoretical analysis [1, 7, 10].

2.2 Distributed Loads

The study of discretized problems implies that: (i) results are obtained only for the
state vector dof, and (ii) only point loads can be defined. Therefore, any distributed

1 URL: https://github.com/open-beam/openbeam.

https://github.com/open-beam/openbeam
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loads must be converted into equivalent concentrated loads, for which the well-known
methods in matrix calculus [10] are used using the Strength of Materials equations [5, 8,
9]. Regarding the axial, shear, bending and torsion moments, in our work we have opted
to mesh the structures in sufficiently small elements, so that, by calculating the stresses
at the ends of each element in a rigorous manner, linear piecewise stress diagrams are
obtained. The following distributed loads have been implemented: uniform, trapezoidal,
temperature variation, and non-nodal point.

2.3 Meshing

Meshing is the step in which a continuous solid is divided into a multitude of finite
elements [7]. In our work, only basic meshing of linear elements (rods or beams) into
smaller, also linear elements has been necessary, so the connectivity between elements
after meshing is trivial as it is purely linear. There are two noteworthy aspects: (i) An
element of a particular type (see Fig. 1), when meshed, can be converted into several
elements of different types according to the degrees of freedom defined at its ends
(e.g. when meshing a bi-articulated bar, an articulated-rigid element, several rigid-rigid
elements, and finally a rigid-articulated element will be obtained), and (ii) distributed
loads along a beam or bar must also be “meshed” to be distributed among the finite
elements, which are the ones that are finally calculated.

2.4 Eigen3 Library

Eigen (version 3) is one of the most widely used C++ libraries in multiple engineer-
ing fields to represent and manipulate matrices, vectors, and tensors [3]. It allows two
representation modes for matrices: dense and sparse. The formers are used in our work
to represent the stiffness submatrices of finite elements, as well as generalized coordi-
nate vectors. Sparse matrices are suited for stiffness matrices of very large structures,
especially after meshing, since each element is typically only connected to a few neigh-
boring elements. Once sparse matrices are represented, the resolution of canonical linear
systems Ax = b, as required in our work, demands specifically algorithms to exploit
the matrix sparsity and solve them in typically almost linear time O(N) instead of cubic
O(N3), with N the number of degrees of freedom. Two algorithms have been imple-
mented in the library to solve this linear system: (i) the Cholesky decomposition (LLT)
algorithm for the Kff , converted to a dense matrix, and (ii) Cholesky for the pure sparse
matrix case [3]. By default, the dense matrix version is used, since most of the structures
analyzed will be of a size small enough for the sparse method to not be computationally
advantageous.

2.5 MRPT-opengl Library

MRPT (“Mobile Robot Programming Toolkit”) is an open-software project that offers
C++ libraries with algorithms and tools for mobile robot programming [12]. Its mrpt-
opengl module offers a library for the generation of 3D graphics in a modular way
through assembly and composition of basic visual primitives (lines, points, cylinders,
etc.), chosen to generate and dynamically update the visualizations of structures.
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Fig. 1. A few of the available types of finite elements implemented in libopenbeam, together with
their short names as specified in the structure definition files.

2.6 Emscripten

Emscripten [13] is a project, presented in 2011 and in active development, which pro-
vides a modified version of the clang compiler capable of cross-compiling from various
languages (including C++) to JavaScript and WebAsm. By compiling MRPT, Eigen3,
and OpenBeam all with Emscripten, web applications in Javascript have been developed
that make use of all the high-level functions exposed in OpenBeam, such as analyz-
ing a structure definition file, performing static analysis, or generating and updating its
graphical representation in an html5 WebGL canvas [14].

3 Results

3.1 The Openbeam C++ Library

The main functionality developed in this work is integrated into a C++ library, which
is used by the applications themselves, and which can be used by users interested in
creating their own projects.

3.2 Implemented Finite Elements

At present, implemented elements are eminently planar: rods, beams, and springs.
Figure 1 illustrates a few of the implemented elements. As can be seen, they are all
binary (connecting only two nodes) and each one makes use of a variable number of
degrees of freedom at each of its two ends.

3.3 YAML Structure Definition Language

An example in Fig. 2 illustrates how users can describe the structure to analyze by
means of our custom structure definition language in YAML [6], with all syntax details
available online. Note that, whenever a numerical value is needed, mathematical expres-
sions (algebraic operations, trigonometric functions, etc.) can be used at any point, as
well as more complex constructions such as “if… Then… Else” if the user requires it
(e.g. to define that a load only exists if a length meets certain criteria), allowing easy
parameterization of structures.
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parameters:
  G: 9.81 
  L: 3.0 
  H: 4.0 
beam_sections:
- name: IPE200 
  E: 2.1e11 # Young module 
  A: 28.5e-4 # Area 
  Iz: 1940e-8 # Second moment of area in z 
nodes:
- {id: 0, coords: [0   , 0], label: A} 
- {id: 1, coords: [0   , H], label: B} 
- {id: 2, coords: [L   , H], label: C} 
- {id: 3, coords: [L   , 0], label: D, rot_z: 30.0} 
elements:
- {type: BEAM2D_RR, nodes: [0, 1], section: IPE200} 
- {type: BEAM2D_RR, nodes: [1, 2], section: IPE200} 
- {type: BEAM2D_RR, nodes: [2, 3], section: IPE200} 
constraints:
- {node: 0, dof: DXDYRZ} 
- {node: 3, dof: DY} 
element_loads:
- {element: 1, type: DISTRIB_UNIFORM, q: 1000*G, DX: 0, DY: -1, DZ: 0}

(a) 

(b) (c) 

Fig. 2. (a) Example of the YAML structure definition language used in OpenBeam. Visual
representation of the structure in (b) its original state, and (c) deformed under loads.

3.4 Applications

A command-line off-line program called “ob-solve” has been developed, with more than
thirty arguments and flags to: load a structure from a YAML file, show the results of the
static analysis to the console or to an HTML file, show the stiffness matrices, generate
visualizations of the structure in its original or deformed states, etc. Examples of the
results of this program are provided in an online repository2. The on-line version of this
program is more interactive and is designed to be used by students and professors in the
most intuitive way.

2 URL: https://ingmec.ual.es/openbeam/fem/.

https://ingmec.ual.es/openbeam/fem/
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4 Conclusions

Several objectives have been achieved with this work: a new open-source library with
a high-level API to define mechanical structures and solve static analysis of them. Two
ready-to-use tools are also presented: (i) the command line program with potential for
both students and professors, and (ii) the web page with the online tool, which makes
it, to the best of the authors’ knowledge, the first application capable of running on the
web and mobile devices that allows arbitrarily complex structures to be defined and
calculated, completely free of charge and with open-source code.
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Abstract. A failure analysis of a fractured rail corresponding to a railway con-
veyor belt (Tripper) that operated in service for two years has been carried out. A
visual inspection, chemical composition analysis, metallographic analysis, hard-
ness and microhardness measurements were carried out on the failed piece. The
rail was made of 0.89% C carbon steel and presented a decarburized area on the
running surface, with strong plastic deformation due to the operation and work
hardened. The metallurgical root cause is associated with the presence of pro-
eutectoid ferrite and non-metallic inclusions that have been severely deformed by
rolling stresses, generating a weak continuous region that nucleated rolling con-
tact fatigue cracks (RCF) and accelerated the formation of a longitudinal crack
that propagated vertically (vertical split head) as a consequence of other possible
material defects.

Keywords: rolling contact fatigue · rail fracture · rail failure analysis

1 Introduction

One of the most common failures in the rails is the fracture due to rolling contact fatigue
(Rolling Contact Fatigue), this failure mechanism can have multiple manifestations in
the rail as “Gauge Corner Checking”, “Head checking”, “ Pitting”, “Spalling”, etc. [1].
However, it is also possible that manufacturing defects may occur that cause breaks in
service, as is the case with the vertical cracking of the rail head (vertical split head) [2].
Another important factor in fatigue life of a rail is the degree of cold deformation hard-
ening that has experienced the rolling area. As a result, there is a materials anisotropy,
that strongly affects the development of rolling contact fatigue (RCF) [3].

The present study corresponds to the fractured rail failure analysis corresponding to
a mineral conveyor belt (tripper). Figure 1 shows a piece of the fractured rail next to an
unused rail, which were supplied to determine the root cause of the failure. The tripper
has four wheels per side, the rails support vertical forces of up to 1027 KN. The amount
of cycles per day is 250 on average. After two years of operation, the rail system suffers
the fracture at one of its ends.

According to the information provided, the steel of the rail corresponds to a CR104
Steel Head Hardened (HH) and fits the ASTM A759-10 specifications.

© The Author(s) 2023
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Fig. 1. View of the parts of a rail system, supplied for analysis.

2 Results and Analysis

To carry out this fault analysis, the following tests and analysis were carried out:

• Visual and magnetic particles
• Chemical analysis of the rail material
• Hardness tests.
• Metallographic and micro-hardness measurements

Fig. 2. Long grooves, gauge corner checking and vertical split heads present in the fractured rail.
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2.1 Visual Inspection

Two longitudinal cracks (long grooves) were observed on the head of the rail (Fig. 2)
that spread into the interior of the material. Subsequently, a vertical crack was developed
(vertical split Head). Another important observation is the strong plastic deformation
observed in the head of the rail, appreciating a reduction in the height of the same of
3 mm and a widening of the edge of the rail (gauge corner region).

2.2 Chemical Composition Analysis

Samples of the fractured rail and the new rail for their corresponding chemical analysis
were extracted. The analysis was performed by optical emission spectrometry according
with the ASTM E60-11 standard, the analysis result is shown in Table 1.

Table 1. Chemical composition (% weight) of the failed rail and the new rail

From the chemical analysis results, it can be concluded that the materials of both rail
sections comply with the material specifications for crane rails according to the ASTM
standard to 759-10. However, the fractured rail presents a slightly higher C content
(0.89%C).

2.3 Hardness Measurement

Transversal sections of the supplied rails (new and fractured) were cut. Hardness mea-
surements were carried out using a Equotip® Leeb hardness portable equipment. The
new rail presented a hardness in its cross section that ranged between 292–366 HB
while the fractured rail had a hardness between 336 and 393 HB. According to ASTM
A759-10, high strength rails must have a HB hardness between the range of 321 to 388.
According to this, the hardness of the fractured rail conforms better to the specification’s
standard.

2.4 Metallographic Analysis

A metallographic analysis was carried out in samples extracted from the portion of the
new rail and the fractured rail. Themetallographic etchingwas performed using 2%Nital
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reagent. The microstructure of the new rail in the surface of the head was Proeutectoid
Ferrite (F) and Perlite (P) (Fig. 3.a) while the microstructure of the area immediately
under the surface was constituted by equiaxial grains of Perlite (P) (Fig. 3.b). This
last microstructure is close correlation with the chemical composition of the steel of the
analyzed rail. Themicrostructure of the head surface is consequence of a decarburization
process during the rail manufacturing.

Fig. 3. [a] [b]Micrographs of the original rail (new) showing decarburation zone in the surface [a]
(etching: 2% Nital). [c][d] Non etching micrographs of the head zone of failed rail showing non-
metallic inclusions strongly deformed and aligned [c] and propagation of micro-cracks following
the paths of aligned non-metallic inclusions [d].

The head of the fractured rail presented in the rolling contact area a strong plastic
deformation (180–350 microns) that caused the deformation and realignment of non
-metallic inclusions (Fig. 3.c). In addition, microcracks that follow the paths of the
realigned non-metallic inclusions were observed (Fig. 3.d).

2.5 Micro Hardness Measurement

The strain-hardening layer observed in the head of the fractured rail presented hardness
values of up to 573 HV0.5, while the region of the material away from the hardened
area it presented hardness between 412–430 HV0.5 (See Fig. 4). Due to the differences
in mechanical properties between the pro-eutectoid ferrite (decarburized zones), much



68 C. Fosca

more ductile, and the perlite, the deformation does not occur uniformly at themicrostruc-
tural level and the pro-eutectoid ferrite is constituted in points of preferential start of
fatiguemicro-cracks [4–6]. Similarly, ductile non-metallic inclusions such asmanganese
sulfide can become nucleation points of rolling contact fatigue cracks (RCF) in strongly
deformed areas of the rolling surface [7].

Fig. 4. Micrographs of samples extracted from the head of the fractured rail where the strain-
hardening zone and the hardness (HV0.5) values can be seen

These surface cracks are caused by the contact stresses between the crane wheel and
the rail. The mechanism that originates them is known as rolling contact fatigue (RCF).
These cracks grow preferably in the riel longitudinal direction, but they also spread in the
other directions due to the triaxial load system that occurs inside the rail due to the load
with the wheel [8]. The trajectory of the crack is determined by the load, the anisotropy
of the plastically deformed layer and the weaknesses of the material [3].

The nucleation of these longitudinal surface cracks can have its origin in numerous
causes, such as hardening by high localized plastic deformation, presence of non-metallic
inclusions aligned (oxides, sulphides) that act as stresses micro-concentrators, surface
defects such as laminations, etc.

3 Conclusions

The fractured rail exhibited a combination of defects that acted synergistically in its
premature failure (approximately two years). The head rail presented a decarburized
surface with the presence of pro-eutectoid ferrite, which coupled with the presence of
segregation of realigned non-metallic inclusions, caused a mechanically weak region,
compared to the severely strain hardened pearlite.

The cyclic loading originated by the contact between thewheel and the rail, generated
rolling contact fatigue damage in different parts of the head of the rail (gauge corner
checking) and long grooves more associated with laminations or manufacturing defects,
but that was accelerated by cracking in strain hardened layer due to contact fatigue. The
confluence of these cracking fronts resulted in the fracture of the component through a
vertical crack (vertical Split Head).
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Abstract. Failure analysis of farm tractor’s engines and internal combustion
engines is done using vibration analysis due to its efficiency and because it is not
invasive to the engine operation. In this work, engine failures are studied based
on failures of the injectors opening pressure. The vibration data was obtained
by a sensor located in the cylinder block close to the compression chamber. The
Fast Fourier Transform (FFT) was applied to obtain characteristics in each engine
operating status (injector failures). With the statistical analysis, the characteristics
are selected for the classification of the engine status and later failures prediction.
The results demonstrate the validity of the proposed method.

Keywords: Vibration analysis · agricultural vehicles · fault diagnosis · Internal
combustion engines

1 Introduction

Agricultural vehicles have an internal combustion engine, which currently can be mon-
itored in real time using sensors. Engine monitoring can provide large amounts of data
containing dynamic, combustion, fluid flow processes andmajor events of current engine
conditions, with this data failure detection can be achieved, thus preventing further
damage to the engine, as well as reducing engine performance [1].

Different studies have been carried out on the prediction, evaluation and diagnosis
of machine failures using artificial intelligence techniques. Artificial Neural Network
(ANN) and a humidity sensor were used for modeling sensor failures applying different
temperatures [2]. The Wavelet transform and an ANN classifier to predict failures were
used to evaluate bearing operating conditionmonitoring performance [3]. Several authors
used sensors and diagnose motor failures, using the Wavelet packet transform, NN and
spectrograms for the autonomous prediction of failures [4, 5]. In the same way there are
predictive maintenance techniques based on vibrations to know the state of the engine
[6]. Research on engine failure prediction mechanisms to reduce fuel consumption and
exhaust emissions is vital and necessary [7].

© The Author(s) 2023
A. Vizán Idoipe and J. C. García Prada (Eds.): IACME 2022, Proceedings of the XV Ibero-American
Congress of Mechanical Engineering, pp. 70–76, 2023.
https://doi.org/10.1007/978-3-031-38563-6_11

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-38563-6_11&domain=pdf
https://doi.org/10.1007/978-3-031-38563-6_11


Vibration Analysis in Agricultural Vehicles for Fault Detection 71

Vibration in agricultural vehicle engines can be detrimental to their proper func-
tioning, and vibration can affect the life of the engine [8]. Different studies focused on
the reduction of maintenance costs, for example, for aircraft engines where they have
an expenditure of 10.3% of the budget [9]. Thus, one of the objectives of predictive
maintenance is to reduce this expense by using on-board sensors to monitor the health
status of machine components. Predictive maintenance aims to identify potential mal-
functions in advance, allowing a quick intervention before the actual problem arises.
With condition-based maintenance, the aim is to schedule maintenance activities only
when a functional fault is detected. Proactive maintenance puts primary emphasis on
tracing all failures back to their root cause [10, 11].

To obtain measurements with different states, three levels of failure were simulated
in the test bench that are in the injectors by adjusting the opening pressure and that
directly affect the combustion and therefore the operation of the rest of the system.

2 Methodology

The data is obtained from a compression-ignition engine with three four-stroke cylinders
that has anoutput of 51.2HP.Four variables of engine operation at a single speed (idle) are
studied. Vibration data is obtained using the ICP® 603C01 piezoelectric accelerometer.
The signals are captured and processed using a DAQ NI 9250 data acquisition card with
software designed in LabVIEW and they are stored in the computer to be processed.
The characteristics obtained from each vibration signal are the number of data obtained
per sample is 64,000 with a sampling frequency of 8,000 Hz.

The characteristics obtained from the vibration signal are inputs for the autonomous
learning system where the different operating conditions of the motor are grouped. The
considered conditions are: normal engine operation (BE) and failure in the opening pres-
sure of the injectors with three levels of failure of opening of injectors 25% (ME25),
50% (ME50) and 75% (ME75). The variables considered have influence on the behav-
ior of the engine, but they do not cause the engine to stop working (serious failure).
Therefore, if the engine fails, the classification made in autonomous learning will group
the defects according to the conditions entered: BE, ME25, ME50, ME75. Each feature
for the different operating variables has 200 samples of 64,000 measurement points of
vibration signals, where 80% of the samples are used to train learning and 20% to test
and validate each case.

2.1 Decision Tree

It is a scheme that is used to decide and solve problems, to achieve this you must
consider criteria and make decisions. Decision trees are a classification technique easy
to interpret and use, which generate rules in the form of a tree, where the data set is
divided into branches until segments of similar behavior are obtained depending on the
target variable, and are used in decision making [12].

Decision trees allow to categorize a series of characteristics and parameters. In con-
dition monitoring, and to guarantee the efficiency of this procedure, different operating
conditions must be included, and ranges established for each of them [13].
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This study will compare possible engine states mentioned above. The training of
the decision tree was done using 5 statistical variables of the vibration signal (Median,
Mode, Square Mean, Kurtosis and Asymmetry).

2.2 Obtaining Features

To obtain the characteristics is of vital importance in intelligent classification systems,
several investigations have used different methods. This work is framed in the analysis
of vibration, in the domain of time (the decision tree uses parameters of the time signal)
and additionally a frequency analysis was performed. This methodology has been used
by several studies [16]. For frequency analysis, the Fourier transform is traditionally
used since it can convert a time domain signal into a frequency domain and thus be able
to obtain information on frequencies and amplitude for raw signals.

The vibration data obtained in the time domain were transformed into the frequency
domain. We recognized the dominant frequencies in each signal. The amplitude and
frequency of each peak becomes the dominant characteristics based on frequency.

2.3 Extracted Characteristics

The extraction of the characteristics tries to filter the data with a high level of similarity
[17, 18]. The vibration data obtained and characterized according to their state (BE,
ME25, ME50 and ME75) are subjected to statistical calculations to determine the val-
ues to be used to perform the training, consequently, the important characteristics that
contribute to the classifier to select patterns for prediction will be determined. For the
different tests the engine revolutions will be considered according to the operating state
(BE-850 RPM, ME25-850 RPM, ME50-900, ME75-1400 RPM). For the classification
of failures, an intelligent system is created to predict failures in an engine according to
the defined states (BE, ME25, ME50 and ME75).

3 Results

3.1 Feature Analysis

The vibration data obtained will be used in the classification of learning and subse-
quent failure prediction processes. Figure 1 shows the signal recorded for 0.8 s with an
accelerometer, for each of the engine operating states: Good condition (BE) (a), ME25
(b), ME50 (c) and ME75 (d), where a considerable difference is observed compared to
the change of engine speed (RPM). When causing a serious failure there are changes in
the behavior of the engine and increases the RPM.

The characteristics for the conditions of the study (BE, ME25, ME50, ME75) are
described below. Table 2 shows the values, in the frequency domain, extracted from
the acquired vibration signal. There are 4 variables from which the characteristics
were extracted directly from the sensor, and processed with the Fourier Transform,
corresponding to the two amplitude values of the signal max. and their amplitude.

In Fig. 2 a) the area in which the characteristics will be taken is demonstrated to
compare and carry out the research, in b) the characterization of the engine in BE status
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Fig. 1. Raw signals

Table 1. Characterization values

State Feature 1 Feature 2

Frequency (Hz) Amplitude (V) Frequency (Hz) Amplitude (V)

BEE 44 7 58 10

ME25 44 7 58 10

ME50 45 8 61 12

ME75 42 2 55 8

is shown where the main characteristics were selected, which in this study and for all the
variables were 2 per sample. Considering (b) we proceed to analyze the other variables.
In (c) where the same characteristics can be observed in the ME25 variable, but more
pronounced peaks are noted which indicates that a failure may occur in the future, as
shown in Table 1, the two characteristics are identical. In (d) presents the ME50 status
a difference in the two characteristics is noted where it increases both in frequency and
amplitude considering the Fig. 2 (b), having a considerable variation the damage to the
engine is identified and in the same way the engine speed varies. The Fig. 2 (e) failure
(ME75) a big difference can be noticed with the variable of good condition; this is
because it is the strongest fault that can occur, and that the engine can start and work. In
this way, characteristics are obtained to achieve adequate training patterns and predict
failures of agricultural engines.

Figure 3 presents the scatter plot, which is a method of validation of learning where
an efficiency of 95% is obtained and the distribution of the different characteristics
obtained based on the variables studied is observed. It is not possible to differentiate or
separate the points of the BE and ME25 classes that have similarity with respect to their
variance and kurtosis characteristics. However, there is a clear difference of the classes
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in the characteristics of ME75, where the engine already has considerable failures in its
operation, this failure would be the most severe that can be simulated.

Fig. 2. Vibration characteristics

Fig. 3. Scatter plot

4 Conclusion

An analysis of vibration signal characteristics (statistics of the temporal signal and the
frequency domain)was carried out for themonitoring of failures in an agricultural vehicle
engine. For this research, a methodology was proposed to diagnose engine failures
based on three possible defects in the injectors that directly affect combustion. For the
experimental part, a sensor located in the cylinder block as close to the combustion
chamber was used that acquired the vibration data. The study is designed to distinguish
four engine states: good condition (BE), poor condition varying 25%, 50% and 75%
injector opening (ME25, ME50 and ME75).
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Regarding the analysis of the characteristics of the signals in the frequency domain,
we have worked with FFT analysis, on the frequency band delimited between 40 and
65 Hz, since it has been found that the characteristics are good indicators of state change,
as shown in Fig. 3, where differences in amplitude values were observed for the case
of BE and ME25 states with respect to ME50 and ME75. Regarding the characteristics
of the time domain, they have been extracted from the measured vibration signals, and
using trees decision it was concluded that, of all the statistical parameters calculated,
the Quadratic Mean, Kurtosis and Asymmetry are the most interesting characteristics to
monitor when trying to diagnose engine failures.
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Abstract. In this paper, we present a learning experience for the improvement
of kinematic and dynamic cam analysis teaching through the development of
a collaborative project among subject students, based on the realisation of an
application in Excel using its ease of use and matrix calculation capacity. For the
examination of various cam types, motion programmes, and kinematic response
curves, a large class of families of preconfigured curves is evaluated. Similarly,
cam sizing is determined by geometric constraints such as pressure angle and
radius of curvature. Students from the UNED School of Industrial Engineering
perform all of the tasks described. This experience is part of a series of similar
projects aimed at improving the academic performance of students involved in
these activities by teaching the theory of machine elements.

Keywords: Collaborative teaching projects · Synthesis and analysis of
mechanisms · Spreadsheets

1 Introduction

Distance learning in higher studies is a challenge that requires the use of additional
techniques and skills to address similar studies in the face-to-face mode. The use of
new communication technologies, adapted computer media and the application of more
attractive and effective teaching methods, especially in the teaching of STEM subjects,
represent a necessary aid for the achievement of teaching objectives [1].

There are numerous computer programs and platforms for mechanical design and
calculation in the field of mechanical engineering, some of which are specifically ded-
icated to the calculation of cams [2–4]. It is absolutely essential to put it into practice
gradually because the correct use of it requires knowledge and understanding of all
related theoretical concepts. In this context, this article describes a teaching experience
that involved the creation of a group project by the students to improve the teaching of
the kinematic and dynamic analysis of cams using the creation of an Excel computer
application. This application must facilitate obtaining the most relevant and important
results in this kind of system, producing visual and numerical results.
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the project’s main goals can be summarized as follows:

• User-friendly, intuitive, adaptable, and versatile.
• Easily expandable to other needs or calculation requirements.
• Easily adaptable to other spreadsheets of machine elements.
• Didactic approach: support for students and teachers.
• Follow the calculation scheme and nomenclature of the basic bibliography [5].
• Open access without programming requirements.
• A first Spanish version. Upcoming English versions.

Due to its accessibility, ease of use, and capability to perform matrix calculations,
Microsoft Excel spreadsheets [6] were chosen as the base for the software application
being created to achieve these goals.

2 Theoretical Basis on the Calculation of Cams

2.1 Introduction, Working Principle, and Applications

A cam-follower system is essentially a four-bar linkage with variable-length links.
Because of this fundamental difference, cams are particularly advantageous for pro-
ducing specific output functions in a flexible manner, as they can produce a wide range
of output movements [7]. By causing the output element, or follower, to roll or slide on
the atypical profile of the input element, or cam, cams are mechanical components that
enable the conversion of rotary motion into oscillating motion. There is some sort of
spring used to ensure that the contact between the cam and follower is alwaysmaintained.

2.2 Terminology and Classification of Cam Systems

The mechanism under study is that of a cam, which performs a uniform movement, and
the follower, which performs a periodic movement. Depending on the movements of
these components and according to their geometric characteristics, the types of cam-
follower systems are classified: according to the spatial configuration, depending on the
output movement of the follower, according to the geometry of the follower, depending
on the type of closure of the joint, according to the restrictions and the movement
program, etc. The reader is advised to consult the standard literature on cam design [7]
for further details on each of these types of cams.

2.3 Fundamental Law of Cam Design and Kinematic Diagrams

The next design challenge is to define themathematical function with which the follower
moves as a function of cam rotation, in accordance with the Fundamental Law of Design
of Cams, once the foundations for the operation of cam mechanisms have been estab-
lished. The above Law is equivalent to matching the value of the boundary functions
for displacement, velocity, and acceleration, making the functions of displacement parts
have continuity of third degree, and making the jerk function finite by subdividing the
cam motion functions into several parts.
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2.4 Follower Displacement Math Functions

Simple harmonic movement, cycloidal displacement, modified trapezoidal acceleration,
modified sinusoidal acceleration, polynomial 3-4-5, polynomial 4-5-6-7, double har-
monicmovement, 3-4-5-6 polynomial, critical pathmotion, and constant velocitymotion
are among the common mathematical functions used in the design of cams.

2.5 Cam Size

The functions to be used in each section are chosen based on the type of cam and follower.
The program’s SVAJ functions are then generated, and the design’s suitability is checked.
It is necessary to provide information on the cam size in order to be able to size the cam
profile based on the follower type and the SVAJ diagrams. The eccentricity, the primitive
curve, the base circumference, and the main circumference are all defined for this. The
pressure angle and the radius of curvature are two crucial cam design elements that are
examined from these geometrical elements.

3 Cam Profile Analysis and Design Validation

The steps in the design and validation of a cam are logically ordered: choose the type
of cam and follower, create SVAJ diagrams, size the cam and its profile, determine the
pressure angle and radius of curvature, and validate the cam design to prevent curve
radii that are either negative or larger than the follower radius. The system’s dynamic
forces, damping ratio, critical damping, and damped and undamped natural frequencies
are then calculated using a lumped parameter model to perform a dynamic analysis of
the system.

The contact force must then be consistently positive in order to prevent the follower
from jumping, and the operating speed must be such as to minimise any potential res-
onance effects. Finally, the required torque is obtained on the camshaft to be able to
drive the cam. The contact efforts made by the cam and follower are examined after
the contact force has been determined in order to look for any potential contact surface
cracks. In order to achieve this, the Hertz contact theory between parallel cylinders is
used, and graphs of the main stresses and Von Mises stresses in the proximity of the
contact are obtained.

4 Computer Application Design

The application is being developed with its two primary uses in mind: as a teaching tool
and as a professional work tool. In this first version, the application’s scope is defined
for the following design variants: flat rotational cams, programmes with any sequence of
up to eight rising, stopping, or falling segments, roller or flat face followers, and varying
sorts of closure of form or force.

The Excel application is organised using a spreadsheet for each of its 14 sections,
where the design and operation requirements are examined and the set of results’ graphs
are created. There are two distinct categories of spreadsheet. For application users, an
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external spreadsheet. To avoid accidental editing or change, the internal spreadsheets
for the developer are hidden. A user manual is created to make the application easier to
use or to clarify any usage questions (Fig. 1).

Fig. 1. Kinematic analysis. User interface [8].

4.1 First Part: Kinematic Analysis

The screen is divided into five zones to make it easier to use; numerical data is entered
in cells of various colours, and non-numerical data is chosen from drop-down menus:

Zone 1: contains simple operating instructions.
Zone 2: list the type of cam programme and the design that will be examined.
Zone 3: specify the distances and lengths of each segment.
Zone 4: numerous checks produce error or warning messages.
Zone 5: the most significant results are summarised and shown (Fig. 2).

Fig. 2. Menu for choosing application results graphically [8].

4.2 Second Part: Dynamic Analysis

The structure and format remain the same as the kinematic analysis part.

Zone 1: introduce the parameters of the concentrated model for the dynamic analysis,
as well as the preload deflection.
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Zone 2: introduction of material properties and cam width, required to perform contact
force calculations.
Zone 3: validate the values needed to continue with the calculations.
Zone 4: displays a summary of the most important results.

Calc.Asection hidden in the user’sworking file that is destined for internal developer
use. The Technical Manual explains how it works.

4.3 Spreadsheets of Results

S-V-A-J: SVAJ graphs, with maximum and minimum values for each variable.
Zoom_S-V-A-J: expands the SVAJ graphs, and in the comparative case, five functions
are drawn at the same time.
Phi_ρ: pressure angle and radius of curvature over a rotation period.
Perf_leva: the cam’s profile, including the base and primary circumferences.
POLAR_perf_ϕ: cam profile in polar coordinates next to the pressure angle.
POLAR_perf_ρ: cam profile in polar coordinates next to radius of curvature.
Fuerzas: preload force, dynamic force and maximum contact pressure.
Esfuerzos: preload force, dynamic force and maximum contact pressure.
VM_ρ: curvature radius and contact pressure graph.
Par_torsion: torque and the force of contact between the cam and the follower.
Selec. Internal developer section. As a result, it is hidden in the user’s work file. The
Technical Manual explains how to use it (Fig. 3).

Fig. 3. Results. SVAJ diagrams. [8].
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4.4 Technical Manual

The application includes the preparation of a detailed technical manual that explains the
operation of the computer application from the developer’s perspective. This section is
relevant if you want to modify, adapt, or complete the application with a calculation or
additional result.

5 Conclusions

As part of a collaborative project carried out by the subject’s students, a computer
application for the design and calculation of cams was developed, with the following
properties: versatile, intuitive, simple, adaptable, and accessible. The goal is to improve
the teaching task of the project’s developers and student users of the application. It is
also a useful tool for teachers in terms of exercise proposal and resolution. Professionals
or specialists in cam design can also benefit from the application.

The project is designed to be open to new students’ continuous participation in the
expansion and improvement of the same, in advanced topics of cams study such as:
dynamic study of complete mechanical assemblies, dynamic study of vibrations, study
of failure to superficial fatigue, study of wear phenomena, and connection with other
axle calculation sheets.
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Abstract. The thermo-mechanical behavior of a La(Fe,Co,Si)13 thin film
deposited on a porous aluminum structure with a uniform geometry has been
studied. Computational simulation techniques have been applied to the magne-
tocaloric material to model the thin film as a material with visco-plastic properties
for thermal cycling at room temperature. The values obtained for stress, equivalent
strain and cycles necessary for the material failure show a significant improve-
ment in the mechanical stability and fatigue resistance of the metallic porous
structure with the La(Fe,Co,Si)13 thin film, when compared to a model with the
same geometry, but made entirely of La(Fe,Co,Si)13. These encouraging results
prove the potential that this approach may have in the design and manufacture of
magnetocaloric materials for magnetic refrigeration applications.

Keywords: thermo-mechanical stress · magnetocaloric materials · porous
structures · computational analysis

1 Introduction

Refrigeration plays a crucial role in a large part of industrial and residential sectors, since
the consumption related to thermal management systems is around 30% of the total elec-
tricity produced worldwide [1]. Furthermore, current vapor-compression refrigeration
systems contribute significantly to global warming due to the release of polluting gases
into the atmosphere, such as CO2 and fluorocarbons commonly used as refrigerants, also
demonstrating a poor efficiency in the Carnot cycle (around 10%).

As an environmentally friendly alternative,magnetic refrigeration (MR) has attracted
scientific interest as a novel technology with the potential to achieve efficiencies of up to
60% with zero emissions of greenhouse gases [2]. MR is based on the magnetocaloric
effect (MCE), which is the response exhibited by a magnetic material when its magnetic
moments tend to align parallel to an applied external magnetic field, yielding an increase
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in its temperature. The magnetic moments then become randomly oriented when the
magnetic field is removed, causing the material to cool down [3].

When developing MR systems, characteristics such as a transition temperature close
to room temperature (Curie temperature), first-order magneto-structural transition, zero
toxicity, good thermal conductivity, and a high surface area-to-volume ratio [4] must be
considered. At the same time, excellent mechanical stability during refrigeration cycles,
as well as good ductility and strength, are critical requirements.

Recent investigations [4] have used metal additive manufacturing techniques for
the fabrication of MR systems, showing that conforming magnetocaloric materials as
uniform porous structures helpsmaximize heat transfer between the solid refrigerant and
the working fluid, while minimizing fluid pressure drop. Also, the possibility of using
thin films of magnetocaloric materials deposited on substrates such as metallizations
or polymers, has been studied [5]. This configuration can preserve the magnetic and
thermal properties of the material, with a non-significant reduction in its MCE.

However, it remains a challenge to ensure a certain degree of ductility andmechanical
stability of magnetocaloric materials, as well as fatigue resistance by the normal thermal
cycle. As an alternative to improve the mechanical behavior of MR materials, while
maintaining its magnetocaloric properties, the objective of this work is to evaluate the
thermo-mechanical stress suffered by thin films of a magnetocaloric material when
deposited on a porous metallic structure with a uniform geometry, using modeling and
computational simulation methods. In particular, La(Fe,Co,Si)13 is the alloy of choice
as it has a considerable MCE, a manageable Curie temperature in the range of 250 K to
340 K, as well as relatively good mechanical fatigue stability [6].

For the thermo-mechanical stress study, COMSOL Multiphysics software has been
used, where the behavior of the magnetocaloric material is modeled as a medium with
visco-plastic properties. The fatigue resistance of the material is then calculated using
the Morrow model for dissipated energy in defined volumes. Two scenarios were devel-
oped: 1) a porous structure made entirely of La(Fe,Co,Si)13., and 2) a thin film of
La(Fe,Co,Si)13 deposited on a porous aluminum structure. Using the numerical results,
the performance of the magnetocaloric material in both approaches was compared.

2 Computational Methods

Tensile and compression behaviors ofLa(Fe,Co,Si)13 give a brittle failurewith the forma-
tion of multiple cracks during the tests and prior to total failure [7, 8]. When analyzing
the cracks orientation with respect to the load direction, two failure mechanisms are
recognized: 1) fracture due to rupture originated because of transverse tensile stresses
parallel to the load, and 2) shear stress fracture created at a 45° angle with respect to the
applied force. Both types of fracture are commonly observed in semi- or brittle mate-
rials, such as rocks, ceramics, or marble, where they exhibit time-dependent inelastic
deformations [9]. Hereby, the mechanical behavior of La(Fe,Co,Si)13 can be modeled
as a material with visco-plastic properties and crack-induced damage.

Under this approach, the thermo-mechanical stress is solved using the Chaboche
model for visco-plastic materials, coupled with the Rankine equivalent deformation
model for scalar damage. The magnetization–demagnetization cycle is modeled as a
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thermal load in the range of 250 K to 340 K with a cycling frequency of 2 Hz. Finally,
fatigue resistance is calculated with the Morrow model for defined volumes.

The geometric pattern of the material consists of a foam-like cellular structure with a
matrix of regularly distributed spheres (pores), each onewith a diameter of 5mmand sep-
aration distance of 4mmbetween their centers (Fig. 1(a). The thin film ofmagnetocaloric
material is modeled as a membrane structure with a thickness of 100 nm.

Fig. 1. (a) Porous metallic structure, and (b) simplified model for computational analysis.

2.1 Mathematical Model

The visco-plastic strain rate tensor of Chaboche visco-plastic model [10] is given by

ε̇vp = A

(
Fy

σref

)n

nD (1)

where A is the coefficient of the visco-plastic change rate (1/s), n is the stress exponent,
σref is the reference stress level (Pa), and nD is the tensor coaxial to the stress tensor.
The yield function inside the Macaulay brackets in Eq. 1 is defined as

Fy = φ(σ) − σys (2)

where the equivalent stress φ(σ) is the von Mises stress. The nD tensor is calculated by
the visco-plastic potential Qvp = Fy when the von Mises equivalent stress is used. G If
nD:nD = 3/2, the change rate of the visco-plastic strain is finally determined by

ε̇vpc =
√
2

3
ε̇vp : ε̇vp = A

(
Fy

σref

)n

(3)

On the other hand, the Rankine damagemodel [11] defines the equivalent strain from
the largest undamaged principal stress σp1 as

εeq = (σp1)

E
(4)
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where E is the Young’s modulus. In this formulation, Macaulay brackets are used to
emphasize the fact that only (positive) tensile stresses can cause damage.

Morrow’s expression for fatigue is an exponential relationship given by

�Wd = W ′
f

(
2Nf

)m (5)

where �Wd is the range of energy density dissipated during one cycle, Nf is the number
of cycles until material failure, and W ′

f and m are constants of the material.

2.2 Initial and Boundary Conditions

If the thermal load applied is uniform throughout the material, the model geometry
can be simplified to the structure shown in Fig. 1(b), with a symmetry condition given
to each surface and edge of the model. The mechanical and thermal properties of the
magnetocaloric material needed for the analysis are summarized in Table 1 [7, 8].

Table 1. Properties for the La(Fe,Co,Si)13 magnetocaloric material.

Parameter Value Unit

Young’s Modulus 97 GPa

Poisson’s ratio 0.3 --

Density 7240 kg/m3

Thermal expansion coefficient 26.1 × 10–6 1/K

Tensile strength 620 MPa

Fracture energy 123 kJ/m3

3 Results and Discussion

For the scenarios analyzed, i.e. the porous structuremade entirely of La(Fe,Co,Si)13, and
the thin film of La(Fe,Co,Si)13 deposited on a porous aluminum structure, the resulting
Von Misses stress are shown in Figs. 2 and 3 gives the equivalent deformations, while
the cycles needed for material failure are depicted in Fig. 4.

Following Fig. 2, stress concentration occurs where the structural link between pores
is thinner (less than a 1 mm of bulk material). For scenario 1, von Mises stress at those
links exceeds 30 MPa (Fig. 2(a)), but for scenario 2 (Fig. 2(b)), stresses in the thin film
of the magnetocaloric material are below the 15 MPa. This behavior is also found in
the equivalent deformation results, where the highest change rate in the volume of the
La(Fe,Co,Si)13 structure for scenario 1 (Fig. 3(a)) occurs at the same spatial points,
with a value of 21.19 × 10–4 mm/mm. Instead, the thin film of the same material but for
scenario 2 deforms around 48× 10–6 mm/mm (Fig. 3(b)). The cycles required in scenario
1 for material failure are approximately 5690 (Fig. 4(a)), which falls short if compared
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to the fatigue resistance of conventional refrigeration systems (1 × 106 cycles until
material failure [7]). For scenario 2, the thin film of La(Fe,Co,Si)13 material collapses
at approximately 200,000 cycles (Fig. 4(b)), with the thin film being the structure that
suffers the rupture, since the aluminumporous structure preserves its integrity practically
intact.

Fig. 2. Von Misses stress for (a) first scenario, and (b) the second scenario.

Fig. 3. Equivalent deformation for (a) first scenario, and (b) the second scenario.

For the results obtained in both scenarios, the significant decrease in the values of
stress and deformation of the La(Fe,Co,Si)13 thin layer, if compared with the structure
of scenario 1, are a consequence of the aluminum core present in the model for sce-
nario 2, as it imposes to a large extent its mechanical behavior over the magnetocaloric
material. Also, the similar thermal expansion coefficients of both Al and La(Fe,Co,Si)13,
assure that the deformations they suffer during magnetic cycling, due to the expansion-
contraction phenomenon caused by the temperature change, does not become a source
of significant stresses in the magnetocaloric thin film behavior, since the rate at which
their volumes change remains relatively close to each other. Finally, these characteris-
tics causes a significant increase in the number of minimum cycles needed for structural
failure of the La(Fe,Co,Si)13 thin film. Although it is a great improvement, it still does
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not reach the performance of conventional refrigeration processes but allowing this app-
roach to be considered as a viable alternative when designing and implementing MR
systems with enhanced mechanical stability.

Fig. 4. Cycles needed for material failure for (a) the first scenario, and (b) the second scenario.

4 Conclusions

Thermo-mechanical and fatigue behaviors of a thin layer of La(Fe,Co,Si)13 deposited in a
porous aluminum structure were evaluated. The values of stress, equivalent deformation
and cycles needed for material failure of the structure were computed for two scenarios:
the porous structure made entirely of La(Fe,Co,Si)13, and the thin film of La(Fe,Co,Si)13
deposited on a porous aluminum structure. The results yielded that the composition in the
second scenario have greater mechanical stability and resistance to fatigue if compared
to the structure of scenario 1, since its stress and deformation values decrease by a
significant amount, while the cycles needed for material failure increase almost 40 times.
This outcome shows the potential to create metal-based MR materials with uniform
geometries coated with thin layers of magnetocaloric alloys, making this approach a
feasible option for the development of enhanced MR systems.
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Abstract. This work aims to isolate and characterize crystalline cellulose
nanofibers from a tropical bamboo named guadua angustifolia. A nanofiber extrac-
tion methodology was developed that includes: i) a thermomechanical pretreat-
ment by steam explosion, ii) an acid hydrolysis phase, and iii) a disintegration
phase using a supermasscolloid grinder. The nanofibers were evaluated for their
morphology (SEM) and (AFM), functional groups (FTIR), thermal degradation
(TGA) and crystallinity index (XRD). The diameters of the nanofibers ranged
from 20 to 60 nm. FTIR analysis determined an effective removal of functional
groups characteristic of non-cellulosic compounds such as lignin and hemicellu-
lose. The nanofibers showed greater thermal stability in relation to themicrofibers.
The crystallinity index was 75%, evidencing the effectiveness of the methodology
to obtain crystalline nanocellulose.

Keywords: Natural fibers · Nanocellulose · Characterization · Guadua

1 Introduction

Thermoplastic matrices have usually been reinforced with synthetic fibers of glass, car-
bon, aramid, and nylon due to their high mechanical and thermal properties [1, 2].
Additionally, their low density enables the design of lightweight structural components
in the automotive, construction and sports equipment industries. But, one of the problems
with this type of material is the disposal of the large amount of waste generated. Lately,
there is an increase in regulations focused on sustainable production [1, 3], providing
an opportunity for the development of renewable resources to replace the economic
dependence on non-renewable resources.

For this reason, the useof renewable resources (plant residues) is the focus of attention
for the development of more sustainable materials as a responsible production strategy
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for the success of a circular economy [4, 5]. These initiatives focus on the development of
cellulose nanofibers as an alternative reinforcement for polymericmatrices. Plant species
such as sisal, kenaf, abaca, bamboo, flax, coconut, fique, banana, among others, offer
advantages of high availability [3, 6], biodegradability [3, 6], high specific properties
[2, 6], low cost [3], low abrasion during processing [2, 6], recyclability [2, 6] and lower
energy consumption during processing [2]. Guadua angustifolia Kunth (GAK), known
as “natural glass fiber”, grows in Central and South America. It is one of the largest
and most resistant bamboo species in the world. Its mechanical strength is associated
with the cellulose content (>50%), strategically located within the culm [7]. When
subjected to thermo-mechanical pre-treatment, the nanofibers are ordered as individual
entities and offer better reinforcement capabilities in composites [8], as it increases the
confinement and toughness of the fiber and slows down crack propagation. The removal
of non-cellulosic elements present in the cellulosic matrix of the plant allows obtaining
composites with greater mechanical and thermal resistance, low density, and lightness
[4]. This article presents a process of isolation of CNFs. The analyses include their
morphology by AFM, functional groups by ATR-FTIR, thermal properties by TGA, and
crystallinity index by XDR.

2 Materials and Methods

2.1 Materials

The raw material was bamboo culms of the genus “Guadua”, species “angustifolia Kun-
th” (GAK). As a control sample, microfibers obtained mechanically without the use
of reagents were isolated, hereinafter referred to as GAKM fiber. This extraction was
performed according to the procedure proposed by Ogawa et al. [9]. All reagents used
for nanofiber isolation were of analytical grade.

2.2 Isolation of CNF’S

Pretreatment. GAK microfibers were pretreated by a thermomechanical process
(steam explosion), hereafter referred to as GAKS fibers. This pretreatment uses steam
pressure and temperature to process vegetable raw materials to degrade hemicellulose,
soften lignin and decrease the lateral connection strength of the fibers.

Hydrolysis. For the isolation of CNFs, GAKS were dried in an oven at 80 °C for 10
h. Subsequently, they were crushed and sieved according to ASTM E 11–95. For the
first treatment of KOH 5 wt.% the ratio is 1:60 (g:mL) at room temperature for 3 h
and constant agitation. Then washing with water to neutral pH. The insoluble residue
after washing and filtering is carried to the next step. For treatment with 1 wt.% sodium
chlorite at pH 5 (with glacial acetic acid) for one hour at 70 °C with constant agitation
and a ratio of 1:40 (g:mL). It was then washedwith water to neutral pH. For the treatment
with KOH 5 wt.% at room temperature for 14 h the ratio was 1:40 (g:mL). Then washed
with water until neutral pH. Finally for treatment with 1 wt.% HCl at 80 °C for 2 h, the
ratio was 1:40 (g:mL) with constant agitation.

Disintegration. Cellulose free of lignin, hemicellulose, and other cell wall compounds
of the GAK biomass were mechanically disintegrated in a Supermasscolloider, Masuko
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Sangyo, model: MKCA6-2, with a diameter of 150 mm, entering a cellulose suspension
at 2% w/w, until it was reduced to nanometric sizes (diameter 5–60 nm). Finally, 0.1%
films were prepared with distilled water and a solution of the CNFs filtered through a
vacuum manifold system. The drying process was at 50 °C in an oven for 3 days.

3 Characterization of Microfibers and Nanofibers

3.1 Atomic Force Microscopy (AFM)

The morphology of the CNFs was analyzed by atomic force microscopy. Samples were
dissolved in distilled water at concentrations of 0.01% w/w and 0.025% w/w, then
sonicated in an Elma Elmasonic P30H type ultrasonic bath at room temp. to disperse
the nanofibers. A Bruker BioScope Catalyst microscope mounted on a Leica DMI 4000
B inverted fluorescent confocal laser scanning microscope was used. It was treated by
fluorescence microscopy at 495 nm.

3.2 Fourier Transform Infrared Spectroscopy (ATR-FTIR)

The chemical composition and their interactions in the GAKS, GAKM and CNF
microfibers were analyzed by ATR-FTIR. An IR Tracer-100 spectrometer provided by
Shimadzu, equippedwith anATR single reflection device and a type IIA crystal diamond
mounted on tungsten carbide with a resolution of 4 cm-1 in 256 scans.

3.3 Thermogravimetric Analysis (TGA)

Thermal stability of GAKS, GAKM and CNF microfibers was evaluated by TGA using
a TG 209 F3 Tarsus equipment with Netzch Proteus® software. Measurements were
done on 5–10 mg samples, heated in nitrogen atmosphere (99.5% N) to avoid oxidation.
The temp. Profile was from 25 °C to 800 °C with a heating rate of 10 °C min−1.

3.4 X-Ray Diffraction (XDR)

The samples were X-rayed using Panalytical X’Pert Pro MPD equipment with Cu-Ka1
radiation filtered with Ni (k = 1,540 nm) at 45 kV and 40 mA. The data collected in
reflection mode at 2H diffraction angle from 5 to 60 in steps of 0.02626.

4 Results and Discussion

4.1 Morphology of CNFs

Downscaling to nanometers is evident in the CNFs, Fig. 1, due to disintegration by the
treatments employed.

The treatment exposes the fibers to a rupture of their bonds due to hydrolysis. The
homogenization process increases the fibers surface areas as more functional groups are
exposed to the surface, creating interactions in the interfacial regions, and ensuring that
applied forces are transferred to the CNFs nanoparticles [10].
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Fig. 1. AFM images of CNFs obtained from GAK biomass.

4.2 Removal of Non-cellulosic Elements (ATR-FTIR)

The corrected and normalized infrared spectra GAKM and CNF are presented in Fig. 2.
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Fig. 2. FTIR spectrum of GAKM and CNFs microfibers.

In the FTIR spectra was observed reduction in the intensity of vibrations corre-
sponding to hemicelluloses and lignins of the pretreated microfibers. The combination
of higher stiffness and lower moisture absorption is a characteristic for polymeric matrix
reinforcing fibers, indicating the success of thermomechanical pretreatment. The effects
will be confirmed by a TGA analysis.

Figure 2 shows FTIR spectra for the CNFs. The first alkaline treatment is not able to
change the internal chemical components of the fiber, but it removes certain functional
groups present in the plant and even changes the morphology of its surface. Within the
spectrum, the peak at 1731 cm−1 represents ester bonds of the carboxylic group of the
ferulic and p-coumaric acids of hemicellulose, the elimination of this peak after the
first treatment is associated with the alkaline treatment with KOH, while the peak at
1512 cm−1 is associated with the C = C stretching of the aromatic rings of lignin, the
notorious elimination in the spectra from the acid NaCl2 treatment denotes a correct
removal of lignin through acid hydrolysis, the peak at 1239 cm−1 is attributed to the
acyl-oxygen stretching vibration (CO-OR) in hemicellulose and lignin so its elimination
represents the successful removal of these two components of the cell wall of the fiber
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[11]. Thus, the removal of the lignin functional groups from the nanofibers cell wall is
confirmed.

4.3 Thermogravimetric Analysis

Figure 3 shows the thermal degradation of GAKS, GAKM fiber bundles and their
derivatives.
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Fig. 3. Thermograms a) TGA and b) DTG of GAKS, GAKM and CNFs microfibers.

The first stage of mass loss occurred in the range of 25 to 120 °C, for the two types
of microfibers and corresponds to moisture evaporation (Fig. 2). The lowest mass loss,
during this stage, was for GAKS microfibers. This result confirms that the pretreatment
producedmore hydrophobic fibers. In the DTG analysis, it was observed that the thermal
decomposition of the GAKS microfibers reached its maximum level of degradation at
336 °C, while the GAKM microfibers was at 300 °C. This second peak of higher intensity
corresponds to the degradation ofα-cellulose [12]. A shift of the shoulder associatedwith
the depolymerization of hemicellulose and pectins from 270 °C in GAKM microfibers
towards 295 °C for GAKS bundles was also observed. This result evidence that the
pretreatment removed non-cellulosic components, especially hemicellulose and pectins
ratifying the results of the FTIR analysis. After the sequence of treatments, the CNFs
showed a thermal degradation peak at 329.9 °C. In Fig. 3, minor evaporative weight
loss (about 1.36%) is observed in the fibers subjected to hydrolysis. In the second stage,
lignin and hemicellulose decomposition was observed, as predicted by Darus et al. [13].
The ash content of the microfiber was higher than the original biomass, about 21.96%;
since an increase in the percentage of cellulose.

4.4 Crystallinity Index (CrI)

The CNFs presented a high crystallinity index in the range between 40–60%. The chem-
ical processes that delignify the sample promote more crystalline regions, in the same
way the mechanical milling process increases the crystallinity index in certain regions
of the sample because the ICr tends to increase proportionally with the number of pass
cycles, due to the forces acting in favor of the amorphous cellulose shortening. The ICr
obtained between 75.1% and 76.5% confirms a correct development of the process in
favor of the crystallinity of the samples (Fig. 4).
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5 Conclusions

Analteration of the original structure of the fibrous bundlewas obtained by the separation
and removal of the non-cellulosic components during the extraction process. The ATR-
FTIR, TGA analyses confirmed the removal of hemicelluloses and lignins from the
pretreatedmicrofibers by steam explosion. These structural changes result inmicrofibers
that combine stiffness, strength and lower moisture absorption, fundamental aspects for
a fiber reinforcing polymeric matrices. The isolation method combining pretreatment,
acid hydrolysis and disintegration led to obtain crystalline nanocellulose with diameters
between 20 and 60 nm from a tropical bamboo species (guadua angustifolia kunth).
XRD confirmed the obtaining of nanocelluloses with high crystallinity index between
75–76%. It is demonstrated that it is possible to isolate high quality nanocelluloses to
be used as reinforcements in bio composites, which will add value to this plant species
abundant in the tropical regions of South America.
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Abstract. This work presents the methodology and results of the research into
pre-treatments for thermal spray processes, applied to composites and technical
polymers, as preparatory stage for the subsequent coating (ceramic and metallic)
deposition via wire arc spray process. The research methodology includes the
study of the thermal degradation of substrate materials, as well as the execution
and characterization of mechanical (sand blasting), laser (surface texturing) and
chemical (acid and base etching) pre-treatments. The quality of the proposed solu-
tions is evaluated through visual inspection of the samples, optical micrography,
surface roughness measurements, and mechanical adhesion testing of the coat-
ing. Finally, the selection of the most appropriate coating pre-treatment is made,
considering technical and scalability criteria.

Keywords: coatings · wire arc spray · composite · technical polymers ·
pre-treatment

1 Introduction

In the last decades there is a growing trend to make use of high-performance materials,
such as composites and technical polymers, in various industry sectors. The main rea-
sons behind this fact can be found in the special properties of these kinds of materials.
Apart from having high intrinsic properties, they combine the flexibility in the design of
components with the ability to be produced at mass scale with reasonable costs [1].

In the following years the development of materials with even higher performance
will be needed, to be used in applications with specific requirements. Thus, the merging
into a single hybrid material system of the intrinsic properties of the composites and
technical polymers, and the specific properties of the metallic and ceramic coatings,
would allow obtaining a tailored material with enhanced properties. In this direction,
the COMP_COAT project, whose Consortium is made up of companies located in the
Spanish region of Castilla-and-Leon (Cidaut, Aciturri, CTME, Imatec, and MPB), aims
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at developing different coating solutions, all of them scalable, through thermal spray
processes such as Wire Arc Spray (WAS) (Fig. 1). The main technological challenge
to overcome in this project derives from the need to ensure a sufficiently good adhe-
sion between the coating and substrate materials, since their thermal, mechanical, and
chemical properties may be noticeably different [2].

Fig. 1. General overview of the COMP_COAT project

The quality of the substrate-coating adhesion is mainly the result of three stages
that are carried out during the thermal spray process: substrate’s surface pre-treatment,
in which the substrate is prepared (roughness) for the thermal spray; thermal spray-
ing of the specimens; and coating post-treatments, aiming at reducing porosity levels,
microstructural modifications, or surface polishing, among others. The work presented
in this article is mostly focused on the pre-treatment stage definition and its execution
on substrate materials of different nature.

2 Methodology

2.1 Wire Arc Spray Process

Thermal spraying is a surface coating technology that allows obtaining low thickness
coatings (0,04–3 mm), starting from a material that is fed in wire or powder format.
Especifically, theWAS technology employed by CIDAUTwithin this project consists of
a spray gun feeded with two metallic wires, which serve as electrodes. Initially, they are
isolated one from the other, and are fed simultaneously in an automatic manner by the
thermal spray equipment, until they meet at a certain point in front of the high pressure
gas source. This gas source is the medium that propels the melted metallic particles,
which have just been generated by a short circuit when both wires come into contact,
towards the subtrate (Fig. 2).
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Fig. 2. Robotized WAS facility available at CIDAUT.

2.2 Pre-treatment Selection

The preparation of the substrate for the thermal spraying process is a major aspect
to ensure a proper adhesion of the coating particles [3]. The surface preparation pro-
cesses aims at increasing its roughness, so that the mechanical interlocking between
the projected particles and the substrate is favoured. Hence, for the preparation of the
composites’ and technical polymers’surfaces, several solutions were identified [4], being
selected the following ones: chemical pre-treatment (acid and base etching), mechanical
pre-treatment (sand blasting), and thermal pre-treatment (laser).

2.3 Pre-treatment Execution

Mechanical Pre-treatment (Sand Blasting): The mechanical pre-treatment consisted
of a sand blasting over the material surface to be treated. A parametric study was carried
out considering different abrasive materials (composition and particle geometry), gas
pressures and exposure times. For this trials, composites of thermoplastic (PPS, PA,
PEEK) and thermoset (Epoxy) matrix were used. According to the results found in the
literature review, the sand blasting process was stopped and considered acceptable when
the surface roughness (Ra) of the substrates reached 20–25 µm.

Laser Pre-treatment: The laser pre-treatment consisted of the application of concen-
trated energy over a circular shape of 20 mm of diameter, employing a 20W laser source
(nominal power), at different power levels (measured as a percentage of the nominal
power) and beam displacement speeds. The pre-treatment was carried out on samples
of thermoplastic (PPS, PA) and thermoset (Epoxy) materials, the latter reinforced with
two different kinds of fibers, carbon and glass fibers, in order to evaluate the influence
of the fiber nature on the energy absorption capabilities of the composite.

Chemical Pre-treatment: The study of the acid/base etching pre-treatment was per-
formed by impregnating the surface of substrate samples (glass fiber and carbon fiber
epoxy laminates, and glass fiber reinforced polyamide) with various acid (H2SO4,
HNO3) and base (NaOH) compounds, during different exposure times (30 min, 1 h,
2 h, 4 h). The effect of the surface etching in what concerns surface unevenness and
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chemical activation was characterized by microscopy and FTIR analysis respectively. In
this case, 50 × 20 mm samples were used.

Mechanical Adhesion Analysis: After the application of the three pre-treatments, the
chemical pre-treatment (see Sect. 3.4) was discarded due to the complexity of its proper
execution and the low replicability of the results. For the case of sand blasting and laser,
the quality of the adhesion was determined by means of adhesion tests following the
ASTM C633–2017 standard. To this end, disc specimens with a diameter of one inch
were manufactured.

To obtain comparable results, a layer of Sn was sprayed onto all pre-treated samples,
using the same WAS process parameters regardless of the particularities of each pre-
treatment process. Adhesion tests were considered valid only when failure appeared in
the coating-substrate interface.

3 Results

3.1 Mechanical Pre-treatment (Sand Blasting)

The influence of the thermoplastic or thermoset nature of the substrates on the effec-
tiveness of the sand blasting pre-treatment process was analyzed. To this end, surface
roughness measurements were carried out at different intermediate stages of a 3 min of
total exposure time to sand blasting. The sand blasting pre-treatment is effective when
applied to both kinds of substrate materials. Besides, the evolution of the surface rough-
ness is approximately linear with the exposure time to the sand blasting, and therefore
easily controllable. The speed at which the substrates are eroded is slightly higher for
the case of the thermoplastics.

3.2 Laser Pre-treatment

The surface roughnessmeasurements performed on laser pre-treated samples of different
nature led to the following remarks:

– If similar laser parameters are set, the obtained surfaced roughness is higher for the
thermoplastic materials, this fact is associated with the existence of weaker links.

– The surface roughness is higher when laser power is increased, or when the laser
beam displacement speed is reduced, due to the higher amount of energy provided.

– The reinforcement material does not have influence on the surface roughness.
– At low laser energy levels, the initial roughness state of the sample may hinder the

effect of the pre-treatment, if they are already rough enough.

During laser pre-treatment, there is a possibility of irreversibly damaging the sub-
strate, even if the energy put in place is relatively low. As this process is based on the
application of localized energy on a tiny region of the samples, the local properties of
the material are more relevant here than in other pre-treatments, e.g. sand blasting.

This effect can be seen in Fig. 3, in which microscopy images of the surface of
glass fibre-reinforced polyamide samples subjected to laser pre-treatment with different
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energy levels are shown. At low energy levels (Fig. 3, left), some composite fibres are
exposed. Besides, the path followed by the laser can be appreciated. At medium energy
levels (Fig. 3, centre), the number of exposed fibres is higher, and there are also some
small regions in which the polyamide is partially melted. Finally, at high energy levels
(Fig. 3, right), the polyamide is completely melted, and the fibres are mostly destroyed.

Fig. 3. Effect of the laser energy put in place on the state of the substrate surface.

3.3 Adhesion Test Results

The results of the adhesion tests for a Sn coating are presented in Fig. 4 for a thermoplastic
(PPS/Glass fiber), and for a thermoset (Epoxy/Glass fiber) matrix composite.

Fig. 4. Adhesion tests results on a thermoplastic (left) and thermoset (right) matrix composite.

It can be concluded that the adhesion is higher for the thermosets, even though
there is a strong variability in the results obtained both in terms of stress and maximum
displacement measured when failure of the coating-substrate interface occurs. The effect
of the pre-treatment (mechanical and laser) on the adhesion strength of a Sn coating was
also analysed. PPS was selected as common substrate for all the trials. The results are
gathered in Fig. 5. In this case adhesion stress is quite repetitive. In general, a better
behaviour of the sand blasted samples was obtained.
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Fig. 5. Results of the adhesion testing of PPS samples subjected to mechanical (in black) and
laser (in red) pre-treatment.

4 Conclusions

As a result of the work, the following overall conclusions can be extracted:

– The substrates selected are suitable to be subjected to thermal spray processes.
– Regarding the industrialization of pre-treatment processes of composites and tech-

nical polymers, both sand blasting and laser are considered promising solutions.
Acid/base etching is discarded, mainly due to the complexity of its execution.

– The degree of adhesion achieved with both pre-treatments, in the preliminary tests
employing Sn coating, is deemed acceptable.
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Abstract. Electrification systems in the railway field have evolved over time,
adapting to the new needs that have arisen as technology advanced. The appli-
cable standards seem to leave the systems in which the overhead contact rail is
implemented so far in the background, resulting in references to it that are clearly
insufficient, even in the most recent revisions of technical requirements. Simu-
lation tools allow a path for the development of studies related to the contact
dynamics between pantograph and contact line, focused mainly on improving the
exploitation capacities while guaranteeing a correct quality in the process of the
current collection. This work contains a procedure for generating a simulation
tool. The results are mainly focused on the rigid electrification system and rep-
resent a broad knowledge base to introduce a multitude of challenges when it
comes to improving the capacity of these railway facilities under operational con-
ditions, to improve the strategies of maintenance and to calculate the life cycle.
It can also be verified that the standards applicable to this environment makes
possible to clearly identify the fields on which research efforts can be focused, so
that a common framework can be established for all the agents involved from the
design to the operational phase. This work has been produced under development
of UIC-IRS 70,020.

Keywords: Overhead contact rail · Pantograph-OCL interaction · Railway
operation

1 Introduction

The main railway subsystems have been involved in continuous evolutions that have
allowed the development of increasingly fast, efficient and, above all, safe transport.
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Making a special focus on the energy subsystem, the authors of this article have
observed that, during the last decades there have been significant advances in the stan-
dardization of systems and components. These developments have evolved from what
it can be considered guidelines to the application of authentic manuals of good prac-
tices, whose level of detail allows the development of the works in an unambiguous way,
reducing the subjectivity and the possibility of interpretation of the normative documents.

It is worth asking at this point if the difference between a flexible catenary system and
an overhead contact rail system is insurmountable, so that the requirements established
for one cannot be directly applicable to the other. The evolution of flexible catenary
systems has gone hand in hand with the increase in the maximum operating speed at
which trains can circulate. The main aspect that has been modified is the complexity
of the assembly of the overhead contact line, supporting cables, Y-Greek hangers, inde-
pendent compensation systems for the different wires that make up the system have
been added, which, for practical purposes, allows the search of a geometrically uniform
system achieved by increasing the rigidity of the assembly to the detriment of its elas-
ticity. The range of solutions currently available and widely used should be considered,
since otherwise, there are gaps that condition the search for intermediate solutions that
allow favoring the operating conditions, maintenance, and the quality of electric current
transmission for railway traction.

2 Normative Framework

To establish a simple search and comparison criteria within standards, the word “rigid”
and the acronym ROCL for Rigid Overhead Contact Line will be used as key terms as
rigid upper contact line or rigid catenary.

EN 50,119:2020 is focused on the installation characteristics of railway current col-
lection systems and recently updated, it can be observed that the word rigid is referenced
within the document itself. 15 times, of which only four of them are specific for rigid
catenary systems. The ROCL acronym is used only 4 times, linked precisely to the
definitions and nuances provided about the catenary system in question.

Given that contact force limits are imposed for the rigid catenary system, it is imme-
diate to introduce the standard EN 50,367:2020, which contains the criteria to achieve
technical compatibility between pantographs and overhead contact lines. Then, it focuses
on establishing certain parameters and conditions that allow guaranteeing a current trans-
mission between the infrastructure and the rolling stock in a continuous and stable way
possible.

Standard EN 50,317:2012 includes the requirements and validation ofmeasurements
of the dynamic interaction between pantograph and overhead contact lines, once again
completely lacks references to the criteria considered. EN 50,318:2018 standard should
therefore be considered, focused on the validation of the dynamic interaction between
pantograph and catenary.
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3 Simulation Tools Utility

There is a preliminary vision of the electrical and mechanical coupling of the com-
ponents in particular conditions when simulation tools are used. Credibility finds the
correspondence to the standards reference. The simulation process allows to study the
quality of the current transmission and to evaluate the continuity of the contact, as well
as its aggressiveness with the materials of the contact wire and of the pantograph plates.

For the electrical case, an increase in the contact force leads to an increase in the
real contact area between the components of the pantograph and the catenary, so that
the resistance to the current at that point is reduced and a minor temperature increase
is produced. Reducing the contact force produces the reverse effect, reducing the area
of current transmission, increasing the electrical resistance at the point of contact and
increasing the temperature.

The extreme case would be for a loss of contact, with the consequent formation of
electric arcs at the instants in which both components are very close, but not in contact.
The formation of an electric arc is the worst possible situation, since the temperature
increase is so high that it can cause loss of material due to its melting. All this, and
its application to component wear calculations, is collected according to Archand’s
formulation (Fig. 1).

Fig. 1. Wear depth profile of a pantograph plate. Source. Own elaboration

4 Model Development for OCR

This process has been carried out within the framework of the development of the
UIC International Railway Solution (IRS) 70,020, which aims to establish a series of
recommendations that can guide to the inclusion of rigid catenary systems.

The generated model is based on the use of finite elements [1–3] for the resolution
of the rigid catenary structure. Because the main beam of the assembly consist on an
element of constant section, the inclusion of the physical characteristics is especially
simple within the matrix structure used to solve the problem (Fig. 2).
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Fig. 2. Simplification of the rigid catenary system through finite elements. Source. Own
elaboration

For each element considered, twelve degrees of freedom are taken into account,
since, as it is a highly rigid system, the small torsional displacements that occur during
the assembly conditions the local behavior of the system.

The simplification of the catenary supports is also considered as an element that
only allows vertical displacements of the catenary at the mooring point, so that a node
of the beam can be made to match the extreme node of the support and thus close
the configuration of the catenary [1, 4, 5]. In the case of the pantograph, the standards
themselves include simplified mass models. The use of this type of multibody models
has been shown over time to faithfully reproduce the dynamic requirements that are
demanded of it, which is why they have been incorporated into the standards. In addition,
pantographmanufacturers provide values for this type of reduction with eachmodel they
sell.

The integration of both models can be done in a matrix, establishing a relationship of
position and mutual force at the point where contact occurs. This point moves in time, so
an integration method is needed that can allow the calculation of the temporal evolution
of each point or node that composes the structure of the system. With time evolution,
we want to refer to the fact that for each point of the system, it is necessary to know,
mainly, its position, displacement speed and acceleration, as main variables. In this way,
the behavior of the catenary system can be known before the passage of the pantograph,
at the exact moment and the behavior of remaining energy dissipation, which sometimes
conditions the quality of capture of a second pantograph of the same composition.

For this task, the HHT algorithm (Hilber, Hughes and Taylor) has been used, which
is widely applied in the calculations of structural dynamics. One of the main advantages
of this method is that the numerical damping can be controlled and adjusted according
to the test conditions to adapt it to the reality of the structure. In addition, it allows
improving the convergence of the problem, being a robust method of obtaining results
in linear and non-linear systems. [6–9]

5 Model Validation

In this work, comparison methods to existing standards for flexible catenary and lab
and on-fied tests has been used to validate a simulation for the rigid catenary. The first
validation step has been carried out applying themethodology for defining themodel and
calculating solutions on flexible catenary systems in accordance with the provisions of
the EN 50,318 standard. If a spatial position relationship is established to this together
with the link with the elements of the environment, the construction of structures is
independent of the electrification system.
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There is only one exception, and that is the calculation of the length of the hangers.
From the installation, they require a variable strength depending on the length of the
spans. To address this problem, previous system adaptation periods have been used to
calculate the length of the hangers to ensure that the contact wire meets technical and
regulatory requirements. Once the simulation method has been tested and its validity
verified with respect to the standards, we proceed to the construction of a standard
rigid catenary system, considering spans of 10 m distance. Firstly, a series of model
characterization tests are carried out for comparison with the real installation to which
access is available. These tests are focused on the study of static deformations and the
identification of the main natural modes of vibration of the system. For all the tests, a
great similarity can be seen with the results obtained, which allows us to assume that
the model responds adequately to the previously established verifications (Fig. 3).

Fig. 3. Detection of the main modes of vibration of the rigid catenary system. Source. Own
elaboration

It remains, finally, to evaluate through comparison the dynamic behavior of the set
and its ability to emulate the response of the system under operating conditions. To do
this, a test scenario identical to the one provided by SBB is programmed in the tool so
that, through direct comparison of the statistical values related to the contact force, as
stated in the applicable standards, the correctness of the results can be evaluated with the
application of the calculation methodology. For the specific case of an installation with
spans of ten meters in length, a static force of 85 N and a circulation speed of 110 km/h,
we have the following comparative Table 1.

The EN 50,318:2018 standard admits a deviation of the mean force values of±2,5 N
and 20% for the standard deviation value. It can be verified that all the results are framed
within the requirements, although the comparison of the elevation of the supports and the
displacement of the pantograph head cannot be made since there are no data available,
but a result is expected within the required limits given the quality of the result obtained
with respect to the forces.
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Table 1. Validation of the simulation tool through comparison with real measurements. Source.
Own elaboration

Variable Value Model Real Value

Measured contact force 80,87 N 80,11 N

Standard deviation 10,34 N 10,99 N

Statistical maximum 111,89 N 113,08 N

Statistial minimum 49,85 N 47,14 N

Real maximum 97,07 N 111,87 N

6 Conclusions

It can be concluded that the use of virtual simulation tools is possible and recommended
on electrification systems based on rigid catenary for helping the analysis in the life
cycle before and during operation. In particular the work has been achieved to define
and to analyze fundamental aspects during IRS 70,020 development.

Even thoughRigidContact Line is awidely extended system andwhose use ismainly
based on suburban transport systems but the use of this solution in main lines and high
speed lines when infrastructure is major favorable for its application (tunnels in main
track or urban tunnels), the current standardization standards continue to consider this
system as something residual, meaning that the results of the simulations can be framed
in ranges of validity.
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Abstract. This study aims to evaluate the modifications that occur in the neuro-
muscular system during a walking assistance device through a wearable exoskele-
ton or exosuit. We propose to study the muscle activations and forces obtained
by inverse dynamic analysis at different levels of exosuit actuation and anchor
points, with the aim of obtaining an actuation map that will allow us to optimize
both the design and the actuation of the exosuit. In addition, metabolic probes
were calculated to estimate the influence of the exosuit on energy consumption.
The results suggest a reduction in the muscle activations and forces exerted by the
hamstring muscles of the actuated leg, especially the semitendinosus muscle and
biceps femoris, compared to a non-actuated gait. In contrast, the muscle strength
of the other muscles remains unchanged. Our results suggest that the configuration
at 70% of femur length shows better results in reducing metabolic cost compared
to the other configurations.

Keywords: Exosuit · Muscle-Skeletal Simulations · Assistive Device

1 Introduction

Exoskeletons can be defined as external actuation systems whose purpose is to assist
the musculoskeletal system [1]. Although most of these devices focus on user mobility,
with complex, bulky, and heavy structures, the trend is for the design of assistive walking
devices to become increasingly lighter known as exosuits. These devices are a type of
exoskeleton that, using lighterweight actuators, can assistmovement, increasing comfort
and reducing production costs by eliminating the rigid bars of traditional exoskeletons
[1].

Most of these devices are designed primarily to reduce the metabolic cost that the
user must perform to carry out an activity, such as walking. The difficulty in the design
of these devices depends mainly on the estimation of the assisted joint moment and the
way in which the forces are transmitted [2].
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To know the impact of the exosuit on the musculoskeletal system, the simulations
allow us to calculate muscle activations. In a recent study [3], static optimization was
used to calculate muscle activations and the interaction of forces between contact points.
Although this is an efficient method of optimization, the absence of correction terms can
lead to errors [4]. More recent models propose to relate muscle activations to changes in
the model (e.g., position or velocity) so that when considering muscle physiology, the
results are more accurate [5, 6]. These simulations are non-invasive tools to quantify the
action of the device on the human body [7]. In this sense, the main objective of this work
is to evaluate how the use of an exosuit affects the neuromuscular system by studying
the muscular forces of the main muscles involved in human gait by varying the anchor
point of the device.

2 Materials and Methods

Briefly, we performed a simulation in Opensim [8] to analyze the evolution of muscle
activations and the metabolic cost of the cable-driven actuation (Fig. 1).

Fig. 1. Scheme of the simulation for the calculation of activations and muscular efforts

2.1 Experimental Data

For the dynamic simulation, we used the data of one participant extracted from a public
database by Fukichi et al. [9]. Table 1 shows the data of the subject used for the study.

Table 1. Demographic data of the subject used to run the simulations. Further details in [9, 10]

ID Sex Age Height Weight Speed

29 Male 71 1.75 65.35 1.50

Assessment lower limb muscle activation cable-actuated exoskeleton
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2.2 Dynamic Simulation

Using the kinematic and kinetic data extracted from the previous database [9], the simu-
lations were generated in OpenSim [8] following the scheme shown in (Fig. 2). The first
step is defining a generalized model (12 lower limb bodies, and 2 for the exosuit anchor
points, each body is attached by a custom joint [11] giving it 20 degrees of freedom. A
total of 18 muscle–tendon actuators [5] were able to generate the forces, and 2 additional
actuators (PathActuator class) were implemented for the cable actuation controlled by
ControlLinear Class [12]). Next, ScaleTool adapt the general model to the anthropo-
metric experimental data. The following step is to calculate the joint angles trajectories
using the Inverse Kinematic (IK) tool. To reduce the inconsistency between the ground
reaction forces (GRF) and the measured moments with the model kinematics, we apply
the Residual Reduction Algorithm (RRA) [8, 13]. Then, the muscle activations were
estimated through Computed Muscle Control (CMC) [7, 14].

Cable Force PathActuator class were implemented [15]. The cable was attached at
0.32 m from the center of the hip joint. The distal part of the cable has been placed at
30%, 50%, and 70% of the total length of the thigh. The desired hip flexion/extension
joint moment is known from the inverse dynamics (ID), and the cable force f is:

Tm·z =
{−rAP × f |z if τm,z > 0
0, if τm,z ≤ 0

(1)

where τm.z is the z-component of the jointmoment, rAP is the vector of the cable anchored
to the thigh. The value 0 means that the cable is in compression.

3 Results

Through the developed simulation framework, the data on muscle activations and
metabolic costs are obtained. The results of these are discussed in the following sections.

3.1 Muscle Activations

The muscle activations decrease as the position of the anchor point is further away from
the center of the hip joint. As can be seen in Fig. 2, in the hip muscles there is a reduction
in muscle activation levels as the exosuit anchor point is positioned further away from
the proximal part of the thigh (e.g. vastus lateralis and semitendinosus). This decrease in
muscle activations occurs when exosuit begins to act. During the phases prior to exosuit
action, muscle activations remain unchanged.

Regarding the muscles of the lower leg (e.g. tibialis anterior and soleus in Fig. 2), the
exosuit would not modify the dynamics of the lower leg, and therefore, the kinematics
imposed by the subject would not be affected in any way.
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Fig. 2. Muscle activations of the actuating muscles of the model for each of the positions

3.2 Metabolic Cost

As the performance is further away from the proximal hip, a reduction in metabolic cost
is seen Fig. 3. It should be noted that, although at the 30% level, there is a reduction in
muscle activation, the total metabolic cost is increased compared to the non-actuated gait
(1.65%). When the exosuit is placed at mid-thigh, i.e., 50% position, the total metabolic
cost is reduced by 6.36% and at 70% position, it is reduced by 10.73% with respect to
the metabolic cost of a non-actuated gait.

4 Discussion

In this work, dynamic simulations were generated to obtain the influence of the anchor
point, and compare its influence on the muscle activations and metabolic cost. Although
this model only includes movement in the sagittal plane, similar results have been
obtained with respect to the previous work of Dembia et al. [16]. These authors per-
formed a simulation with a more complex model during an ideal actuator-assisted gait
cycle and observed a greater reduction in muscle activation in those muscles that act in
more than one degree of freedom (biarticular muscles). In our study, it is shown that
muscles such as the semitendinosus muscle show a lower level of activation when com-
pared to the reference simulation in which it is not actuated. For the muscles that are not
being actuated, there is no change in the actuation dynamics, therefore, the actuation of
the exosuit does not influence those actuators that are not involved in the movement of
the hip joint 2. An example of the use of the exosuit for rehabilitation in older adults is
the one developed by Jin et al. [17]. In this study, the authors conducted a trial with an
older adult walking on a small slope with a cable actuated exosuit, obtaining a significant
reduction in metabolic consumption of 7.7%, value similar to our results (Fig. 3). The
results of our simulations show that the performance of the exosuit reduces the muscle
actuation required by the actuator muscles in the assisted joint, without influencing the
dynamics of the others, aiding that would not influence the gait pattern of the subjects.
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Fig. 3 Average reduction in metabolic cost at different levels of action represented by the red
border. In blue, represents the variation in the percentage of metabolic cost

5 Conclusion

A model has been used for the simulation of performance through an exoskeleton (exo-
suit) in which the activations of 9 muscles are evaluated during a gait cycle. In this work,
we propose a study of the influence of the placement of the exosuit performance cable
on the person’s thigh by studying its influence in various positions.

Our results suggest that as the cable is placedmore distal to the hip joint, the activation
level exerted by the hip flexor and extensor muscles decreases in the exosuit actuation
phase. These simulations serve as a basis for the construction of a wearable exoskeleton
to improve the capabilities of the elderly.
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Abstract. In their survey dated 2019, the UN predicts that the population above
the age of 65 will increase from 9%, to 16% by the year 2050 [1]. Ageing results
in the eventual loss of muscle mass and strength, joint problems and overall slow-
ing of movements with a greater risk of suffering falls or other such accidents.
Gait assist exoskeletons can help promote active ageing in this segment of the
population. Since these devices are user specific in terms of the mechanics and
control required, the facility to test different parameters becomes indispensable.
This work details the design and construction of a modular test bench to imple-
ment synergies in an exosuit using motors and cables, and the optimization of the
control scheme to better adapt it to specific patients.

Keywords: Exosuit ·Modular Test Bench · Synergies

1 Introduction

Wearable exoskeletons, also known as ‘exosuits’ are relatively recent. One of the first
works dealt with lower limb exosuits [2, 3] with textiles for force transmission. These
exoskeletons actuate the hip and ankle, using force sensors on the sole of the foot to
detect gait phases. Position control based on a predetermined gait was used to drive the
motors. These designs allowed a metabolic cost reduction of 6.4% to 19% over several
iterations [4]. The XoSoft EU project [5] created an exosuit for people with mobility
problems. A prototype beta 1 used an elastic band and clutch in series. Another exosuit
design [6] used strain gauges and IMUs to measure the angles and a kinematic model to
estimate the gait cycle from these measurements. It used FSRs on the soles of the feet to
detect the phase of the gait cycle. Alternatively, there are exosuit designs [7] controlled
by PD control with iterative learning (ILC) and able to achieve 15.67% metabolic cost
reduction. A recent design [8] features an exosuit that weighs only 1.8 kg. The gait cycle
was detected with IMUs as well as measured forces and position by the motor encoders.
The trade-off of this weight reduction is a reduction in force transmission (between 50–
100 N) compared to other designs, but it still achieved an 11.52% reduction in metabolic
cost.
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2 Methodology

Weight reduction in such devices is primordial. One such concept used to characterize
the largest possible number of movements using the least number of actuators is that of
synergies [9, 10]. To characterize these synergies, both the mathematical models and the
physical version play important roles in verifying that the system functions as expected.
In order to find the optimal actuation scheme, it is necessary to perform several tests,
modifying design parameters to see which of them is the most suitable for the needs
of this project, to appropriately assist the user’s gait. Therefore, this work presents the
design and control of a modular test bench that will allow testing different types of
actuation systems, control strategies and assistance configurations (ankle only, knee
only, hip only or any combination of them) allowing easy assembly and disassembly for
rapid prototype development.

2.1 Test Bench Design Theory

The basis for the design of the exosuit based on synergies are the torque curves (Fig. 1)
of each leg segment. The torque curves were calculated based on a mathematical model
with information from a public database [11], and anthropometric data [12]. The goal is
to assist the three segments of the leg with the least number of actuators. Based on the
assumption that the exosuit only assists at specific times in the gait cycle, the objective
is to assist the subject with the torque necessary to assist a certain percentage of the total
joint torque.

Fig. 1. Joint Torques. Blue: Total. Yellow: Hip. Green: Knee. Red: Ankle.

Observing the graph in Fig. 1 of joint torques, it can be seen that themaximum torque
at the hip and ankle is positive at various points of the gait (extension). Due to cable
actuation being restricted to extension only, areas where gait assistance is viable are in
the negative region (flexion). Moreover, the torque required at the lower leg or knee joint
is negative only during a small portion at the end of the gait. Therefore, torque can be
supplied to the knee at the end of the cycle to assist gait and achieve a further reduction
in metabolic cost. The mathematical model used is detailed in [10]. Thus, it was decided
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to actuate the hip and ankle at the same time and the knee at the end of the cycle. Two
motors with different pulleys are used for this purpose. One motor has a two-pulley
train and the other is a three-pulley train (although only two are used in this trial taking
into account the decision taken previously) designed based on subject parameters from
the database. The first motor acts according to its own gait curve, generated with the
model, controlling the amount of cable extension, winding or unwinding the cable as
appropriate to generate the synergy from the tension at the anchor points. The second
motor may be activated to restrict the extension, and held still on another run to compare
the resulting curves to see the effects of the synergy.

For this purpose, the desired curve of each motor is processed and recorded in the
motor controllers. Themotors are controlled by a PID controller. To estimate the position
values to send to control the motor in angular position, the expression used:

Pdesired = 2nencoder × GA × ωreq

2π × GB
(1)

where Pdesired is the position to be sent, nencoder is the number of bits of themotor encoder,
GA and GB are the reduction coefficients of the motor gearbox, ωreq is the desired
angular position. A similar equation is used for displacement curves. The resulting cable
displacement is calculated from load cell readings, themotor encoders and a linear sensor
for accuracy. The tracking error was calculated by comparing the position detected by the
encoder versus the desired position. The displacement measured by the motor encoder
is calculated knowing the pulses per revolution penc:

dencoder
cable = npulses × 2πrpulley

(2)penc
(2)

where npulses is the number of pulses from the encoder, rpulley is the pulley radius.
In this setup, springs of stiffness k = 1060 N/m were used. Each spring had a

maximum displacement of 29.7 mm, so 3 springs were used in series to obtain a total
displacement of up to 9 cm. With this range, the scaling factor of the input curves could
be as little as half the values needed in the exosuit.

2.2 Construction of the Test Bench and its Modules

Each part was designed and then assembled virtually in CAD to verify compatibility
before being assembled on the physical bench. Pulleys and brackets were 3D printed
in high-strength PLA 870 filament. The test bench itself is made up of perforated steel
plates (R4T6 of 1000 mm × 500 mm) for versatility. The motors used in the test bench
are Maxon EC 4-pole (BLDC/brushless) 200W, with a maximum torque of 95 mNm. In
order to increase the torque, two different types of gearboxes were mounted: one 33:1,
and the other 79:1, with a resulting torque of 3.13Nm and 7.5 Nm respectively. Both
motors have 12/20-bit multiturn absolute encoders for feedback to implement position
control of the motors. The motor controllers are the Maxon EPOS4 50/8, to which
both the Hall effect sensors of the motors and the absolute encoder are connected. This
controller is connected to the PC via USB COM or to the Arduino via RS232, following
the object dictionary of the EPOS4. Two types of cables were used as tensile elements
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for the tests: one of the cables was a 1.5 mm steel cable consisting of 6 ropes, 7 wires and
a load of up to 26 kg with a safety factor of 5:1. The other was a 1.5 mm bicycle brake
cable with its corresponding sheath. For the measurement of forces and stresses, Futek
S-beam load cells (LSB201) were used, connected to an appropriate amplifier, capable
of measuring a maximum load of 445 N. The linear displacement sensor consists of
a potentiometer connected to the analog to digital converter (ADC). The travel of the
potentiometer is 100 mm, and it has a proportional voltage output. This allows for cable
displacement feedback without having to use a very high scale factor, economically
and without overcomplicating the design. For the sensor connection interface, a 32-bit
Arduino DUE was used. This system was also used to send commands to the motors
and to control the clutches.

3 Tests Conducted

3.1 Motor Position Control

The first test consists in assembling the motor with its support, the pulleys or other
mechanical parts except the cables. The goal of this experiment is to optimize the operat-
ing parameters of the position control system by accounting for the impedance measured
in the transmission system to be used.

3.2 Analysis of Synergy Based Actuation Strategies

The next test consists of applying the gait curves obtained by means of synergies to
record and evaluate the assistive capacity of the exosuit.

Fig. 2. Dual Motor Synergy Test Setup

This test consists of mounting synergy-based pulley trains designed on the basis of
the hip and ankle synergies on each motor and passing the cable between them as in
Fig. 2. To record the extension of the cables, load cells are used at the junction points
with the corporate segment, using one for each segment to be measured.
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4 Results and Discussion

4.1 Adjusting Motor Position Control Parameters

The following graph shows the curve sent to the motor (blue), the position measured
through the encoder (red) and the tracking error (green).

Fig. 3. Tuning the Position Control Algorithm. Blue: Desired Position. Red: Measured Position
from Encoder. Green: Error.

As can be seen in Fig. 3, the motor follows the position curve with a high level of
accuracy due to the PID controller tuning. After a simple manual optimization, even
with a very high acceleration of 4297 RPM/s and a speed of 10000 RPM the maximum
position error measured was 60 increments, which corresponds to an angle error at the
pulley shaft exit of 0.639°. The results obtained are more than sufficient for present
requirements allowing tests to be performed with good accuracy.

4.2 Analysis of Synergy-Based Actuation

As expected, due to the lack of tension on both pulleys at the pulley output due to the
current design of the cable feed system, differences in the shape of the tension curves
compared to the position curves are observed. Figure 4 shows lack of tension in the ankle
cable observable from samples 100 to 170 approximately, where the motor rotates but
does not displace the ankle cable correctly. This limitation will be resolved in the future
by including a feeder design for the cables to stay properly tensioned.
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Fig. 4. Synergy Test Results: Two Motors for Two Segments.

5 Conclusions

The bench has been indispensable in the optimization of system parameters for adjust-
ing motor control system parameters, estimating actuation times, deciding the sizes of
various system components, etc. to facilitate testing of the actuation systems in exosuits,
reducing prototyping and construction costs. A potential improvement is the coupling
of a third motor in place of the springs in order to better simulate non-linear dynamics
at the output. This motor can be fed with curves that represent some gait pathology such
as weak muscles or pathological gait, in order to design, improve and measure how the
control system adapts to these irregularities.
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Abstract. The surgery of the biceps brachii anchors the tendon to the bone, usu-
ally using sutures and/or screws. The usual technique is to drill a tunnel in the
radius and secure the tendon in it using a small metal piece (button). However,
it is also possible to add an interference screw in the bone tunnel to increase the
fixation capacity. The objective of this work has been to evaluate the improvement
of the repair of the biceps brachii tendon with the use of an interference screw.
To this end, reconstructions of the distal tendon were carried out using bones and
tendons of animal origin and tested cyclically. The results indicate that adding the
screw reduces the displacement and increases the loading capacity significantly.
Therefore, the addition of the interference screw is recommended, especially in
young and active patients.

Keywords: biceps brachii tendon · interference screw · biomechanical tests

1 Introduction

Distal biceps brachii tendon rupture is not uncommon and most orthopedic surgeons
have to deal with this problem at least a few times a year. Clinical units specialized in
upper limb surgery treat this injury several times a month. Approximately 90% of all
patients are men, between 35- and 50-year-old, with an incidence of 2.5 in 100,000 per
year. Usually, it is a sudden eccentric load, rather than a repetitive or heavy load, that
causes failure of the anatomic insertion of the tendon. Patients report a sudden pain,
often with a pop.

The biceps brachiimuscle plays a crucial role in the ability to lift, rotate, andmove the
upper arm. It is attached to the elbow and shoulder by tendons that, if torn, significantly
reduce the strength of the upper arm and its movements can become painful. A distal
biceps tendon rupture is the injury that occurs in the elbow joint. Most people who suffer
from this injury require surgery to correct it. The objective of the surgery is to re-anchor
the tendon to the bone, normally using sutures and/or screws.
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The most recommended technique is to perform a bone tunnel in the radius and
secure the tendon in with a small metal piece, a button, on the other side of the tunnel
[1, 2]. Many biomechanical studies have studied distal biceps brachii tendon repair and
there is relative consensus regarding the suitability of the button system [1–11].

However, it is possible not only to use the techniques separately, but to combine
them. Specifically, it is also possible to add an interference screw in the bone tunnel
when using the button technique, to increase fixation capacity, but this possibility, to the
best of our knowledge, has not been biomechanically assessed.

The objective of this work has been to evaluate the biomechanical improvement of
the distal biceps brachii tendon repair when introducing an interferential screw in the
bone tunnel practiced in the button technique, which we will call the hybrid technique.
For this purpose, reconstructions of the distal tendon were carried out using porcine
bones and tendons, and cyclical tensile tests were carried out simulating the immediate
rehabilitation period after surgery.

2 Methodology

2.1 Materials

Twenty bovine digital extensor tendons and the same number of porcine tibiae were
used. Due to the difficulty of obtaining human cadaveric tendons and bones, it has
been decided to use animal tissues. Furthermore, this reduces the variability inherent in
biological samples, since equal tendon diameters and lengths can be easily selected.

Tendons were removed from bovine legs obtained from a local slaughterhouse and
all adjacent tissues were cleaned. A tendon caliper was used to select only the 7 mm
diameter tendons. Subsequently, each tendon was wrapped in gauze soaked in saline
solution for its conservation, placed in a plastic bag and kept frozen at a temperature of
−20 °C until the tests were carried out.

Porcine tibiae, mimicking the human radius, were obtained from a local butcher
shop, and cleaned of surrounding soft tissue. Only tibiae with a diaphyseal diameter of
about 20 mm were used. Subsequently, they were preserved under the same conditions
as the tendons. Twelve hours prior to the tests, tissues were thawed at room temperature.

Ten distal bicep tendon reconstructionwere performed for each of the two techniques
tested. In the first group, the reconstruction was performed using only the suture (Fiber-
Loop® Nº2) and the button (BicepsButton®, 2.6 × 12 mm), both from Arthrex (FL,
USA), and in the second group it was also added the interference screw (7 mm× 10 mm
PEEK tenodesis screw) from the same company. The button is made of surgical titanium
(Ti6Al4V) and the screw is made of PEEK (polyetheretherketone). We have called the
first group the “button technique” and the second group the “hybrid technique”.

2.2 Testing Protocol

Each of the 20 reconstructions were tested in a universal testing machine (Microtest
EFH/5/FR, Madrid, Spain). A custom made fixation system for the tibia was used to
secure its rigid anchorage to the testing machine and to achieve its correct positioning,
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placing the bone tunnel in the tensile direction, the worst-case load scenario in clinical
practice. The proximal end of the graft was fixed to the machine crosshead by a jaw
designed to prevent slippage of the tendon during the test (Fig. 1).

Fig. 1. Tendon attachment reconstruction ready to test

After correct positioning, and before proceeding to the tensile test, an initial preload
of 30 N for 2 min was applied. The reconstruction was then subjected to 1,000 load
cycles between 10 and 50 N at 0.5 Hz. Once these cycles were completed, it was again
preloaded to 55 N for another 2 min, followed by another 1,000 load cycles between
10 and 100 N at 0.5 Hz. Immediately after the second part of the cyclical test, the
specimen was subjected to a tensile test until failure at a 20 mm/min rate, simulating the
reconstruction failure caused by a traumatic overload.

During all the test, the tendon was kept wet with nebulized saline solution, to avoid
dehydration, keeping its mechanical properties throughout the test. At the end of the test,
all the specimens were inspected, and the failure mode was recorded, classifying them
as: a) tearing of the tendon due to the suture; b) loosening of the knot; and c) rupture of
the tendon adjacent to the screw.

2.3 Data Analysis

The force and displacement data were obtained with the sensors and software of the
testing machine. The stiffness for each cycle is calculated as the slope of the line that
best fits the complete cycle by the method of least squares in the force–displacement
graph. The stiffness of the final part of the test (failure) was obtained as the slope of the
line of best fit of the final part of the test.
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The results of both groups were compared using a Student’s t-test for two inde-
pendent samples (significant difference p < 0.05). Previously, a normality analysis was
performed with the Shapiro–Wilk test because there were fewer than 30 samples. The
results indicated that there was no evidence to reject the normality of the data.

3 Results

Table 1 shows the values obtained in the tests. Mean values of tendon displacement in
the hybrid technique were on the order of approximately half those obtained from tests
performed with the button technique.

Both repair techniques showed an increase in displacement throughout the test, with
significant differences in the value of displacement at the end of the first 1000 cycles
(load between 10 and 50 N) and at the end of the second 1000 cycles (load between 10
and 100 N). However, no significant differences were found for the stiffness value at any
number of cycles. It is also observed that the repair of the distal biceps brachii tendon
using the hybrid technique has significantly higher yield load and ultimate load than the
button technique. No significant differences were found regarding the value of stiffness
at failure.

Table 1. Results for both tested techniques

Button Hybrid p-value

Displacement at 10th cycle (mm) 0.43 ± 0.20 0.29 ± 0.20 0.148

Displacement at 1000th cycle (mm) 2.53 ± 1.43 1.16 ± 0.35 0.009

Displacement at 1010th cycle (mm) 3.40 ± 1.57 1.86 ± 1.00 0.017

Displacement at 2000th cycle (mm) 5.79 ± 2.27 2.78 ± 1.17 0.013

Stiffness at 10th cycle (N/mm) 86.5 ± 7.5 84.3 ± 14.1 0.667

Stiffness at 1000th cycle (N/mm) 103.1 ± 10.1 102.9 ± 20.1 0.978

Stiffness at 1010th cycle (N/mm) 114.2 ± 11.1 122.2 ± 25.0 0.365

Stiffness at 2000th cycle (N/mm) 120.6 ± 10.8 134.7 ± 29.9 0.191

Yield load (N) 226 ± 94 363 ± 71 0.004

Ultimate load (N) 360 ± 83 486 ± 74 0.003

Stiffness at failure (N/mm) 93.9 ± 39.5 109.6 ± 15.2 0.320

Values given as Mean ± SD.

All the specimens, except one from the button technique, passed the cyclic load and
were subjected to the final tensile test. The failure modes in the button technique were:
5 tearing of the tendon due to the suture, 2 loosening of the knot (the one that did not
exceed the cyclic load is included) and 3 combinations of both reasons. There were no
deformations of the button or breakage of the suture.

In the hybrid technique, the failure mode in 8 specimens was caused by rupture of the
tendon adjacent to the interferential screw, in one specimen the tendon rupture occurred
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in the vicinity of the clamp and in the last case the failure was produced by migration of
the screw followed by tendon tear.

4 Conclusions

Unrepaired distal biceps tendon rupture causes a 30–50% loss of strength in supination
and 30% in flexion. For this reason, surgery is considered the current treatment of
first choice in active patients. Recently, much emphasis has been placed on surgical
techniques that limit complications and improve tendon-bone fixation strength [3].

In this study, the techniques that are commonly used in the repair of the biceps brachii
tendon have been assessed. The ideal technique is the one that guarantees an anatomical
reconstruction and sufficient mechanical strength and stiffness for the application of a
controlled early mobilization protocol [4].

The repairs carried out were subjected to cyclical tests to simulate the immediate
rehabilitation process and to quasi-static tests to simulate failure due to overload. Both
the range of loads and the number of cycles used in this study are similar to those used in
previous studies [5]. In this study we have focused on three biomechanical parameters
to evaluate the clinical success of the reconstruction: the displacement of the tendon in
the bone tunnel during cyclic loading, the yield load and the failure mode. Ultimate load
and stiffness have also been studied, although we consider them to be of less clinical
importance.

The displacement of the tendon in the bone tunnel indicates the laxity with which the
repair will remain throughout the rehabilitation. The smaller it is, the better the repair.
Actually, it does not consider the effect of biological fixation during the postoperative
period, but it clearly indicates the benefits of one repair over another. Data shows that
the displacements obtained after the 1000 and subsequent cycles are significantly differ-
ent between the two techniques, with approximately 50% less displacement when the
interferential screw is added.

Although no significant differences have been found regarding stiffness, when both
techniques are compared, it is observed that the hybrid technique reaches significantly
higher levels of resistance, specifically in terms of the level of yield and ultimate load.
The yield load is considered to be themost representative value of the evolution of failure,
since if higher tensile loads appear, the damage will be permanent and the displacement
will grow very rapidly towards values of laxity that are not admissible in clinical practice.

Regarding the failure mode, in the specimens with the tendon anchored only with
the button, the failure mode was tendon tear due to the suture, loosening of the knot, or
both. With the hybrid technique, 80% of the failures were due to rupture of the tendon
adjacent to the screw. In addition, the only reconstruction that broke before the final
tensile test was performed with the button technique. Therefore, it can be inferred that
the hybrid technique, limits suture slippage failure and prevents loosening of the knot.

From a clinical point of view, adding the interferential screw to the button system
does not significantly increase operating time. Although the use of two implants (button
and screw) makes the cost of the procedure more expensive, the good results, the low
percentage of complications and the faster return to the activity of daily life, work and/or
sports, make it the first therapeutic option in young, active patients with high functional
demand.
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One limitation of this study is that animal tissues have been used, so the quantita-
tive values resulting from the tests cannot be directly extrapolated to human behavior.
However, the results are adequate for the purposes of qualitative comparison between
the different techniques.

Finally, the results of this study suggest that, with the hybrid technique, that is, adding
the interferential screw, a significantly better repair of the biceps brachii is achieved at
its distal insertion. Also, by reducing displacement by approximately half and increas-
ing load capacity, the hybrid technique allows for an early and effective rehabilitation
program [12].
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Abstract. In recent years, new non-invasive brain stimulation techniques are
appearing which, based on neuromodulation, allow the treatment of pathologies
such as pain or depression. One of the target regions where these techniques are
usually applied is in the dorsolateral prefrontal cortex (DLPFC) and the result of
these procedures depends on the correct and precise location of the point on the
scalp close to this region. According to the literature, the most common methods
that are currently used for the localization of the DLPFC are the Neuroimag-
ing and Neuronaviagtion Systems, the 5cm method, the BeamF3 method and the
international 10–20 System. Montreal Neurological Institute (MNI) space is a 3-
dimensional coordinate system (also known as ‘atlas’) of the human brain, used
to map the location of brain regions independent of individual differences in the
size and overall shape of the brain. This study reviews the published articles that
attempt to locate DLPFC positions, evaluate the discrepancies and quantify the
differences among different authors.

Keywords: 10/20 · EEG · Neurology · EEG electrode placement · dorsolateral
prefrontal cortex

1 Introduction

The biochemical exchanges between the neurons of our brain take place in the synapses
and produce a small electrical activity detectable by the placement of electrodes on
the scalp using diagnostic neurophysiological recording techniques such as electroen-
cephalography (EEG) or evoked potentials (EP). In addition, in recent years scien-
tific interest in non-invasive brain stimulation techniques has grown, which, through
neuroplasticity, allow the treatment of pathologies such as pain or depression.

The method known as the International 10–20 System was established by Herbert
H. Jasper in 1958 [1]. This method, adopted by the International Federation of Clinical

© The Author(s) 2023
A. Vizán Idoipe and J. C. García Prada (Eds.): IACME 2022, Proceedings of the XV Ibero-American
Congress of Mechanical Engineering, pp. 132–138, 2023.
https://doi.org/10.1007/978-3-031-38563-6_20

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-38563-6_20&domain=pdf
http://orcid.org/0000-0002-3814-9199
http://orcid.org/0000-0002-2878-1369
http://orcid.org/0000-0001-5576-0494
http://orcid.org/0000-0002-3191-795X
https://doi.org/10.1007/978-3-031-38563-6_20


Analysis of the Dorsolateral Prefrontal Cortex MNI Coordinates 133

Neurophysiology, standardises the placement of 21EEGelectrodes on the scalp. Through
some percentages of the circumference (either 10% or 20%, hence the name of the
method) and distances between four basic anatomical landmarks, the head is divided
into proportional positions to offer adequate coverage of all regions of the brain, thus
correlating external locations of the skull with the underlying cortical areas. Therefore,
this method has the advantage of considering the variability in the size of the patient’s
skull, since it uses measurements of the head for the placement of the electrodes. The
four anatomical landmarks used to perform the percentage position calculations are the
Nasion, the Inion, and the left and right preauricular points.

1.1 Dorsolateral Prefrontal Cortex (DLPFC)

One of the brain regions whose location has been mostly studied by researchers is the
dorsolateral prefrontal cortex (DLPFC). The DLPFC is an area in the prefrontal cortex
of the primate brain, which is not an anatomical structure, but a functional one, located
in the middle frontal gyrus of humans, in the lateral part of the 9 and 46 Brodmann
areas (BA). The dorsolateral prefrontal cortex (DLPFC), used for both tDCS and rTMS,
has been recognized to be critically involved in cognitive control, including cognitive
control over emotions, as well as working memory, cognitive flexibility and planning.

The DLPFC is the most commonly used area of stimulation for the treatment of
major depressive disorder (MDD) with rTMS [2, 3], and is also typically used for the
relief of certain types of pain [4]. Also, in tDCS, DLPFC localization appears to show
a positive therapeutic effect in MDD patients. Moreover, it has been shown to improve
performance in various cognitive domains such as executive functions, verbal skills, and
memory performancewith healthy subjects, but also with patients that suffer Parkinson’s
disease and have suffered a stroke [5].

The Talairach and Montreal Neurological Institute (MNI) spaces are three-
dimensional coordinate systems (also known as “atlases”) of the human brain, used
to map the location of brain regions, regardless of individual differences in the size and
general shape of the brain. The first MNI template was the MNI305, generated from
the average of 305 brain scans, and the current standard MNI template is the ICBM152
(commonly referred to as MNI152), which is the average of 152 normal MRI scans that
have been matched to the MNI305 using a 9-parameter affine transform.

1.2 Localization methods for DLPFC

Likewise, it is important to consider that there is significant variability in the anatomy
of the head, which interferes with the location of these brain areas. That is why some
localization methods consider the morphological variability of the head to better adapt
the localization to each subject. The most common methods currently used to localise
the DLPFC are neuroimaging and neuronavigation techniques, the “5 cm” method [7,
8], the intl. 10–20 system and the “Beam F3 method” proposed by [4].

The location of the F3 electrode from the 10–20 system is usually used as a target for
the DLPFC [4], somany clinical research applications target this location when applying
procedures such as TMS to the DLPFC. As this system uses head measurements, thus
accounting for variability in head shape, it seems an accurate way to localise the DLPFC.
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However, for clinicians with little experience with the 10–20 system, the numerous
measurements and calculations to locate the F3 position can be time consuming and
lead to human errors.

This paper offers a review of the location of the DLPFC zone to understand the
problems related to the location of brain areas. Therefore, the main objective is to study
the existing methods to locate the dorsolateral prefrontal cortex (DLPFC), analysing the
discrepancies shown in the literature when it comes to locating this area of the brain.

2 Methodology

Differences on the MNI152 coordinates appears when the DLPFC location is analysed.
We study these differences and compare the location with the position determined by

the International System 10–20 for a realistic MNI152 head model (taking the coordi-
nates of [9] as reference). Studies that provide both coordinates (cerebral and scalp) are
used to determine the relationship between the two positions. Based on this information,
the brain or scalp positions of the woks that only pointed to one of the two locations are
extrapolated. With all the information above, the Euclidean distance d between the MNI
positions of the different studies and the reference position can be calculated.

The Brainstorm software [13] is used to visualise the points of the DLPFC, both the
scalp and brain coordinates, on a real 3D head model adjusted to the MNI152 atlas.

3 Results

3.1 Coordinates in MNI of the DLPFC

Reviewing the literature, it is observed that in each paper the DLPFC is located in
different coordinates. This work focuses on 16 articles that provide the coordinates of
the left DLPFC in the MNI Coordinate System [6, 11, 12, 14–26]. Some articles that
are also included provide the coordinates in the Talairach coordinate system, but later
studies converted those coordinates to the MNI System. The coordinates provided by
Oostenveld as a F3 is used as a gold standard [9]. The coordinates that located theDLPFC
in the brain were plotted on the cerebral cortex of the model provided by Brainstorm,
while those that located it on the scalp were plotted on the surface of the head volume.

Each of the brain DLPFC locations can be seen in Fig. 1a. However, [18] (light blue
in the Fig. 1 legend) is not visible, as it is in the same place as the pink dot representing
the BeamF3 location of [26].

The coordinates of the scalp can be seen in Fig. 1b plotted on the surface of the head.
In this case, [17] cannot be seen (in red in the legend to Fig. 1b), since it is in the same
location as [11]. The same is true of the [18] and the location of [26] from Beam F3 (in
light blue and pink in the Fig. 2b legend), which are not seen on the scalp, as they are in
the same location as the F3 Oostenveld location (in black) [22].

In addition to the visualisations, Table 1 shows the differences between these posi-
tions and the reference ones [9], both for brain and scalp coordinates, respectively. The
mean Euclidean distance from the brain coordinates is 11.50mm (with a SD of 8.02mm)
and for the scalp coordinates the mean is 13.32 mm (with an SD of 8.72 mm).
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Fig. 1. Coordinates of the literature represented on the Brainstorm segmentation model. a)
Cerebral cortex. b) Cranial volume.

Analysing the brain coordinates, it can be seen that the locations that present themost
differences are the coordinates provided by [19] and [26], who used the 5 and 5.5 cm
methods. These two locations lie further back in the brain than the rest. On the other
hand, the works that located the left DLPFC with greater precision to the Oostenveld F3
cerebral location are primarily [15], who uses the International 10–20 System, followed
by [18] and [26]. Note that [18] use a T1-weighted anatomical magnetic resonance
imaging scan to locate the position, and MNI coordinates provided by [24] are obtained
as an average of 81 points (obtained in different 81 heads). Although the mean value in
[24] is close to the actual F3, the results show a high variability (possibly influenced on
the morphology of the head). Authors specify that the average Euclidean distance from
each individual target to the group average centroid was 9.5 ± 6.1 mm. Its SD is close
to the one obtained for the 5.5 cm methods (6.6 mm). The results suggest that neither
the Beam F3 nor the 5.5 cm rule are valid methods to precisely locate the same location
based on the individual patient’s head measurements. A recent study [27] has found that
Beam F3 introduces an error that is dependent on the head morphology.

Similar results are obtained with the coordinates of the scalp. Again, the locations
obtained with the 5 and 5.5 cm methods place the F3 location too posterior in the scalp,
while the works that place the DLPFC more similar to Oostenveld F3 are [15], who
found the location with the 10–20 IS, followed by [26] (average of 81 heads) and [18]
that use images from magnetic resonances.
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Table 1. MNI Brain coordinates for DLPFC and Euclidean distance errors with respect to the
brain gold standard (dB). MNI Scalp coordinates for DLPFC and Euclidean distance errors with
respect to the scalp gold standard (ds)

Study Brain Scalp

MNIx
[mm]

MNIy
[mm]

MNIz
[mm]

Distance
dB [mm]

MNIx
[mm]

MNIy
[mm]

MNIz
[mm]

Distance
dS [mm]

Cardenas
et al., 2022

−42,30 44,46 38,39 2,88 −51,0 51,0 44,0 2,88

Fitzgeral
et al., 2009

−41,30 48,90 27,70 9,18 −48,90 55,40 31,70 10,82

Fox et al.
2012

−39,30 46,20 27,50 9,36 −49,30 54,70 32,10 10,26

Fried et al.
2014

−41,50 41,10 33,40 6,32 −51,20 47,90 38,70 6,35

Herbsman
et al. 2009

−46,00 23,00 49,00 27,01 −54,10 27,20 54,60 28,99

Pommier
et al. 2017
(Ref-Mylius
Left)

−40,20 42,30 28,70 9,06 −48,90 48,84 34,31 9,06

Pommier
et al. 2017
(Prop target
Left)

−45,90 36,40 25,30 15,80 −54,60 42,94 30,91 15,80

Rusjan et al.
2010

−50,00 30,00 36,00 18,61 −58,40 35,10 40,20 19,87

Trapp et al.,
2020
(BeamF3)

−40,60 41,70 34,30 5,46 −49,30 48,70 41,00 4,67

Trapp et al.,
2020 (5.5 cm
rule)

−33,60 30,80 51,10 22,86 −42,00 38,50 60,00 24,47

4 Conclusions

The comparison of the coordinates in the scientific literature allow us to evaluate the
existing localizationmethods and quantify the differences between them. There is a clear
discrepancy between the DLPFC coordinates provided in the literature.

It has been observed that the 5 cm method, or its variants such as the 5.5 cm method,
point to a DLPFC site more distant from the one considered correct (errors between 24
and 29 mm). In average, the results of the Beam F3 method are close to the actual F3
position. However, the dispersion of the results raises questions about its feasibility to
target the same point for different head morphologies.
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Abstract. The growing concern about climate change has prompted national
strategies with ambitious greenhouse gas emissions targets. Most of these targets
aim at carbon neutrality by 2050. Different approaches propose electromobility
as a mitigation measure to replace fossil fuels in vehicle propulsion systems;
but, studies show that by 2050 only 31% of vehicles worldwide will be electric.
Therefore, to achieve carbon neutrality goals, it will be necessary to develop cost-
effective transition technologies that reduce emissions from the remaining fleet.
A viable alternative is transforming and optimizing engines for cleaner fuels such
as natural gas (NG) or liquified petroleum gas (LPG). This research proposes a
predictive methodology to predefine engine conditions related to its compression
ratio (CR) to avoid knocking when transforming engines to gaseous fuels.

Keywords: engine conversion · natural gas · liquified petroleum gas ·
compression ratio · knocking

1 Introduction

Greenhouse gas (GHG) emissions, mainly produced by the combustion of fossil fuels,
are responsible for climate change [1]. Within these emissions, internal combustion
engines contribute 17% of the total [2, 3]. In response, different cities and countries
have agreed to replace internal combustion engines (ICE) with electric powertrains
[4]; however, independent analyses [5] project that by 2050, 31% of passenger cars
worldwide will be electric, while the rest of the fleet will continue to use traditional fuels.
Therefore, to reduce emissions related to fossil fuels, it will be necessary to propose other
options for the remaining fleet; some authors suggest alternative fuels, such as natural
gas (NG), liquefied petroleum gas (LPG), or hydrogen (H2) [6, 7]. LPG is one of the
leading alternative fuels used in the automotive industry. Its composition is essentially
a mixture of propane (C3H8) and butane (C4H10), which varies according to technical
requirements defined in standards such as N589 [8]. The main advantage of LPG is that,
given its chemical characteristics, it can liquefy at low pressures, allowing it to maintain
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an energy density like traditional fuels [9]. However, the massive use of gaseous fuels
presents critical challenges in transforming existing engines. One of the main problems
is the control of knocking [10–12]. Its occurrence limits the engine’s thermal efficiency,
restricting the exploitation of its advantages. LPG is sensitive to these effects because
its resistance to knock will depend directly on its composition, so the calibration of an
engine must consider this parameter. This work proposes a methodology to pre-design
the transformation of a combustion engine from the original fuel, allowing it to speed
up the process of fuel change and reduce production costs.

2 Methods and Materials

This paper proposes a methodology to understand the effects of a transformation from a
base fuel to a new fuel. In this case, the conversion of an engine designed for NG to LPG
will be used to apply the methodology. This type of transformation presents challenges;
one of the most relevant, considering the properties of both fuels, is determining the
admissible compression ratio (CR) for the new fuel. Therefore, the thermochemical
effects of changing the fuel are analyzed to determine under what conditions knock
combustion will occur.

2.1 Materials

The engine to be converted is a 4L Medium-Duty, a 4-Stroke SI engine with multipoint
fuel injection and 12:1 compression ratio, maximum power of 100 kW at 3500 rpm,
and maximum torque of 350 Nm at 1500 rpm. The engine was originally designed to
run on NG; the objective is to convert the engine to run on automotive LPG, also called
AUTOGAS. LPG automotive fuel is composed of propane (C3H8) at 38.42% and butane
(C4H10) at 60.37%. Motor Octane Number (MON), in the case of NG (CH4), is 120,
while LPG is 93.63. As LPG is composed of propane and butane, its boiling point varies
between −42 ºC and −0.5 ºC, which allows it to liquefy at low pressures.

2.2 Methodology

To carry out the analysis, appropriate engine conditions must be defined to predict under
what circumstances the auto-ignition will occur with the new fuel. The study reviewed
12 points of the engine and estimated the pressures to which the cylinder would be
subjected according to the fuel. The analysis shows that when the maximum torque
is reached, the highest pressures and temperatures appear inside the cylinder for both
fuels. It is observed that the pressure for LPG is 5 bars lower than the pressure of NG;
however, the antiknock characteristics of LPG are lower than those of NG. In addition, in
lower-speed operation, the combustion time is longer, increasing the probability of auto-
ignition. Considering the analysis, the engine critical condition was defined at maximum
torque and minimum engine speed, i.e., at 350 Nm and 1500 rpm, corresponding to 55
kW of power. Once the critical condition has been determined, it is necessary to estimate
the reference pressure and temperature at the bottom dead center (BDC). By establishing
the critical condition, it is possible to calculate a compression to determine the mixture
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conditions at the top dead center (TDC), i.e., in the worst case and just before combustion
occurs.

Equation (1), which corresponds to the effective power, is used to obtain the pressure
and temperature at BDC, a reference density(ρref) is estimated for the critical condition.

Ne = ηeηvFrFeρref VT niLHV (1)

The same effective power is used for both fuels to maintain the original engine
performance. At the same performance in NG and LPG, the reference density must
change, i.e., the inlet conditions of the mixture must be different. Thus, it is possible to
determine the conditions at the BDC. Using the ideal gas equation of state, Eq. (2), it
is possible to calculate the pressure at BDC for a given temperature and CR; the TDC
parameters can be obtained with Eq. (3) if a polytropic compression is assumed.

PV = mRT (2)

PVn = k (3)

Pressure at BDC is obtained considering the reference density and assuming a fixed
temperature. A range of 100± 20 ºC was defined as an appropriate temperature at BDC.
Once BDC pressure and temperature conditions are calculated, Eq. (3) is applied to
model a polytropic compression1. The result corresponds to the conditions at TDC of
pressure and temperature according to CR. Once pressure and temperature are calcu-
lated for the given conditions, the method performs a predictive study of the combustion
process. First, the auto-ignition delay (AID) is calculated, predicting the onset of com-
bustion by detonation. A 0D homogeneous reactor model is used, assuming constant
pressure conditions. In addition, laminar flame speed (SL) calculations are performed to
estimate the combustion velocity. The CONVERGE v2.4 tool was used for both fuels.
The expression �Knock, Eq. (4), is proposed to establish the existence of auto-ignition,
which is expressed as follows:

�Knock = AIDLPG −
(

tcombustion
SLLPG

/
SLBASE

)
[ms] (4)

Equation (4) compares the LPG’s AID with the combustion time (tcombustion)
normalized by the LPG’s SL and the base fuel SL ratio, in this case, NG.

3 Results

The combination of both effects (AID and SL) is relevant for the analysis; even though
LPG has a higher SL, its AID is lower thanNG, so in the same thermodynamic condition,
there is likely undesired auto-ignition in the engine. To contextualize this difference, it is
necessary to establish a reference corresponding to the combustion time. The reference

1 Polytropic coefficient were determined using a CFD model for NG n = 1.35 and for LPG n =
1.32.
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combustion time was estimated according to previous studies. A combustion duration
of 40 CAD at a speed of 1500 rpm was defined. The combustion time for the engine
under these conditions is 4.44 ms. The proposed hypothesis is that knocking will occur
if the AID time is shorter than the combustion time or the combustion time normalized
by SL, i.e., if �Knock < 0.

3.1 Knocking Zone

To define a zone of knocking appearance, the analysis considers the calculation of a 5×
5matrix for each CR (fromCR 10:1 to 12:1) by imposing a range of 5 BDC temperatures
(80 ºC, 90 ºC, 100 ºC, 110 ºC, and 120 ºC) and five pressures related to the temperatures.
For each matrix, AID and SL are calculated in each cell; then, it is possible to evaluate
AID − tcombustion and �Knock. Finally, the percentage of cells that present knocking
conditions (<0) over the total of each CR matrix is established as an indicator, i.e., if
25 out of 25 conditions present negative values, the probability of knocking is 100%.
Results of this calculation are shown in Table 1, AID − tcombustion situations vary from
0% at CR 10:1 to 96% at CR12:1; in the case of �Knock, from CR 10:1 to CR 11:25,
the probability is 0%, and CR 12:1, it is 28%.

Table 1. Probability of knocking by CR for LPG

CR 10.00 10.25 10.50 10.75 11.00 11.25 11.50 11.75 12.00

AID − tcombustion 0% 8% 16% 28% 48% 68% 80% 92% 96%

�Knock 0% 0% 0% 0% 0% 0% 8% 20% 28%

In Fig. 1, the upper blue curve corresponds to the percentage of cells, per CR, where
AID− tcombustion < 0, and the lower blue curve is the percentage of cells where�Knock
< 0; the area between both curves is defined as the Knocking Zone. It is observed that
at CR 12:1, the range of auto-ignition probability is 28% to 96%, while at CR 11:1, the
content is 0% to 48%; however, at a compression ratio of 10:1, the knocking probability
is 0%.

Fig. 1. Knocking Probability (Knocking Zone) for LPG according to compression ratio.
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3.2 Experimental Results

Considering the theoretical analysis, it was decided to perform experimental tests on
two cylinder heads with different CR, first with a volumetric CR of 11.05:1 and the
second with a volumetric CR of 9.86:1. The engine performance was evaluated in an
asynchronous dynamometer where the instantaneous brake power and torque were mea-
sured. The engine is also instrumentedwith a pressure sensor inside the cylinder, allowing
the analysis of combustion behavior. The conditions of each measurement were at 1500
rpm and maximum torque, which according to the configuration, reached 300 Nm for
the 11:1 compression ratio and 280 Nm for the 10:1 compression ratio. Figure 2 shows
the in-cylinder pressure for the two proposed arrangements. In the case of CR= 11.05:1,
it is observed that there is a dispersion of 25 bar between combustion cycles. In addi-
tion, it is possible to observe instability in the signal for a significant number of cycles.
However, in the combustion at maximum torque with CR = 9.86:1, it is observed that
the dispersion between cycles is 10 bar, with stability in the signal for every measured
cycle.

Fig. 2. Average pressure and its dispersion (10 cycles) inside the cylinder for themodified cylinder
head with CR = 11.05:1 (left) and CR = 9.86:1 (right), using LPG.

4 Conclusions

This research presents a methodology to promote the transformation of traditional
engines to run on zero or low-carbon fuels. This methodology is the first step to defining
the conditions where a transformation becomes feasible. The Knocking Zone obtained
shows that for LPG, for CR = 12:1, the probability of auto-ignition is between 28% to
96%; for CR = 11:1, the range is 0% to 48%, however, in CR = 10:1, the probability
of auto-ignition is 0%. When performing the experimental tests, it was found that with
a cylinder head of CR = 11.05:1, at 1500 rpm and maximum torque, there is knock-
ing; however, for a CR = 10:1, this phenomenon does not appear. In the literature, it is
defined that CR for engines powered by LPG would be between 10:1 and 11:1 [13, 14],
arguing that the optimum point of thermal efficiency would be between CR of 10:1 and
10.5:1. However, other authors analyze that if the auto-ignition level can be controlled,
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the maximum efficiencies in LPG would be reached at CR close to 12:1 [15]. Indeed,
the calibration process of a converted engine considers an essential number of variables
to be adjusted. However, it is relevant to define a priori the feasibility that the base
conditions of combustion are favorable. Finally, the methodology allows for predict-
ing the occurrence of knocking in the transformation of an internal combustion engine.
The prediction defines a range of circumstances because there are strategies that will
enable reducing the occurrence of knocking under certain conditions, such as ignition
delay, intake conditions, detection strategies, etc. Despite the uncertainty, the tool allows
for designing a pre-conversion strategy based on thermodynamic calculations without
having complex combustion analysis models, which is its main functionality.
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Abstract. New assistance systems, as a preliminary step towards automated driv-
ing, require a complete knowledge of the environment. To do this, perception sen-
sors are used, but positioning on digital maps is also a valuable tool as a secondary
sensor. In this sense, digital maps must contain increasingly greater precision and
detail. A variable that is not usually included is the sight distance, which is con-
ditioned by static and dynamic elements. This paper presents a method for its
estimation considering the road geometry and other elements that can interfere
with driver or sensors vision such as obstacles in the surroundings of the road or a
vehicle in front of the ego vehicle (before an overtaking maneuver). The method
is applied to data from a real road with the advantage of being able to work in real
time so results could be obtained based on the dynamic elements detected by the
vehicle’s sensors. From the sight distance information, the possibility of carrying
out overtaking maneuvers is estimated.

Keywords: sight distance · road geometry · overtaking maneuver

1 Introduction

The new driver assistance systems, as a previous step towards automated driving, require
a more complete knowledge of the environment. To do this, perception sensors are used,
but also positioning on digital maps is a highly valuable tool that complements the
situational awareness information. In this sense, digital maps must contain more and
more precision and detail [1].

Although the means used for the construction of digital maps allow the storage of
road geometry data [2], the sight distance is not usually obtained directly, but it is of
vital importance in some scenarios [3]. Visibility on a road should be understood as
the distance up to which an observer can distinguish objects, such as the road itself,
other vehicles, signs, obstacles, etc. This visibility is highly influenced by changes in
the environment, such as the geography of the terrain, the vegetation, the geometry of
the road, the appearance of obstacles that obstruct the line of sight, the weather of the
area, the brightness of each hour of the day, etc.

Instruction [4] includes, theoretically, road layout design conditions in terms of
braking and overtaking distances, and visibilities. It also raises geometric considerations
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about visibility in circular curves and vertical curves. In addition, it indicates that the
horizontal and vertical layouts must be coordinated.

In [5], the methods are classified between those that obtain 2D visibility models,
both horizontal plane of the road and vertical one, and those that obtain 3D models,
combining the methods used in 2D with greater data processing capacity in accordance
with technological development. Studies such as [6, 7] stand out methods to estimate
the visibility distance based on data previously obtained from the geometry of the road.
Another approach is the one presented in [8] in which, based on data included in a
Geographic Information System (GIS), visibility zones of a vehicle can be created based
on its GPS position.

In this paper, a geometric algorithm is proposed that allows estimation of this sight
distance from the map information, which can be updated in real time in the presence of
obstacles detected in the movement of the vehicle (detected by on-board sensors) so that
the possibility of overtaking can be determined at each point on the road. This flexibility
increases its field of application compared to algorithms that only work offline on the
road digital map and do not have the capacity to adapt to changing situations of dynamic
elements or consider the influence of critical elements for the overtakingmaneuver. Thus,
it is possible to support the decision-making of driver assistance systems and advanced
levels of automated driving.

2 Method

The proposed method is based on the knowledge of the horizontal and vertical road
geometry. For decades, there have been methods for measuring this geometry based
on driving along the route with an instrumented vehicle [9]. In the case of this paper,
this digital map is obtained using a vehicle with a GPS receiver, an inertial system
and perception sensors such as cameras and LiDAR [10]. In this way, by merging the
first two systems, the inaccuracies and signal losses typical of satellite positioning and
the cumulative errors of inertial systems are reduced. On the other hand, the cameras
identify the horizontal and vertical signals, and the LiDAR allows obtaining variables
such as the dimensions of the transversal section of the road, location of roadmarkings or
identification of elements on the sides of the road [11]. In this way, in terms of geometry,
the coordinates (x, y, z) of the median line of one of the traffic lanes are obtained and, by
knowing the width of the lanes and the total roadway, the reconstruction of the median
line of the road, the rest of the lanes and the road edge is possible.

The sight distance calculation is divided in two parts: horizontal and vertical. After
carrying out the calculations separately, the sight distance limited by the geometry of
the road will be the minimum distance of both, and this must be compared with the
distances imposed by other conditions such as the obstacle in front of the ego-vehicle
in the overtaking maneuver or the range of onboard perception sensors. The method is
presented in a generic way to be adaptable to variable viewpoints, both vertically (height
of the driver or position of the sensor on the roof of the vehicle or on the front) and
transversally.

In general, in the horizontal projection, the x-y coordinates of the central axis of the
road are available. According to Standard 3.1-IC [4], the viewpoint is located at 1.5 m
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from the axis of the road, a configurable data. In addition, some adjustable road edges
have been used in the distance from the axis, as a corridor, from which it is considered
that there is no vision due to obstacles located on the roadsides. These lateral limits are a
strong simplification of reality. However, this approach has two advantages: on the one
hand, a conservative measure can be obtained by using small values for the width of
that corridor; and, on the other, the procedure can be generalized in real time to variable
widths based on what is detected by the vehicle’s on-board sensors. In this way, vision
is limited by the right and left edges of the road, and its range is up to where the center
line of the left lane can be seen continuously, which is estimated to be located 1.5 m
from the center of the axis as is shown in Fig. 1a.

Regarding the calculation in the vertical projection, according to Standard 3.1-IC [4],
the viewpoint is located at a height of 1.1 m from the ground, the same as the minimum
height at which a vehicle moving in the opposite direction is detectable, configurable
parameters in the calculations. Figure 1b shows the concept for the calculation with
which the aim is to find the minimum distance at which a vehicle would stop being seen
when the vehicle’s vision intersects with the road itself.

The algorithm also considers the visibility restrictions implied by the obstacle that
one wishes to overtake, as shown in Fig. 1c. In this case, the closest points of the median
line of the lane next to the vehicle that are no longer perceived from the point of view
are identified.

a) 

Green line: Sight distance. 

Red circle: Furthest detected point. 

Orange circle: Geometric limitation. 

b)

c) 

Fig. 1. Diagram of the algorithm to determine the sight distance a) horizontal projection, b)
vertical projection, c) facing an obstacle in front of the ego-vehicle

3 Results

The algorithm has been applied on real roads. Specifically, the application to the M-104
road in Madrid (Spain) is shown. It is a single carriageway road, with one lane in each
sense, with the particularity of presenting a great diversity of radii of curvature (including



Automatic Sight Distance Estimation for Overtaking Maneuvers 151

quite small values) and changes in elevation. Figure 2 shows the results of sight distance
for each of the profiles calculated by road geometric criteria.

Fig. 2. Sight distance limited by horizontal alignment (green) and vertical alignment (red)

The influence of certain variable parameters on the results is analyzed. Thus, the
width of the free section on both sides of the road influences the calculation of the sight
distance limited by the horizontal alignment. An almost linear trend is verified between
the average visibility distance and the corridor width, so that the most limiting condition
is imposed by the horizontal layout versus the vertical one when the corridor narrows
(Table 1).

Table 1. Influence of the corridor width

Limiting sight distance factor Corridor width

3 m 5 m 7 m

Horizontal 85,48% 78,77% 74,92%

Vertical 14,52% 21,23% 25,08%

In real-time operation, the corridor width is considered variable over the distance
based on the detection of the LiDAR, so obstacles can be characterized on the sides of
the road that are detected and positioned on the digital map.

Regarding the height of the vehicle in the opposite direction, the sight distance is
highly affected by variations around small values and tends to become more insensitive
with variations on large values around 3 m. An analogous situation results from the
vertical position of the sensor in the vehicle itself; elevated positions are preferable,
although those values have practical implementation limits.

On the other hand, the stretches in which the sight distance is greater than the
measurement range of the onboard sensorswith assistance systemsor partially automated
driving are analyzed. Taking an average range of 250m, on the analyzed road, it is verified
that 14% of the total distance would have limited visibility due to the range of the sensor.

Finally, in an overtakingmaneuver, the vehicle that is going to be passed represents an
obstacle to the field of view of the ego-vehicle. In such a case, both the distance between
the two vehicles and the dimensions of the first one are relevant variables. Table 2 shows
the results of the influence of the presence of a car that is going to be overtaken that
circulates along the median line of the lane. As can be seen, the proximity of the obstacle



152 F. Jiménez and J. Ruiz

greatly influences visibility, especially at short distances. Mainly the biggest influence
is at distances less than 50–60 m. Table 3 shows the influence of the size of the obstacle.

Table 2. Influence of the distance between the ego-vehicle and the vehicle to be overtaken.

Distance (m) 50 75 100 Without

Average road sight distance (m) 134,54 149,38 157,16 168,66

Sight distance limited by road geometry 58,34% 71,10% 80,69% 100%

Sight distance limited by obstacle 41,66% 28,90% 19,31% –

Table 3. Influence of the obstacle size

Size (m) 0,7 × 0,7 1,8 × 1,5 2,5 × 4 Without

Average road sight distance (m) 155,27 134,54 119,50 168,66

Sight distance limited by road geometry 72,35% 58,34% 48,80% 100%

Sight distance limited by obstacle 27,65% 41,66% 51,20% –

It should be noted that the calculations are made for the entire route, but the method
can also be used in specific stretches, or the data can be updated in real time.

4 Conclusions

In this paper, an algorithm has been presented for the automatic and geometric calcula-
tion of road sight distance, which can be implemented in real time and integrated with
perception systems to modify parameters that influence the calculation.

The study of the influence of various parameters on the results on a single carriageway
road reveals the importance of detecting these variables at all times, such as the free
cross-sectional corridor that would be easily detected by perception technologies such
as LiDAR (for example, due to the presence of obstacles on the sides of the road or an
obstacle in front of the vehicle itself that makes it difficult to see the adjacent lane prior
to an overtaking maneuver). This flexibility increases its field of application compared
to algorithms that only work offline and do not have the capacity to adapt to changing
situations. On the other hand, regarding the influence of the height of the obstacle, more
or less conservative criteria can be adopted for decision making.

In this way, the algorithm can support decision-making for driver assistance systems
or even for advanced levels of automated driving. In this sense, it should be noted that the
range of the sensors has a maximum range that, in many cases, limits the sight distance
detected by the geometry of the road, which is a relevant limitation and could motivate
to resort to other types of technologies such as V2X communications in the framework
of connected vehicles and cooperative driving to effectively carry out these overtaking
maneuvers [12].
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Abstract. Driving safety has been improved by automated vehicles, particularly
in terms of human error-related accidents, which are considered one of the main
causes of traffic accidents. However, despite the increase in the number of sensors,
full automation still generates conflictive situations where driver intervention is
necessary. Many maneuvers are unique and sometimes unrepeatable, due to the
multiple factors involved, being the patterns observation for the development of
models and their automation complicated. To achieve greater knowledge of the
performance during complex maneuvers on interurban roads, this article proposes
the development of a deterministic driving model based on real driving data.
The intentional phase prior to the maneuver has been studied in detail thanks to
information from the driver’s visual behavior.

Keywords: eye-tracking · autonomous driving · decision making

1 Introduction

Automated driving systems have improved the vehicle fleet, making the environment
safer and reducing the number of accidents [1]. However, the lack of robustness of
these systems implies a delay in their progress, given the lack of confidence that they
sometimes generate in pedestrians and drivers [2, 3].

In order to achieve a good integration into society and traffic, these systems have been
developed based onmodels which describe how a drivermakes decisions facing different
events. Driving models are usually divided mainly into two phases, (i) car-following,
which determines the acceleration rates of a vehicle based on factors generally related to
the preceding vehicle, and (ii) lane-change, which determines how and when a vehicle
moves from one lane to another [5].

Regarding the variables used by drivingmodels, several authors focus on the physical
parameters evaluation through experimental tests, such as position and velocity, obtained
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mainly from Global Positioning Systems (GPS) [6, 7]. On the other hand, the physio-
logical parameters acquisition of the driver can enhance the decision rules that compose
the algorithms of the decision-making models. One of the most widely used systems, for
its lightness and comfort in driving, is the visual tracking. The information acquired by
the driver precedes the cognitive processes, being able to anticipate a driver’s decisions
through his attention. Similarly, eye behavior provides information on the acceptability
and distraction of systems, being extensively used in the evaluation of ADAS [8–10].

In this paper, a deterministic drivingmodel focused on highways has been developed,
to obtain information about the main parameters involved in decision making, specif-
ically in lateral maneuvers. Through visual behavior, glances at the rear-view mirrors,
especially the left one, are studied, which are considered an indicator of lane change
intention in this study. The data have been collected from real traffic through several
instrumented vehicles and a visual tracking system on the main driver.

2 Driving Model

The main objective of this paper is to analyze driver behavior in complex situations such
as overtaking on a highway. For this purpose, a driving model for decision making has
been developed, considering the actions of car-following, lane change and emergency
braking for an interurban environment [11]. The decisions of the model are basedmainly
on the velocity, distance and time of each vehicle with respect to the ego vehicle, 1, where
v2, t2, d2 correspond to vehicle 2 and vi, ti, di, to the vehicles located in the left lane.
To ensure that the ego-vehicle chooses the most convenient gap in lane changing, the
accelerations and decelerations necessary to enter each of the gaps are calculated. An
example of the arrangement of vehicles can be seen in Fig. 1, where vehicle vi would
correspond to vA, vi+1 to vB and vi+2 to vC .

Fig. 1. Definition of the position of the vehicles.

The algorithm operation is based on the distance to the vehicle in front, which
determines the switch between car-following and lane-change conditions. At this point,
the intention to change lanes is considered, based on the maximum speed of the road,
the average speed of the vehicles in the left lane, the speed of vehicle 2 and the minimum
braking time. In case of overtaking, the algorithm would count the vehicles placed in
the left lane. Depending on the arrangement of these vehicles, the lane change could
be made in front of the first, between the first and the second, between the second and
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the third, etc. One of the main advantages of this algorithm is that there is no maximum
number of participating vehicles, being able to perform infinite iterations until finding a
suitable gap to perform themaneuver safely. If no suitable and safe gap is found, it would
go back to the beginning of the main loop, waiting for an optimal gap and assuming the
car-following action with the change intention.

3 Experiments

A total of 5 vehicles have participated in the evaluation of the driving model, where 1 is
the ego vehicle, 2, the front vehicle, and A, B and C are the vehicles located in the left
lane of the road.

To feed the model, position and velocity data were collected by means of Global
Positioning Systems (GPS) located in each of the participating vehicles. The constant
variables of the vehicle and driver have been collected from the literature [12–15],
subsequently adding a probabilistic effect in a Gaussian distribution as a function of the
impulsivity of each subject [16].

3.1 Participants

A total of 22 driving tests were performed, corresponding to 12 men and 10 women,
whose average age was 33.81 years (SD = 6.98). The participants reported a mean
of 14.09 years of driving experience (SD = 5.78), being passenger car the most used
vehicle (68.18%), followed by motorcycle (22.73%) and SUV type vehicles (9.09%).
Most drivers reported driving between 10,000 and 20,000 km per year.

Since the nature of this study is closely linked to driving styles, the features of
impatience, aggressiveness and impulsivity have been analyzed by means of a survey
[17] with the aim of being able to cover the widest spectrum of different profiles and
palliating the effects of the small and homogeneous sample. Each feature was scored out
of 10, obtaining an average of 5.64 for impatience (SD= 1.55), 4.07 for aggressiveness
(SD = 1.41) and 4.78 for impulsivity (SD = 1.43).

3.2 Instrumentation

The vehicle analyzed, which executes the maneuver, previously called vehicle 1, is a
Peugeot 307 with automatic gearbox.

The ocular responses of the drivers have been recorded using an eye tracking system,
consisting of two cameras and two infrared sensors in each eye, acquiring mainly the
pupil diameter and the fixations.

Five vehicles involved were instrumented with a GPS acquiring real-time data
through the M5-Stack device, which is based on the ESP32 SoC (System On a Chip).

3.3 Procedure

An interurban road section of 7.5 km belonging to the M-45 highway in Madrid was
used for the experiments. The duration ranged from 35 to 55 min depending on the
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traffic and the number of journeys necessary to simulate each case safely. The scenarios
are summarized as car-following with and without change intention, and overtaking,
classified as: lane change without vehicles (C1), lane change in front of A (C2), lane
change behind A (C3), lane change between A and B (C4), lane change between B and
C (C5), and lane change behind C (C6).

Prior to the experiments, the participants were instructed to drive as naturally as
possible, without further information, in order to avoid suggestion when overtaking.
The execution of the maneuvers was randomized, adapting each one to the available
traffic. The test designwas intrasubject,with each participant performing all the proposed
scenarios at least once.

4 Results

The proposed experiments were satisfactorily carried out, despite the variations in traffic.
The results obtained in the driving style survey showed that the selected sample was
diverse and balanced. The proposed scenarios were repeated between 1 and 4 times by
eachparticipant, obtaining anoverallmeanof 1.77 times,with scenarioC2being themost
repeated and C6 the least. In relation to this result, there were 9.81% of unsuccessful
maneuvers of the total number, either because of external vehicles in the convoy or
because the participant decided not to perform it.

Visual behavior indicated an increase in glances to the left rearviewmirror of 13.2504
s on average before crossing the center line of the road during the maneuver (SD =
5.0827), occasionally combined with glances to the inside rearview mirror. The number
of glances per second was calculated obtaining an average of 0.4425 and a standard
deviation of 0.1835. This data alongwith the previous one shows that the average number
of glances to the rearview mirror is below 6, matching the following frequency graph
(see Fig. 2).

Fig. 2. Frequency of glances to the left rearview mirror in the anticipation period.
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There were situations where the minimum number of glances at the mirror was 1 or
2 times, 4.85% and 10.53% with respect to the total. However, in most cases there were
higher values, as can be seen in the previous figure (Fig. 2).

5 Conclusions

The characterization of driver behavior based on decision-makingmodels can help in the
development of more naturalistic algorithms supporting the integration of autonomous
vehicles in mixed traffic. In this study, a deterministic driving model focused on conflict-
ing situations such as overtaking on highways has been developed. The results of real
driving overtaking showed that the most repeated condition was the lane change in front
of the first vehicle of the convoy in the left lane and the least repeated condition was the
lane change behind the last vehicle in the queue. This fact supports the complexity of
the last situation, in which all vehicles are involved to perform the maneuver.

Regarding ocular behavior, an increase in glances at the left rear-view mirror prior
to overtaking was observed, which is a clear indicator of cognitive preparation for the
maneuver. Some drivers also relied on the interior mirror since its width allowed a global
knowledge of the scene. The glance sequences ranged according to the environmental
complexity and the time exposed, with a glance around every two seconds.

Driver behavior variables contribute to the characterization of the maneuver perfor-
mance in a drivingmodel, such as lane changing. In-depth knowledge of driver intentions
could help the creation of new decision rules in the improvement of driving algorithms
for autonomous vehicles.
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Abstract. This work summarizes the methodology and results of the design of a
light and safe vehicle structure based on high-strength steel, aiming at its intro-
duction in urban environments. The structure is made of a tubular chassis design
easily scalable and modular, taking into consideration safety features from the
very beginning of the design stage. The structural integrity of the vehicle from a
static point of view is validated through torsional and bending stiffness simulations
and experiments, as well as fatigue assessment. The crashworthiness is evaluated
by applying the procedures set in regulations R137, R95 and R94, with special
emphasis on vehicle occupants’ protection and on other vulnerable road users,
with the objective of achieving a 4-stars EuroNCAP rating.

Keywords: body frame · electric urban vehicle · crashworthiness · occupant
protection

1 Introduction

In the last decades, the percentage of people living in urban environments has increased
from 65 to 71%, and this trend is expected to continue in the following years [1]. In terms
of mobility, this means that traffic congestion and air pollution will intensify. As a result,
the EU has emphasized the need to develop lighter and cleaner passenger vehicles, while
still providing safety for its occupants, as well as for other road users [2].

TheMulti-Moby project, a European initiative within the Horizon 2020 Programme,
aims at developing a cost-effective and safe vehicle structure for urban electric vehicles.
The structure proposed is based exclusively on high-strength steel tubes, in such a way
that it is modular and easily scalable. In practice, this means that the vehicle length,
and even the vehicle purpose can be modified just by adapting a few tubular elements,
at a much lower cost and time compared to the development of conventional vehicles
(Fig. 1).

From a safety point of view, the objective is to design a vehicle structure providing
comparable safety performance to that of conventional vehicles of higher dimensions,
hence M1 homologation tests are taken as reference for the safety assessment. Besides,
the protection of Vulnerable Road Users (VRUs) is considered, therefore the structure
designed shall minimize the damage caused to pedestrians in the event of a run over.
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Fig. 1. Modular approach: minimum structural changes lead to different vehicle concepts.

2 Methodology

The structural design was optimized via Finite Element analysis. The development pro-
cess followed several iterative steps until meeting the target key performance indicators
concerning the structural stiffness (2.000 N/mm bending stiffness, 3.000 Nm/° torsional
stiffness), durability (250.000 km) and crashworthiness (UNECE Regulations). Firstly,
the structure was modified until ensuring sufficient stiffness and durability, to enable
a proper operation of the vehicle’s safety systems, and then the complete vehicle was
simulated and physically tested to evaluate its crashworthiness.

2.1 Torsional and Bending Stiffness

The torsional stiffness test serves as reference to assess the robustness of a vehicle
structure. From a functional point of view, a minimum torsional stiffness is needed to
ensure a correct vehicle behavior, especially in transversemaneuvers such as turns. In this
work, the torsional stiffness measurement was carried out without installing the vehicle
suspension, to avoid external influences on the results. Tailored tools were manufactured
to introduce the torsional loads, concretely by locking the rear axle and allowing only
the rotation of the front axle around the longitudinal vehicle direction.

Fig. 2. Torsional (left) and bending (right) test setups.

On the other hand, the bending stiffness test provides information about the robust-
ness of the vehicle structure when subjected to vertical loads due to the weight that is
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carried, to acceleration and braking maneuvers, or to the driving over road irregularities.
The testing setup also required the manufacturing of specific tools, in this case locking
both vehicle axles, with an additional tool for introducing the vertical load in the central
part of the structure. Both test setups are depicted in Fig. 2.

2.2 Durability Tests

The durability (fatigue) tests of the structurewere carried out taking daily drivingmaneu-
vers as starting point for the loads definition. A representative multi-body vehicle model
was developed for this purpose and introduced in CarSim software for the estimation
of the loads induced to the structure, in the following maneuvers: acceleration, cor-
ner braking, driving over a speed bump, and moose test. Additionally, all maneuvers
were simulated at different driving speeds, representing different driving profiles. Three
aggressiveness levels were defined for the maneuvers: level 1, with longitudinal and
transverse accelerations around 0.25 g; level 2, around 0.5 g; and level 3, around 0.75
g. From the simulation results, the cyclic loads were defined for the real tests, in such a
way that they induce similar damage to the vehicle structure.

2.3 Crashworthiness Performance

Occupant protection: after analyzing the applicable testing protocols, mainly the
UNECE Regulations for the M1 vehicles and the EuroNCAP test procedures, the safety
tests according to UNECE Regulations R137 [3], R94 [4], and R95 [5] were selected.
Their characteristics are summarized in Table 1. In addition, regarding the biomechan-
ical parameters, a target value for the Occupant Load Criterion (OLC) was set at 40
g.

Table 1. Summary of selected UNECE Regulations for the crashworthiness evaluation

R137 R94 R95

Crash direction Frontal Frontal Lateral

Overlap 100% 40% 100%

Vehicle speed 50 km/h 56 km/h 0 km/h

Barrier type Rigid Deformable Deformable

Barrier speed 0 km/h 0 km/h 50 km/h

Vulnerable Road Users (VRUs) protection: in what concerns the VRU protection,
the study was only performed through simulations. To constraint the great variety of run
over events that can happen in real life, the following variables were considered as part
of a parametric study: frontal geometry of the vehicle (sharp - aggressive or rounded -
smooth edges), bumper stiffness, vehicle speed (20, 30 and 40 km/h), vehicle-dummy
relative position (central, left side or right side position) and alert state (preparedness)
of the dummy right before the crash (different stiffness of the body muscles).
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3 Results

3.1 Torsional and Bending Stiffness

The torsional stiffnesswas simulated up to 2° of torsionmeasured in the frontal part of the
vehicle, registering a torsional stiffness of 2847 Nm/°. In these conditions, the maximum
stresses registered reached 350 MPa, well below the elastic limit of the material, hence
ensuring the integrity of the structure. In the physical tests, 1.5° of torsion in the frontal
part of the vehicle were reached, registering a torsional stiffness of 3.071 Nm/°, fully
aligned with the simulation.

The bending stiffness was simulated introducing a vertical load of 25 kN. In this
scenario, a bending stiffness of 2.730 N/mm was measured, and the maximum stresses
registered did not surpass 400 MPa, again comfortably below the elastic limit of the
material. In what concerns the physical tests, a vertical load of 15 kN was introduced,
registering a bending stiffness of 2.330 N/mm, hence validating the simulation results.

3.2 Durability Tests

As in the previous case, the fatigue performance of the structure was studied through
simulations and real tests. For the simulation, a vehicle weighing 850 kg (includes
batteries and passengers) was considered. The results obtained showed that maximum
stresses are kept below 150MPa in the most loaded areas, what guarantees the durability
of the structure. After the simulation, physical tests were conducted. The structure was
subjected to a million load cycles, representing the target 250.000 km, distributed as
follows: 800.000 cycles under level 1 loads, 190.000 cycles under level 2 loads, and
10.000 cycles under level 3 loads. The structure withstood the test without any visible
damage. The structure critical nodes were inspected by liquid penetrants test, to identify
small crack that might have appeared during the test, no evidence of damage was found.

3.3 Crashworthiness Performance

Occupant protection: the crashworthiness of the structure was assessed according to
the specifications of the aforementioned UNECE Regulations, including for each crash
scenario the evaluation of both the structural behavior and the occupant protection.

Frontal impact according to Regulation 137: the structural behavior is highly sat-
isfactory and the simulated performance correlates well with the actual performance
of the prototype. The vehicle proves to be safe for its occupants in this load case, and
the structural integrity was checked. The OLC value is 38.9g, below the limit values
targeted. Likewise, other biomechanical parameters monitored in the dummy are below
the threshold values set in the Regulation. Considering that this test configuration is the
most severe among the frontal tests covered in the UNECE Regulations, it can be con-
cluded that the structure is suitable to protect the occupants in this kind of crash events.
The simulation and physical test results are presented in Fig. 3.

Frontal impact according to Regulation 94: since this load case is slightly less severe
than the previous one (deformable barrier and partial overlap), acceptable results were
expected. Indeed, the structuremaintained its integrity and did not present any potentially
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Fig. 3. Vehicle structure after the test according to R137, simulation (left) and real test (right).

dangerous deformation or break in the cabin. Additionally, no relevant intrusions were
observed in the occupant surroundings. Figure 4 shows the physical test results.

Fig. 4. Vehicle structure after the test according to R94 (left), and detail of the front-end (right).

Both frontal tests were also employed to assess the battery protection capabilities of
the structure, trying to anticipate the potential triggeringof thermal runawayphenomenon
in the battery that may threaten the safety of the vehicle occupants after a frontal crash.
In this direction, acceleration and intrusion levels in the surroundings of the battery pack
were measured. In both cases, a relatively smooth behavior (progressive decelerations,
no intrusions) was observed, slightly better for the R94 test scenario, mainly due to the
lower energy involved in the crash.

Lateral impact according to Regulation 95: the results were also successful, although
in this scenario the low weight of the vehicle causes it to be dragged during the crash,
what limits deformations, and consequently the energy absorbed by the structure. This
test also served to check the outstanding performance of the steel doors. Its stiffness
and robustness help control the intrusion of the barrier into the cabin, therefore protect-
ing the occupant. Similarly, the deployment of the side curtain airbag was satisfactory,
also contributing to reduce the damage on the occupants. In what concerns the battery
integrity, the structure design lets the barrier to slide over the sill, keeping the battery
region almost intact. The simulation and physical test results are presented in Fig. 5.

Vulnerable Road Users (VRUs) Protection: The simulation results of the run over
scenarios show that the damage induced in the VRU is strongly related with the frontal
dimensions of the vehicle. From a certain speed, the short vehicle bonnet forces the
dummy head to crash against hard areas of the vehicle, such as the windscreen or the
A-pillar, which translates into a severe injury potential. This event is by far the most
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Fig. 5. Vehicle structure after the test according to R95, simulation (left) and real test (right).

critical; however, it is observed that at low speeds, if the vehicle has a smooth geometry,
the damage induced in the legs and pelvis can be reduced to some extent.

4 Conclusions

Considering the results as a whole, it can be stated that it is feasible to design a safe urban
electric vehicle based on a tubular structure made of high-strength steel. The appropriate
design of the structure allows obtaining enough stiffness to increase occupant safety,
as well as the deformation capability to absorb the energy involved in a crash event.
However, it isworth noting that the influenceof the vehicle designon theVRUsprotection
is almost negligible. This result highlights the need for integrating in the vehicle active
safety systems specifically targeting VRUs protection.
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Abstract. The increasing use of composites in vehicles in recent years is one
of the current trends in the automotive industry. In particular, fiber composites
are being used as reinforcements for the main structural elements of vehicles,
due to their outstanding specific mechanical properties and low weight. When
combined with metal parts, fiber composites can significantly enhance the crash-
worthiness of vehicle structures, by increasing their energy absorption capabilities
and resistance to plastic deformations and permanent damage. This work presents
CFRP reinforcements as a case study for enhancing the bending collapse behav-
ior and crashworthiness of bus structures. The required calculations are based on
a simplified “concept model” that includes the bending collapse behavior of the
structural components, based on theoretical models calibrated with experimental
results. The results demonstrate that the use of CFRP reinforcements improves the
rollover crashworthiness of a bus structure, and need not be applied to the entire
structure, but only to the critical parts where bending collapse is most likely to
occur in a rollover accident.

Keywords: Carbon fiber composites · vehicle structures · bending collapse ·
concept modelling

1 Introduction

Design of lightweight structures often considers the full load capacity of a material
instead of the yield strength [1]. This implies working in the plastic range of a mate-
rial, which can be advantageous in applications with energy absorption and dissipation
requirements. For instance, automobiles require that their structures absorb the kinetic
energy of an impact accident, so it does not reach the passengers. On the other hand,
weight reduction is required to reduce material and manufacturing costs, as well as fuel
consumption. This means that the crashworthiness design needs be done with weight
and manufacturing in mind.

© The Author(s) 2023
A. Vizán Idoipe and J. C. García Prada (Eds.): IACME 2022, Proceedings of the XV Ibero-American
Congress of Mechanical Engineering, pp. 168–174, 2023.
https://doi.org/10.1007/978-3-031-38563-6_25

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-38563-6_25&domain=pdf
http://orcid.org/0000-0003-2932-0238
http://orcid.org/0000-0003-4144-1382
http://orcid.org/0000-0001-5377-0023
http://orcid.org/0000-0001-6345-3443
http://orcid.org/0000-0002-5161-7196
https://doi.org/10.1007/978-3-031-38563-6_25


On the Use of Carbon Fiber Composites 169

Additionally, rollover of buses is an extremely dangerous scenario. Although rare,
circa 3% of all accidents, they are known to be particularly lethal [2]. For this reason,
several efforts have been devoted to avoiding and preventing rollovers [3, 4], as well
as to mitigate the potentially deadly effects, mainly by improving the bending collapse
behavior of the steel tubes used [5–11]. Regulations and design rules have also been
implemented internationally, with the UN/ECE R66 [7] being the most used. This reg-
ulation requires the characterization of the bending collapse of the tubes that form the
structure.

In this study, previously developed localized reinforcements and collapse theories
implemented in [12, 13] are employed and introduced into a “concept model” repre-
sentative of a bus structure in a rollover test. It is noteworthy that although this is not
the first-time concept models have been used to analyze structures in plastic regimes,
it is one of the first times for multimaterial systems: steel structures reinforced with
composite materials.

2 Methodology

2.1 Bending Collapse Experimental Setup

In order to characterize the bending collapse, three-point bending experiments are
performed on a universal testing machine, following the schemes shown in Fig. 1.

Fig. 1. (a) Three-point bending test scheme aimed to produce failure in the middle of the test
specimen. (1) force applicator, (2) fixed support cylinders, (3) test specimen. (b) Cross-section
of tube with reinforced flanges or UD reinforcements. (c) Cross-section of tube with reinforced
webs or LR reinforcements.
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The test specimens are based on tubes of S275 steel. The reinforcements are made
from carbon fiber reinforced polymer (CFRP), based on bidirectional carbon fiber weave
and epoxy resin as polymer. Hand layup is used to prepare CFRP plates, which are then
cut to the size of the steel tubes. Both materials are then joined with an epoxy-based
structural adhesive Sikapower 1277.

Once specimens are ready, three sets of bending experiments are performed:

1. Specimens without reinforcements (steel tubes). The results of this set are used as a
baseline to evaluate the influence of the reinforcements.

2. Specimens with Up-Down reinforcements (UD), shown in Fig. 1(b), cover the flanges
of the tube.

3. Specimens with lateral or Left-Right reinforcements (LR), shown in Fig. 1(c), cover
the webs of the tube.

2.2 Concept Modeling of the Structure

The results of the bending tests are used to calibrate the theoretical models developed
by the authors [12, 13]. The output of these tests is moment – angle (M – θ ) curves,
as shown in Fig. 2. Note that during these tests, the influence of the reinforcements is
readily apparent.

Fig. 2. Example of experimental M – θ curves for a tube of 25 mm and thickness of 1.5 mm.
S25x1.5 represents a tube without reinforcements. Results based on [12].

The structure itself is modeled as beam line elements (see Fig. 3), and the zones
prone to bending collapse are modeled as non-linear springs with the M – θ curves as
their constitutive law; as this method provides accurate results [14–16].

Additionally, to simulate a rollover event, quasi-static loads are applied through a
rigid inclined plane, which represents the ground. The calculation is carried out until
contact between the residual space and the structure is detected. The residual space
is modeled as a rigid surface fixed to the ground. In this calculation, the measured or
observed quantities are the force (F) and displacement (u) of the rigid inclined surface
(see Fig. 3). Therefore, the absorbed energy (Eabs) by the structure can be calculated as
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the area under the curve F-u as shown in Eq. 1:

Eabs =
∫ umax

0
F .du (1)

To obtain a complete vision of the influence of the reinforcement and tube sizes on
the crashworthiness, ten different dimensions for the structural loop of the conceptmodel
are tested. These dimensions are defined using Latin Hypercube sampling and allow to
have a complete vision of the influence of every parameter. Furthermore, similarly to
the bending tests, three sets of simulations are performed:

1. Rollover of the concept model of a steel structure.
2. Rollover of the concept model of a steel structure with UD reinforcements.
3. Rollover of the concept model of a steel structure with LR reinforcements.

F, u

Residual space

Plastic
hinges

Fig. 3. Concept model of the bus structure. The springs are defined with a non-linear curve
obtained from the bending collapse theoretical models.

3 Results

Three-point bending tests reveal important details about the failure modes, some exem-
plified in Fig. 4. As expected, steel shapes concentrate the plastic deformations in the
“bulges”. Reinforced shapes also show damaged composites due to delamination in the
zones near the “bulge”, with the rest of the composite seemingly showing no damage.
Since damage is only restricted to the collapse zone (see Fig. 4), then the reinforce-
ments only need to be applied in the critical zones, and thus significant savings in CFRP
manufacturing can be achieved when applied to a large structure.

Furthermore, the bus structure simulations show that most of the tested sizes benefit
from the composite reinforcements, regardless of the variant, as shown in Table 1. Addi-
tionally, the UD reinforcements can provide in general a better enhancement in crash-
worthiness than the LR reinforcements, which can be explained by the larger increase
in the moment of inertia of the cross section. On the other hand, by comparing shapes of
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a) b)

Fig. 4. Plastic deformation produced by bending collapse on a tube with LR reinforcements.
Failure and delamination of the composite is restricted to the collapse zone. The CFRP does not
suffer dam-age outside the collapse zone.

similar thickness, it can be inferred that the addition of any type of localized reinforce-
ment can have a similar effect than increasing the thickness of the steel base shape. By
increasing the thickness of a shape, the whole structure grows in weight, since shapes are
produced with a constant thickness. However, if the CFRP reinforcements are applied
only to the critical zone, the crashworthiness is enhanced without a significant increment
in weight.

Table 1. Results of the rollover calculations of structures with base tubes of different sizes and
different reinforcements. The percentages are taken using the steel structure as reference.

ID Height b
[mm]

Width a [mm] Thickness t
[mm]

UD reinforc LR reinforc

Fmax
%

Eabs
%

Fmax
%

Eabs
%

1 62.5 32.5 2.6 +18.9 +2.8 +18.7 +2.4

2 52.5 72.5 1.6 +60.5 +64.5 +27.2 +34.0

3 32.5 77.5 3.9 +8.7 +0.0 +8.5 −0.4

4 77.5 57.5 3.8 +18.7 +1.7 +18.7 +1.2

5 57.5 62.5 3.1 +36.6 +16.6 +28.9 +14.6

6 37.5 37.5 3.4 +6.5 −2.7 +6.3 −3.4

7 47.5 42.5 2.9 +19.4 +6.1 +19.2 +5.6

8 42.5 52.5 2.1 +39.1 +24.0 +29.5 +20.9

9 67.5 47.5 2.4 +38.9 +21.0 +28.4 +18.0

10 72.5 67.5 1.9 +45.5 +55.2 +27.5 +32.3
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4 Conclusions

This study explores the impact of adding composite material reinforcements, specif-
ically CFRP, on the rollover resistance of a bus. The results show that partial local
reinforcements, located in the areas prone to bending collapse, have a positive effect on
the structure’s rollover resistance (up to 64% increase) and increase the absorbed energy
(up to 60% increase) in the event of an accident, without significant weight penalties (up
to 15% increase). The use of recycled composite materials is also a possibility, which
extends the composite’s lifespan and makes it an environmentally friendly alternative
[17, 18]. However, covering an entire metal structure with composite material can be
costly, so incorporating composite materials only in areas that are prone to localized fail-
ure is a more cost-effective solution. This method is not only applicable to new designs
but also existing structures that need repair or reinforcement to comply with current and
newer regulations and standards.
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Abstract. The evaluation of a cold assembled engine gasket provides data to
analyze if a new design complies with requirements. The main cause of damage
is the working temperature. High temperatures are due to refrigerant leakage.
In addition to sealing the cylinder, the head gasket seals water and oil passages
between the head and the block, preventing engine failure. Different gaskets will
fail at different temperature ranges and this is relevant for the structural analysis
of the engine. The durability of the gasket and its ability to seal the engine in all
condition makes the design a challenge. The non-uniform thermal expansion of
themotormakes difficult to design a uniform bead height in the gasket. Thismakes
necessary to include a temperature map in all 3D analyses. This work shows the
thermal analysis of an engine head gasket with prestressing of the assembly bolts,
the results guarantee an efficient sealing and optimal operation.

Keywords: Sealing · gasket · numerical · evaluation · contact · stresses

1 Introduction

The main cause of head gasket failure is extreme engine temperature. High engine tem-
peratures are often caused by a refrigerant leak. Different gaskets will fail at different
stages and temperatures. Temperature changes are relevant when a metal has a high
thermal expansion rate [1]. Analytical calculations are difficult and experimental evalu-
ation are expensive. Nowadays, numerical analyses are a reasonable solution. Figure 1
shows the temperature distributions predicted by FEA [2]. It shows a highest tempera-
ture of 280 ºC, located by the flame cover of the cylinder head. The max. Temperature
experienced by the gasket is approximately 200 ºC. These resulting temperatures, in the
form of nodal temperatures, form the important heat load for structural analysis of the
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engine assembly. Therefore, in all 3D analysis, we must include a temperature map and
simulate the various operating conditions of the engine [2]. Temperatures vary a lot in
a very small space. The fuel mixture when ignited can reach between 700 ºC to 900 ºC.
The hottest point of the engine is the exhaust manifold, just beyond the cylinder head
cooling, where it can reach 500 ºC to 700 ºC.

Fig. 1. Temperature distribution on engine cover.

This work investigates engine gasket sealing efficiency and cylinder head stress
behavior under load conditions, using contact theory and thermal stress analysis. The
thermal simulation analysis will provide some important thermal parameters, namely
the heat transfer coefficients and the corresponding bulk temperatures. A finite ele-
ment analysis (FEA) thermal simulation with those heat transfer coefficients and global
temperatures will provide the temperature distribution of the engine assembly [2].

2 Methodology for Performing Thermal Analysis

Thermal analysis is an analytical technique most used in the field of materials science.
Where changes in material properties are examined concerning the component at ser-
vice temperature. The numerical thermal analysis procedure can be divided into four
steps: containing defining elements, material properties, discretization, and results [3].
It requires to consider the structural evaluation of the component to conduct the ther-
mal evaluation. The type of analysis is known as coupled. Discretization is relevant to
simulate composite materials with coatings (Fig. 2).

Fig. 2. MLS Gasket Composite Material

Regarding the definition of material data, it is necessary to evaluate them carefully,
since one of the objectives of the analysis is to verify the existence of regions where there
are losses of stiffness, caused by the phenomenon of plasticity. The effect of temperature
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can be significant, because thematerial can suffer a great loss of stiffness and consequent
reduction in the ability to follow the movements of the flange. This is the result of stored
energy being lost with temperature stress relaxation (Tables 1 and 2).

Table 1. Materials stress-strain data.

No. NBR75 CRS ¼ hard

Strain (mm × 10–1) Stress (MPa) Plastic strain (in × 10–1) Stress (psi)

1 0.001171 0.034477 0 50555

2 0.003122 0.070269 0.0004 60198

3 0.013077 0.29914 0.0043 95189

4 0.022055 0.49617 0.0093 99215

Table 2. Basic elastic properties for the gasket components

Gasket layer Material Thickness (mm) Young´s modulus

Top NBR75 0.0254 5.8 MPa

Middle CRS ¼ Hard 0.2032 190 GPa

Bottom NBR75 0.0254 5.8 MPa

The engine head gaskets modeling is complex due to the nonlinear response of the
materials. Material responses can lead to significant errors in the results [8]. This paper
provides an overview of the construction and assembly process to create a head gasket
model, describes the nonlinear nature of the materials used and presents the results.

Engine sealing components must be designed to provide adequate tightness to avoid
leakage [9]. But they must not induce stresses on engine components that could impair
engine performance and/or function. Engine sealing components must also be designed
to operate formanymillions of cycleswithout failure. The thermal problem can be classi-
fied as steady-state or transient, linear or nonlinear. Transient analysis is characterized by
the evolution of the solution over time and, in addition to the exchange of energy with the
environment, involves thermal energy storage. Steady-state analysis refers to the state-
point solution to fixed-boundary condition problems [9]. Nonlinearities go into both
stationary and transient solutions across several areas. The most common nonlinearity
is associated with temperature-dependent material properties (Figs. 3 and 4).

With the generation of the gasket model, a preliminary thermal analysis is carried
out to estimate the heat flow and identify the critical zones. With these data, a nonlinear
static analysis is executed to evaluate the distribution of loads. The boundary conditions
applied to themotor head gasket sealing system include the displacement limit condition,
the contact limit condition and the load limit condition [5]. For the contact boundary
condition, it is assumed that the contact surfaces between the cylinder head, the bolts
and the gasket are not completely flat. The cylinder head gasket suffers an elasto-plastic



178 F. O. Soto-Barrón et al.

Fig. 3. Temperature distribution. Fig. 4. Total heat flux.

deformation process until the full contact force is supported. The size of the region of the
plastically deformed gasket is directly proportional to the contact pressure and inversely
proportional to the hardness of the material [5]. To avoid insufficient gasket sealing,
bolts are pre-stressed into the range of 28–80 kN [10]. The initial effects that occur into
the gasket depends directly on the tightening of the screws to close the motor, which
is responsible to achieve the perfect seal of the system. A force of 80 kN was applied
for the screws tightening in the monoblock assembly. The total force exercised in the
engine and gasket system is 800 kN. The behavior of the combustion process depends on
maximum pressure, temperature, gasket andmonoblockmaterials (bolts, force, location,
etc.) and sealing. The model presents difficulties for the analysis convergence process.
The analysis is restricted to the number of significant digits, which directly interferes
with the analysis result, once the cutoff errors accumulate, they create difficulties in
reaching equilibrium and solving the problem. Complexity is due to non-linearities [11,
12] and care must be taken with discretization.

To execute the thermal analysis of the gasket, the maximum temperature is be 200 °C
in the area of cylinders (Fig. 5a). In the part of the water and oil passages, a temperature
of 90 °C is taken (Fig. 5b). Figure 6 and Fig. 7 show the result of the distribution of
temperatures acting on the gasket. The highest point of heat is the cylinder area, as the
water and oil passages influence the temperature, they should maintain the gasket at a
controlled temperature, so it does not suffer deterioration due to temperature changes.

Fig. 5. a. Introduction of temperature. b. Introduction of temperature for water and oil passages

3 Solution and Results of Static Analysis with Thermal Loads

The objective of the globalmodel is to observe the general performance of the component
identified by the distribution of loads and stresses, temperatures, and contact pressures.
Therefore, it is possible to identify the critical areas from the point of view of sealing.
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For this case, the temperature characteristics are imported into the static analysis (Fig. 8
and 9). In other words, the ones with the smallest applied load to provide the seal, as
well as the areas subjected to the most rigorous conditions where the phenomenon of
plasticity can be witnessed (deeply undesirable). Subsequently, the creation of a detailed
model can be carried out based on this information.

Inherent in the uncertain contact problem, which determines the existence of a vari-
able charge vector. Another detail concerns the geometry approach. The use of contact
elements determines the choice of linear elements, to avoid errors related to the applica-
tion of load in the intermediate nodes of the element edges. Since the elements have an
isoparametric formulation, the geometry is defined by linear interpolation functions. As
an unavoidable consequence, there are sharp corners joining elements, in the definition
of curvilinear surfaces.

Fig. 6. Upper gasket temperatures Fig. 7. Lower gasket temperatures

Fig. 8. Maximum principal stress in cylinder
zone, refrigerant and lubrication passages in
lower and upper seal

Fig. 9. von Mises stress at lower and upper
gasket

4 Conclusions

The results consider the effect of temperature, acting load and contact. This kind of
numerical evaluation shows the importance on the engine head gasket sealing reliability
and proves its importance and efficiency on the finding results. Also, has the advantage in
time saving and cost reduction. Concluding that heat dissipation flows from the highest
to the lowest temperature zones. The results show the maximum main stresses to which
the engine gasket is subjected, already with the action of temperature. They also show
an increase in the area of water and oil passages. This is due to the actions of the thermal
loads in the actuation of the system, improving the sealing of the joint. Results illustrate
the importance of the local distribution of the ribbed means. Also, a continuous sealing
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area is formed where all stresses are similar around the coolant holes and the lubrication
holes that according to the material specifications meets the initial requirements of the
customer. While von Mises stresses shows that a ductile material begins to yield at a
location when the stress is equal to the elastic limit, it would indicate if the material
could fail in this zone. When a head gasket is installed between the cylinder head and
the engine block, tightening the head bolts slightly compresses the gasket, allowing the
soft material in the gasket to conform to minor surface irregularities of the platform and
the block. This allows the gasket to seal cold, so refrigerant doesn’t leak out until the
engine is started. There is a decrease in height in ribbed areas and near the combustion
chamber. Aswell as, in areas of the passage of water and oil. This indicates that due to the
pressure of the screws when mounting them to the engine, they generate a reaction force
that creates the seal through the ribs. The gasket assembled with the two layers shows
that the displacements suffered are minimal and do not affect the function of the engine
gasket. According to the results obtained this kind of gasket would present no problem
for operation, since the stress limits of the materials used are not exceeded. Meanwhile,
the contact forces are the most basic and important index on the sealing reliability of
the engine head gasket. The general distribution of stresses in the contacts in the system
were estimated. The full stresses of the ribs in the cylinder bores are greater than half
the stresses of the beads in the cooling bores and oil bores. It is also observed that in
the cylinder area there is a stress of approximately 50 MPa, enough to meet the factory
requirement on sealing pressure. The pressures in the cylinder area must be more than
20 MPa according to the customer’s requirements. By producing a proper sealing, the
engine efficiency and performance could be increase.
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Abstract. This paper presents a novelmethod for estimating pollutants emitted by
vehicles powered by internal combustion engines in real driving, without the need
for extensive measurement campaigns or the use of instrumentation in the vehicle
for long periods of time; for which it is based on the positioning and speed signals
generated by the GPS (Global Positioning System) and the machine learning
application. To obtain the training data and validation of the model, two road tests
are carried out using the Euro 6 directives for the estimation of pollutants through
RDE (Real Driving Emissions), in which a portable emissionmeasurement system
is used, and a recorder that stores data from OBD (On Board Diagnostics) and
GPS. Based on the data obtained in the first route, the vehicle’s performance is
determined and, through automatic learning, the model that estimates polluting
emissions is generated, which is validated with the data from the second route.
When comparing the results generated by the model against those measured in the
RDE, relative errors (%) of 0.0976, −0.2187, 0.2249 and −0.1379 are obtained
in the emission factors of CO2, CO, HC and NOx respectively. Finally, the model
is fed with data obtained in 1218 km of random driving, obtaining similar results
to models based on OBD and closer to the real driving conditions generated by
models such as the IVE (International Vehicle Emissions).

Keywords: low cost model · pollutant estimation · machine learning ·
GPS-based emissions

1 Introduction

Vehicles powered by internal combustion engines are one of the main causes of pollution
in urban areas [1], and they are the subject of study in order to determine the amount of
pollutants they emit [2, 3]. Current regulations stipulate that pollutant emissions must
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be measured during real driving [4], since these are substantially higher than those
obtained in laboratory tests [5], because they consider factors such as traffic, route
selection and the type of driving conditions that directly influence consumption and the
emissions generated [6]. Ortenzi and Castermans et al. determine that parameters such as
excessive acceleration and deceleration, wrong selected gear and high engine and vehicle
speed, increase the emission of pollutants [7, 8], but to determine their real influence,
extensive campaigns are needed. Measurement with widely instrumented vehicles [9].
[10] determines that polluting emissions depend on factors specific to the vehicle such
as the model, weight, type of fuel, technological level and route, and operational factors
such as speed, acceleration, gear selection, road gradient and ambient temperature, so
all emission models must consider these factors.

This article presents a novel method to estimate polluting emissions using vehicle
driving variables such as speed and gradient as input data, obtained by GPS through the
application of techniques such as Kmeans, classification trees and neural networks. In
order to create a model for estimating pollutant emissions, a Real Driving Emissions
(RDE) test was carried out on a route in which emissions data as well as OBD and
GPS data were obtained, with these data an ANN (Artificial Neural Network) that was
validated with the data obtained in a second RDE test, confirming the validity of the
emissions estimator. This estimator was applied to a data set of 1.218 km of actual
driving. The results obtained were compared with those obtained in the IVE model and
OBD test, showing similar results.

2 Materials and Methods

2.1 Proposed Methodology

Polluting emissions must be measured in real driving conditions [4], with this, different
factors such as driving style, type of fuel, geographical location and environmental
conditions in which the vehicle circulates are considered within the results [11], which
are currently not considered in the models used by the Mobility Company of the city of
Cuenca (EMOV-EP). For the estimation of pollutants based on GPS data and machine
learning, the following steps are proposed: a) Collection of GPS data and pollutant
emissions in real driving conditions on two routes based on [4], b) Train the model based
on machine learning with the data from route 1, c) Validation of the model obtained with
the data fromRoute 2, d) Application of the model generated to the data set of 1218.9 km
and e) Processing and presentation of results.

2.2 Data Collection in Real Driving Conditions

For data collection, the vehicle used is a 2018 model Kia Sportage, according to [12] it
is the best-selling vehicle in Ecuador in the SUV segment. It has a 2.0L DOHC engine,
6-speed manual transmission and at the time of the experimentation it had 18.720 km
of travel and all the maintenance operations recommended by the manufacturer. The
portable emission measurement system (PEMS) used is the Brain Bee AGS-688 gas
analyzer that works using the non-dispersive infrared absorption method (NDIR) for
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the measurement of CO2 [%], CO [%] and HC [ppm] and electrochemical cell for
the measurement of O2 [%] and NOX [ppm]. The equipment is powered by a battery
independent from the test vehicle as established in [4]. Fuel consumption is measured
using the AIC Fuel Flow Master 5004. The GPS used is the one incorporated into the
Freematics ONE+ data logger, which stores latitude (Lat), longitude (Long), height (Alt)
and speed (VGPSo) data of the vehicle on an SD card in CSV format. In addition to the
GPS data, the equipment stores driving data from OBD such as engine speed (RPM),
intake manifold pressure (MAP), and vehicle speed (VOBD).

2.3 Test Routes

Two routes, in the city of Cuenca-Ecuador, were selected for data collection. They
have urban, rural and highway segments: the Historic Center, the Panamericana Norte
motorway and the Cuenca Azogues motorway respectively. Following the provisions of
[4] to determine the emissions in real driving conditions (RDE). Both tests were done
under the same conditions, without the presence of rain or strong winds, at an average
ambient temperature of 14 °C, with a hot engine and a total mass of m = 1719.5 kg,
corresponding to the vehicle with full fuel tank, the instrumentation and two passengers.

2.4 Estimation of Pollutants

The emissions generated in real driving conditions on the 2 established routes are mea-
sured by the gas analyzer in volumetric concentration, and it is necessary to convert
them to mass concentration using the procedure described in [4]. Emission factors Fj,k
of each pollutant (g/km) in section k of the RDE is determined, where mj,k is the mass
of the contaminant j and s is the distance traveled in section k of the RDE, k assumes
the values of u, r, a for the urban, rural and motorway sections respectively. The results
obtained in route 1 are shown in Table 1.

Table 1. Emission Factors

F[g/km] Urban Rural Motorway

CO2 82.574 79.410 45.598

CO 2.8442 6.6942 6.6363

HC 0.0314 0.0427 0.0736

NOx 0.6597 0.8088 0.6821

As shown in [13] the most influential variables in the generation of polluting emis-
sions are CO2: [G, RPM, TPS, MAP], CO: [TPS, MAP, VOBD, RPM], HC: [TPS, MAP,
VOBD, G] and NOX: [MAP, RPM, GEAR, VOBD], respectively. These predictors are
obtained directly through OBD, so they cannot be used to train the GPS-based model.
The gear used by the driver cannot be determined directly by VGPS since, the selected
gears do not depend on the driving speed. For this purpose, relationships should be
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sought between the data provided by the GPS and the performance of the engine. Vehi-
cle speed is related to engine speed by the gear ratios of each of the vehicle’s 6 gears. In
order to obtain a label for training a classification tree that estimates the gear used by the
driver, the data obtained in route 1 is used, to which the Kmeans algorithm is applied,
specifically to the vector: Ri = VSSi

RPM i. Which generates a label for each of the 7 groups
obtained from their centroids, the groups generated correspond to each of the 6 gears
of the vehicle and to the neutral position. The RTG value is obtained by estimating the
median of Ri for each gear. For the analysis vehicle, the 5th gear (G = 5) is direct, so
the transmission ratio R5 = 1, from this the transmission ratio of the differential crown
group RC is determined by RC = 3.6πRN

30R5
, where RN = 0.3607 m which corresponds to

the value of the effective radius of the tire. The rotating mass factor is determined and
the efficiency of each gear is determined by (1) and (2) respectively.

γG = 1.04+ 0.0025RG
2 (1)

ηG = 0.8RG

RG − 0.1
Gmax

(2)

The torque values obtained in the dynamometric bench at different throttle openings
with which Eq. (3) determines the acceleration value of the vehicle, where T is the torque
delivered by the engine as a function of the gear chosen by the driver. The tractive force
of the vehicle FT is related to the longitudinal acceleration ax, the braking force, the
rolling and aerodynamic resistance, and the resistance to slopes, see Eq. 3.

m
TηGRG

mγGRN
= FT − mg

(
f + f0VGPS i

2.5
)
+ 1

2
ρCXAf VGPS i

2 − mg
(
f + f0VGPS i

2.5
)

(3)

The rolling and aerodynamic resistance are obtained by (3), in which the coefficients
of static and dynamic adhesion are f = 0.015 and f0 = 0.01 respectively, the density
of air ρ = 0.89, drag coefficient CX = 0.33, and the frontal area of the vehicle Af =
3.015m2. The tractive force of the vehicle is expressed in (3), and can be determined
with the data coming from the GPS. The braking force is applied when FT is null, that
is to say, the accelerator and the brake cannot be activated at the same time. Traction
force depends on engine performance, which involves throttle opening, intake manifold
pressure, and the gear selected by the driver, thus obtaining a predictor element that,
like longitudinal acceleration and gear label selected are used to train a classification
tree that determines the gear used by the driver. The vector taken in route 1 for training
is Ini = [FTi, axi, VGPSi]. The classification tree obtained has 7, the highest rate of hits
occurs in neutral (99.5%), 1st (89.3%), 2nd (82.5%) and 3rd gears (83.6%), while in
4th (61.5%), 5th (45.3%) and 6th (71.9%). The efficiency of the given model decreases,
because the performance of the vehicle under these conditions is very similar. The values
obtained can be seen in Fig. 2, which when compared with the data obtained by OBD
show significant differences in gear changes. During the gear change, the driver does not
apply the accelerator, so the engine speed drops to the idle value of 663 RPM determined
by the mode of the dead time in route 1, as shown in Fig. 1.
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With the data obtained from Ii and the label of each march, 4 neural networks are
trained to estimate pollutant emissions. Each network has 3 neurons in the input layer,
10 in the hidden layer, and one at the output. The R2 determination indices obtained are
0.935, 0.923, 0.914 and 0.943 for CO2, CO, HC and NOx emissions respectively. The
data obtained in 1218 km of random route in the urban, rural and highway areas of the
city of Cuenca are applied in the generated model. In Fig. 2 it can be seen that the 1st,
2nd and 3rd gears are used at low average speeds, on short journeys that occur mostly in
urban areas and very rarely in rural areas and highways, and that at higher speeds CO2,
CO and NOX emissions decrease.

Fig. 1. Model Results

Fig. 2. Emission Factors

The error obtained in calculating the average driving speed in each gear is due to
the model that determines the gear selected by the driver. The average emission factors
for each model are shown in Table 2, the values estimated by IVE are higher than the
other models analyzed, the main difference is the CO2 emission factor that is strongly
influenced by the low speeds of circulation in urban zone.
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Table 2. Emission Factors

F[g/km] IVE RDE MGPS

CO2 208.97 70.23 110.93

CO 11.83 5.33 6.95

NOX 0.661 0.7199 0.69

HC 0.1477 0.0485 0.041

3 Conclusions

This work proposes a method for the estimation of pollutant emissions based on data
from GPS applying Machine Learning. For it, initially a highly effective classifier was
obtained for the evaluation of the gear selected by the driver, basedon theObtaining labels
through Kmeans and the subsequent training of a classifying tree, the errors generated
occur in the small moments that the transition between gears lasts. The calculation of
pollutant emissions was given from the determination of the importance of the predictors
in the data obtained in two routes of the RDE test, to later train 4 ANNs that obtained
high R2 determination indices that validate the applied method. The model obtained is
more robust to different traffic conditions and presents better results in circulation at
low average speeds than the IVE and RDE models, so it is recommended to be used for
calculating emission factors and estimating emission inventories vehicular.
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Abstract. The present work focuses on the prediction of pollutant emissions in
gas turbine engines by means of a reactor network considering chemical kinetics.
The network was developed based on the CFM56 -7B27/B1F aviation engine,
calibrated with the pollutant emission data (EINOx, EICO and EIHC) provided
by ICAO at maximum power and compared to other operating conditions. A
study of local species formation in every reactor was carried out to analyze the
differences and similarities between the model and experimental data.

Keywords: Chemical kinetics · reactor network · pollutant emissions · gas
turbine · combustion

1 Introduction

Accurate predictions of combustion and pollutant emissions are necessary to improve
new engine gas turbine designs or to make prospective analysis of how a particular
engine parameter may engine performance. Pollutants are strongly coupled to chemical
kinetic effects, and therefore demand a high number of species and reactions to be
quantified, which may result in too high computational efforts for typical Computational
Fluid Dynamics (CFD) calculations. Reactor networks offer an optimum approach with
a good accuracy in terms of pollutant predictions but at a much lower computational
demand [1–5]. The present paper reports a modelling effort aimed at the development of
a reactor networkwith Cantera [6], an open-source software tool, to enable predictions of
the engine emissions indexes. This introduction is followed by a methodology section,
where the main ideas around the network construction are described. After that, the
main results for two engine operating conditions are presented and main conclusions are
derived.
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2 Methodology

The modelling workflow starts from the aeroengine geometrical and thermodynamic
data, from which a zero- and one-dimensional (0D/1D) network is built. For every
reactor, inlet temperature, pressure and composition must be defined, as well as the
reactor volume for 0D reactors, or reaction area and length for 1D reactors. Both types are
considered as ideal gas, constant pressure systems, with 0D being modelled as Perfectly
Stirred Reactors (PSR) and 1D modelled as Plug Flow Reactors (PFR). Evolution of
species is quantified by means of the corresponding balance equations, which include
chemical kinetic terms. In the present case, Luche [7] chemicalmechanism has been used
to model the reaction rates, and the surrogate fuel is a mixture of decane, propyl-bencene
and cyclo-hexane.

PSR and PFR reactors are the modules upon which the reactor network is built
to emulate the combustion chamber of the aeroengine. Figure 1 shows a schematic of
an annular combustion chamber of a conventional gas turbine engine, upon which the
corresponding zones, which will be later considered as reactors, are superimposed. The
center part of the chamber volume, which will be referred to as the chamber core, is
mainly divided into three parts, namely Primary Zone (PZ), Intermediate Zone (IZ) and
Dilution Zone (DZ), with corresponding rich, lean and very lean equivalence ratio φ

values. To improve the description of the combustion phenomena, two additional zones
are defined. The first one, still at the core, is the Flame Front (FF), with a similar cross-
section to that of PZ and a close-to-stoichiometric equivalence ratio. The second one
is the Wall Zone, with an important length and small cross-section, which is located
around the core and mainly transports air. The latter zone is divided into two parts (WZ
and WZ2) to better model the interaction between wall and core flows.

Fig. 1. Combustion chamber schematic for a generic aviation engine (a) and reactor network
schematic for CFM56 7B27/B1F aeroengine (b).

Figure 1 shows the layout of the developed reactor network. Reactors where equiv-
alence ratio is lean have been modelled as PFR, to better capture CO evolution. Zones
where equivalence ratio is rich and stoichiometric, whereNOx are formed due to the high
temperatures, are modelled by means of PSR reactors. The air addition into the burner,
which occurs by means of the side orifices, is emulated in the reactor network by means
of air flow additions to every reactor, which control the corresponding equivalence ratio
value.
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Themodel has been developed for the CFM56 7B27/B1F engine similarly to [8]. The
present study focuses on engine operating conditions from the ICAO database [9], for
which corresponding combustion chamber inlet conditions are summarized in Table 1.
Fuel temperature has been assumed to be constant and equal to 400 K, while PZ is fed
with a stream resulting from the adiabatic mixing of both fresh air and fuel. Geometrical
data of each reactor has been summarized in Table 2, where the area of the core and wall
reactors are shown to correspond to 80 and 20% of the total area, respectively. Lengths
and areas for every zone are derived from the burner geometry except for the length of
FF, which has been considered as a calibration parameter.

Table 1. CFM56 7B27/B1F engine operating conditions.

Operating parameter Take-off Climb Approach Iddle

ṁair[kg/s] 44.52 39.1 20.87 12.12

ṁfuel [kg/s] 1.28 1.04 0.349 0.119

P[MPa] 2.9 2.48 1.13 0.559

T [K] 800 764 613 505

φglob[−] 0.42 0.39 0.245 0.144

Table 2. Reactor Network geometrical data.

PZ FF IZ WZ WZ2 DZ

L [m] 0.05137 See Table 3 0.0597 0.0597 0.0648 0.0648

A [m2] 0.1816 0.1816 0.2160 0.0580 0.0580 0.2880

Table 3. Reactor Network calibration results.

FA,PZ FA,FF FA,IZ FA,WZ FA,DZ FA,WZ2 RELṁ,PZFF RELṁ,PZIZ LFF [m]
0.20 0.21 0.29 0.01 0.29 0.00 0.99 0.80 0.00173

3 Results

The developed network is calibrated by optimizing some of the model parameters so that
emission indices match the corresponding ICAO LTO test values at take-off conditions.
These parameters are the fraction of air flowing into each of the reactor zones FA,i, the
relative flow split RELṁ,PZFF at the exit of PZ between the core and wall, and the relative
flow split RELṁ,WZIZ at the exit of WZ1 between DZ and WZ2, and the length of the
flamefront zone LFF . Optimized results are reported in Table 3.
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A local analysis of the reactor state is shown in Fig. 2 for two operating conditions,
namely take-off and idle, where pollutant predictions aremost and least accurate, respec-
tively. Agreement for climb and approach (not shown for the sake of brevity) are similar
to take-off. For both cases plot lines mimic the two paths followed by the flow along the
combustion chamber, i.e. the CORE path including the main flow reactors PZ, FZ, IZ
and DZ, and the WALL path including PZ, WZ, WZ2 and DZ. Results in Fig. 2 show
that for take-off condition the equivalence ratio distribution is in agreement with the
initial definition of the reactors, i.e. PZ corresponds to a rich equivalence ratio followed
by a close-to-stoichiometric equivalence ratio at the FF, where the main reaction zone is
located, and further downstream lean values for the remaining reactors are found. Cor-
responding reactor temperatures show that peak values are reached for stoichiometric
conditions, i.e. at FF. For idle conditions, the larger air quantity reduces the global equiv-
alence ratio, as well as those of the local reactors, even for PZ and FF. This behaviour
brings down temperatures and has a major influence on pollutant formation, as will be
discussed below. On the other hand, residence time values are lower for idle than for
take-off conditions, due to the lower mass flow through the burner. Maximum residence
times are found for WZ, due to the very small mass flow compared to the reactor size
(only 1% of the total mass flow follows the wall path according to the calibration results
in Table 3).

The previous combustion description has a direct influence on pollutant formation
along the reactor network, which is analysed in Fig. 3 for both take-off and idle in
terms of mass fraction of unburnt hydrocarbons (UHC), carbon monoxide (CO) and
nitrogen oxides (NOx). DZ values are compared to the experimental values from ICAO
[9]. Model predictions are in good agreement for take-off, as well as for climb and
approach (not reported), while discrepancies are quite evident at idle. Results show that,
for take-off condition, bothUHCandCOappear in the first two reactors PZ, FF,with rich-
stoichoimetric equivalence ratio values, and then disappear (note the very low numerical
values) because oxidation is completed due to the high enough combustion temperatures
and long enough residence times. As for the wall path, both species drop abruptly at
WZ due to the combination of a lean equivalence ratio and long residence time, which
makes it possible to reach an essentially zero value, preventing from the formation of
these species at WZ2. Note that for take-off condition, with the engine at maximum
power, numerical values agree with the reported experimental ones, i.e. essentially zero
UHC,CO emissions. As for NOx, Fig. 3 shows that they are mainly formed at FF, with
local equivalence ratio closest to stoichiometric values and peak reactor temperatures.
This result highlights the governing role of the thermal mechanism in NOx pollutant
production. Further downstream along the core path, NOx drops due to the addition of
fresh air, which has both a dilution and cooling effect. The concurrent contribution of
low equivalence ratio and combustion temperatures justifies the null contribution of wall
reactors to NOx formation. Model predictions are pretty accurate in all three pollutant
species.

For the idle operating condition UHC and CO have a similar evolution to that of
take-off, with higher values at the PZ and FF that a later drop along the core path
towards the final DZ value. Wall path also produces virtually no UHC and very low
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CO amounts. Prediction of both pollutants at DZ is higher for idle than for the take-
off condition, in agreement with ICAO cycles, but experimental values at idle are not
accurately reproduced by the model. At idle, all the reactors are operated under lean
conditions, which results in lower UHC and CO formation, but also lower combustion
temperatures occur. This prevents from a complete oxidation, especially when compared
to take-off. Therefore, resulting values for both UHC and CO at the last reactor are
higher than for take-off condition, where the balance between formation and oxidation
is governed by the second process due to the high temperatures. Finally, NOx production
at idle shows a very different behaviour compared to take-off. Production occurs at
PZ, which corresponds to the closest to stoichiometric reactor and peak temperatures.
Reduction process, however, freezes due to the lower combustion temperatures, and
burner outlet values are slightly higher if compared to experiments.

Fig. 2. Local equivalence ratio, residence time and temperature for each of the reactors at two
operating conditions, take-off (a, b, c) and idle (d, e, f).

Fig. 3. Pollutant mass fraction (UHC, CO and NOx) for each of the reactors at two operating
conditions, take-off (a, b, c) and idle (d, e, f). Experimental values from ICAO LTO cycle are
shown on top of the DZ modelling results.
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4 Conclusions

A reactor network model has been developed for a gas turbine engine to predict pollutant
emissions with chemical kinetic approach. The model creates a number of zones with
different equivalence ratios corresponding to the burner primary zone, flamefront, inter-
mediate, dilution andwall zones. It has been calibrated for theCFM56 7B27/B1F engine.
Predictions of mission indices match experiments from ICAO LTO cycle for UHC, CO
and NOx, over the whole power range. Divergences are evident only for idle conditions,
where the model underpredicts both UHC and CO, while NOx is overpredicted. This
behaviour hints at an excess of energy conversion to final products by the model, which
does not occur in the actual engine operation, most probably due to the highly simplified
approach. Discrepancies could also be due to the chemistry simplification or even the
surrogate fuel formulation, which may be limiting for conditions where combustion rate
diminishes due to the lower temperatures. Still, the model can be used to assess the
engine operation with good accuracy and a reduced computational cost.
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Abstract. The city of Guaratinguetá, Brazil, produces 104 tons of MSW daily,
45.3% of which is its organic fraction, and the rest is divided between recyclable
material and waste without use. This study proposes the calculation of the bio-
gas production potential from the anaerobic digestion of the Organic Fraction
of Municipal Solid Waste (OFMSW). This fraction is mainly composed of food
residues, such as fruits and vegetables, as well as paper and cardboard, among
others, being a compound able to be processed in a biodigester. A production
potential of 3,1 Nm3 of biogas per day, or 3,6 kg/day, was calculated. An elec-
tricity generation potential of 6.3 MWh/day was calculated. Considering the use
of all this electrical potential in a water electrolysis process, a production poten-
tial of 107 kg/day of electrolytic hydrogen was calculated. An economic analysis
of electricity generation is carried out, resulting in a cost of electricity between
34.7 and 41.2 USD/MWh, depending on the interest rate applied. The payback
of the investment in electricity generation was calculated between 3 and 4 years,
considering the local electricity tariff of 74 USD/MWh.

Keywords: municipal solid waste · food wastes · biogas · power generation ·
hydrogen

1 Introduction

In 2018 in Brazil, about 40% ofMSW collected in 2018 was disposed of inappropriately
in open air dumpsites, with 53% of municipalities disposing of their MSW in open air
dumpsites or controlled landfills, while 46.1% disposed of it in sanitary landfills [1].

Anaerobic Digestion (AD) of organicmaterial in dedicated anaerobic reactors results
in the production of biogas, with a high concentration of methane, which can be used
as a fuel in the generation of electricity, mechanical work or heat. Thus, this process is
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an attractive way to treat organic waste, since it allows the energy use of its biomass
contained and therefore a renewable energy resource.

The present work analyzes the possibility of using all the organic waste contained
in the MSW generated in the city of Guaratinguetá, Brazil, aiming at the production of
biogas through anaerobic digestion. In this city 104 tons of MSW are produced daily.

According to data from the Brazilian Association of Public Cleaning Companies
and Special Waste (ABRELPE) [2], 45.3% of the MSW mass in Brazil is composed of
organic material, 28.6% of recyclable materials (paper, metals, glass, wood, plastics)
and 26.1% of others (cloths, rags, rubbers and other materials).

Assuming that the complete sorting of MSW generated in Guaratinguetá is done,
the organic material is separated from the others by mechanical processing, and is then
called Organic Fraction of Municipal Solid Waste (OFMSW). Household food scraps,
leftovers from pruning and open fairs, and horticultural discards are the main compo-
nents of OFMSW. For this specific type of waste, the results of the physical-chemical
characterization performed by [3] with samples of MSW composed of 35% fruit, 35%
other vegetables, 20% cardboard and 10% plastic are used.

The potentials for biogas production from the anaerobic digestion of OFMSW, as
well as for electricity generation through the combustion of this gas in generator sets
with Brayton cycle Gas Turbines (GT) will be calculated using the Eqs and relationships
given. The potential for hydrogen production is then calculated with the full use of this
electricity in an electrolysis process.

2 Methodology

2.1 Technical Analysis

Biogas Production. Considering the composition given by ABRELPE [2], 45.3% are
apt to compose a digestible material, here called OFMSW. It is assumed that all this
material will be processed for the typical conditions of anaerobic digestion in reactors
developed specifically for this purpose. The potential biogas production can be calcu-
lated, as shown below, with Equations adapted from [4]. Equation 1 gives the amount
of available OFMSW after sorting and treatment of MSW:

OFMSWT = MSWT−MSWLF−MSWrec (1)

where MSWT is the total colected MSW (t/day), MSWLF is the total part of MSW sent
to the landfill (t/day) andMSWrec is the total MSW sent to recycling (t/day). Equation 2
gives the amount of OFMSW available after MSW sorting and treatment:

OFMSWSV = OFMSWT × ηVS (2)

whereOFMSWSV is the total (t/day)Volatile Solids (VS) contained in the organic fraction
of the waste and ηMV is percentage of volatile matter (%VS /VT). The biogas generation
potential is given by Eq. [3]:

mBio = OFMSWSV × ηBio (3)
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where mBio (kg/dia) is the daily biogas produced, ηBio (kgbiogas/tSV) is the conversion
ratio of SV into biogas. The biogas is assumed to have a volumetric composition of 65%
CH4 and 35% CO2, as verified by [5].

ElectricityGeneration. Figure 1 shows the components of the plant to generate electric
power and biohydrogen from the biogas produced in the biodigester with the AD of
OFMSW.The desulfurization of biogas is performed in the component indicatedwith the
letter “L”, following to the combustion chamber (CC) of the gas turbine, withmechanical
shaft power PTG (kW). The generator converts this mechanical power into daily Eel

generation (MWh).

Fig. 1. Electricity generation and hydrogen production plant (elaborated by the author).

Adapting equations from [6], the energy generation is calculated with Eqs. 4 to 6:

Eel = Pel ∗ top (4)

Pel = ηge ∗ PGT (5)

PTG = ηT ,GT ∗ m′
Bio ∗ LHVBio (6)

where PTG is the mechanical shaft power of TG [kW], LHVBio Lower Heating Value of
biogas [kJ/kg], mBio the mass flow of biogas [kg/s], ηT,TG the thermal efficiency of GT
[%] and ηge conversion efficiency into electric power of the power generator [%].

Hydrogen Production. The case study for electrolytic hydrogen production considers
the electrolyzer connected to the generator output bus, consuming the electrical energy
generated by the plant. Figure 2 shows the electrolyzer (E), in which electric energy Eel

(MWh) is consumed, originating quantities of hydrogen (mH2) and oxygen (mO2) from
an input mass of water (mH2O). The electrolysis reaction is described as a stoichiometric
equation (H2O→H2 +½O2). Considering an efficiency of 57%, the hydrogen potential
can be calculated with Eq. 7 [7]:

ηele = ṁH2 .LHVH2

Pel,eletr
(7)

where mH2 is the massic flow of hydrogen from the electrolyzer (kg/s), LHVH2 is the
hydrogen Lower Heating Value (120 MJ/kg) and Pel,eletr is the electric power of the
electrolyzer (MW).
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2.2 Economic Analysis for Bioelectricity Generation

Using the methodology proposed by Silveira, Tuna and Lamas and Lamas [8] the cost
of electric power generated by a generating plant is calculated with Eq. 8:

Cel = ((
Ipl × f

)
/
(
365 × tOp × Pel

)) + CO&M (8)

where Ipl is the total investment [US$], f is the annuity factor [1/year], tOp is the daily
operating time [h/day], Pel is the electric power [kW], and CO&M is the operating cost
[US$/kWh], assumed as 3% of the investment. The annuity factor is the value of a cash
flow that produces profit in a given period, the annuity factor is given by Eqs. [7] and
[8]:

f =
(
qk × (q − 1)

)
/
(
qk − 1

)
(9)

q = 1 + r/100 (10)

where f is the annuity factor [1/year], k is the number of years [years], and r is the annual
rate of interest [%].

3 Results and Discussion

3.1 Technical Analysis

With Eq. [1] a quantity of 47.3 ton/day of OFMSW was calculated. Considering a ηSV
of 18%, an amount of 8.51 t/day of volatile matter is obtained, which can be converted
into biogas. With Eq. [3], taking a conversion rate of 367 m3/tVS, a potential of 3,125
Nm3/day of biogas is calculated.

Through Eq. [6], considering a thermodynamic efficiency of the gas turbine of 33%
(ηT,TG) and efficiency of the generator (ηge) of 95% [9], a flow of 0.0556 kg/s of biogas
over an operation time (tOp) of 18 h/day, and with the LHV of biogas calculated as
20.2 MJ/kg, a power (PTG) of 352 kW is obtained. With Eqs. [5] and [6], using a 95%
efficiency of the generator, a total of 6.34 MWh of daily electric generation potential is
obtained.

By the Eq. [8] it is possible to calculate the daily mass of hydrogen produced by
electrolysis, considering that all the electricity generated was destined to this process.
Considering the electrolyzer’s efficiency of 57% [10], was calculated a daily production
of 107 kg of hydrogen through the electrolysis of water with electricity generated.

3.2 Economic Analysis of Electricity Production

The costs of the generated electricity were calculated varying amortization periods up to
20 years. An investment cost of 720 USD/kWwas used for the TG and 375 USD/ton/day
the investment in the biodigester, in relation to its daily processing capacity. The O&M
cost of the TG corresponds to 75 USD/kW/year while for the anaerobic reactor this cost
is 38 USD/ton/day capacity. Figure 2 shows the electricity costs as a function of the
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amortization time, using rates of 4% and 8% per year, and the basic interest rate of the
Brazilian economy [11], of 13.24% .

Thus, for 5 years, a cost of 34.68 USD/MWh was reached for an interest rate of 4%,
37.41 USD/MWh for an interest rate of 8% and 41.16 USD/MWh for the SELIC rate of
13.25% y.. Compared to the current local Electric Tariff (ET) of 43.98 USD/MWh [12],
the paybacks for the 3 scenarios are between the 4th and 5th year.

4 Conclusions

Considering the daily generation of MSW in the city, it was calculated a potential pro-
duction of 3,1 Nm3/day of biogas from the AD of the OFMSW, equivalent to 3,6 ton/day
of biogas with a LHV of 20.2 MJ/kg. Considering the burning of this gas in a gas turbine
it is possible to generate 6.34 MWh/day, which means a generation of 60.96 kWh per
ton of collected MSW.

A total of 107 kg/day of hydrogen can be produced with this electrical potential. In
this way, it was possible to estimate the potential for electricity generation from the AD
of the OFMSW of a medium-sized municipality, which is of public interest, both in the
energy sphere, since it is possible to generate this energy close to the consumer center,
and also environmentally, since methane is no longer emitted into the atmosphere.

The cost of generating this electricitywas calculated as being between 34.7 and 41.26
USD/MWh. If compared to the local Electricity Tariff, the payback of the investment in
electricity generation will occur between the 4th and 5th year.

This is, therefore, a case where the issue of MSW can be addressed not only as a
sanitation or public health problem but, on the other hand, as a profitable opportunity to
generate renewable electricity, as well as the possibility of enabling the production of
an emerging energy vector with broad applications, such as hydrogen.
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Abstract. In this work, the validity of the length-to-inner diameter ratio (L/D) as
a scaling tool in extra-long two-phase thermosyphons for geothermal applications
has been experimentally studied. Two thermosyphons with different dimensions
were studied, maintaining the L/D equal to 110. The results obtained show that the
thermosyphon of smaller size and larger inner diameter operated at higher vapor
temperatures (up to 20 ◦C) and lower thermal resistances (up to 50%), showing that
the L/D ratio is not sufficient to scale thermosyphons without losing fundamental
information on the operation of these devices. A characteristic length, given by
D2/L, has been proposed, which allows reducing by 30% the differences between
the thermal resistance of both thermosyphons.

Keywords: Two-phase thermosyphon · length-to-inner diameter ratio ·
geothermic · Hot Dry Rock

1 Introduction

Geothermal energy is an energy resource which has its reserves in the depths of the
earth, where heat is extracted and used to generate electricity in various applications
[1]. The existing systems for its extraction are divided into two types: Conventional
geothermal system (Hydrothermal) and enhanced geothermal system also known as Hot
Dry Rock (HDR) [2]. The latter can be implemented in regions with lower geothermal
potential than the conventional system and not necessarily near thermal water sources
[2]. Three types of technologies can be used in HDR systems, Engineered Geothermal
System (EGS), Downhole Heat Exchanger (DHE) and Super-Long Geothermal Heat
Pipe (SLGHP) [3], this last one using heat pipe technology.

Heat pipes, or two-phase thermosyphons, are highly efficient heat transfer devices
that operate in a closed cycle of evaporation and condensation [3], making them ideal for
use in the geothermal industry. However, the main challenges are related to the difficulty
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and risk of working with thermosyphons up to 100 m without first corroborating with
laboratory-scale studies that reliably represent the main physical phenomena associated
with thermosiphon length. Several authors ([4–9]) mention the existence of an L/D
(length-to-inner diameter) ratio as a key factor in the design of these large devices.

Lin et al. [4] carried out an experimental study of extra-long two-phase ther-
mosyphons for geothermal applications. These authors concluded that one of the most
problematic operational constraints in these devices is the flooding limit for L/D ratios
greater than 1200. Seo et al. [5] and [6] developed a correlation to determine the flooding
limit from the L/D ratio in extra-long heat pipes. They also suggest the development of
further empirical studies to relate the flooding limit to the thermal performance of these
devices. Cen et al. [7] studied the performance of a two-phase thermosyphon with an
L/D ratio of about 1700. The experimental results obtained by the authors indicate that
thermosyphons with extremely large L/D ratios can operate with similar performance to
conventional thermosyphons.

Chen et al. [8] made a study on two-phase thermosyphons with high L/D ratio
(>5000), where different multiphase flow regimes and their relationship with the device
performance were observed. Based on the results, these authors showed that the Geyser
Boiling regime is most likely in high L/D ratio thermosyphons.

The research presented above mention the L/D ratio as an alternative to analyze the
performance and operational limits of super long two-phase thermosyphons. However,
there is no research in literature presenting a study keeping the L/D ratio constant as
a scaling alternative for this type of devices. In this context, the objective of this work
is to experimentally study two thermosiphons with constant L/D ratio equal to 110, to
compare the thermal performance of these devices and verify if it is possible to scale
thermosiphons using only the geometric L/D ratio, aiming geothermal applications.

2 Experimental Setup

Two copper two-phase thermosyphons (Fig. 1 a) were fabricated with different internal
diameters and lengths, keeping the L/D ratio constant at 110 [9]. The working fluid used
was deionized water with a filling factor of 100%, i.e., with a fluid volume equal to the
evaporator volume. Thermosyphon 1 has an internal diameter of D1 = 13.9 mm was
manufactured with a total length of L1 = 1532 mm and a ratio between the dimensions
of its sections, evaporator (le), adiabatic section (la) and condenser (lc) of le:la:lc= 1:3:1
[9]. Thermosyphon 2 was manufactured with an internal diameter of D2 = 10.8 mm,
an overall length of L2 = 1191 mm and a ratio of le:la:lc = 1:1.13:1. The differences
between the section sizes of the thermosyphons (evaporator, adiabatic and condenser)
were chosen in order to keep the heat transfer areas equal in both devices.

Figure 1 b, shows the experimental bench used in this work, consisting of: two-phase
thermosyphon (1); heat supply system formed by a wire electrical resistance (2) of 28
� and 24.5 � for Thermosyphons 1 and 2 respectively, connected to a power supply (3)
of the ISO-TECH brand, model IPS303DD; data acquisition system (4) of the Agilent
brand, model 34970a; a cooling system consisting of a copper coil heat exchanger (5)
with an external diameter of 6 mm, a total effective length of 500 mm and a pitch of
35 and 28 mm for Thermosyphons 1 and 2 respectively; a hydraulic bench (6) pumping
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water to the heat exchanger, instrumented by a rotameter (7) with a measuring range of
4 to 18 g/s and a maximum error of ±0.2 g/s.

Fig. 1. a) Geometrical relationship of two-phase thermosyphons b) Simplified scheme of the
experimental bench

The thermosyphons were instrumented with 8 K type thermocouples, with a maxi-
mum error of±c, distributed as follows 3 in the evaporator, 2 in the adiabatic section and
3 in the condenser. In addition, two K-type thermocouples were connected at the inlet
and outlet of the heat exchanger to monitor the temperature of the refrigerant throughout
the operation of the unit. Finally, the thermosyphons were thermally insulated with glass
wool with a thermal conductivity of 0.04 W/m2K.

Seven heat transfer rates were studied, applied in the following order: 25, 50, 75,
60, 40, 20 and 10 W. In each case, steady state was reached when the variation in the
average temperature of each section after 10 min was less than 0.5 ◦C. It is important to
note that the heat transfer rate was measured experimentally from Joule’s law, i.e., the
product of the current and the voltage supplied by the power source.

3 Results

Figure 2a and 2b show the behaviors of the average temperatures of the evaporator,
adiabatic section and condenser as a function of time for each of the heat transfer rates
applied to the thermosyphons. It can be observed that both thermosyphons show large
temperature oscillations when the heat transfer rate was lower than 25 W. These oscil-
lations can be attributed to the Geyser Boiling phenomenon, which is characterized by
symmetrical oscillations of the evaporator and condenser temperatures [10], i.e., when
the evaporator temperature increases abruptly, the temperatures of the adiabatic zone
and the condenser decrease abruptly and instantaneously. Similarly, when the evapo-
rator temperature decreases abruptly, the temperatures of the other sections increase
instantaneously, demonstrating the release cycle and the formation of vapor bubbles
during the Geyser Boiling regime [11].
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Fig. 2. Behavior of the temperatures of thermosyphon as a function of time a) Thermosyphon 1.
b) Thermosyphon 2

Furthermore, it is observed that Thermosyphon 2 (Fig. 2b), regardless of the analyzed
heat transfer rate, always reached steady state at significantly lower temperatures than
those recorded for Thermosyphon 1 (Fig. 2a), which could lead to a wrong interpretation
regarding the performance of the devices, i.e., interpreting that thermosiphon 2 operated
with a better performance than thermosiphon 1. For example, there is a difference of
approximately 3 °C for the heat transfer rate of 10 W and approximately 20 °C for the
heat transfer rate of 75 W.

Figure 3a shows the performance of the two-phase thermosyphons based on the com-
parison of thermal resistances as a function of heat transfer rate. The thermal resistance
was defined as the quotient of the temperature difference between the evaporator and
condenser and the heat transfer rate. It was observed that for heat transfer rates less than
20W, the resistances of Thermosyphon 1 were 6% lower than Thermosyphon 2. For heat
transfer rates greater than 20W, Thermosyphon 1 showed 50% lower thermal resistances
than Thermosyphon 2, suggesting that Thermosyphon 1 has better thermal performance
according to this criterion, differing to what was analyzed in Fig. 2. However, it is shown
that the constant L/D ratio is not sufficient to reach the two-phase thermosyphon scale.

Figure 3b shows a graph between the thermal resistances of the two thermosyphons
as a function of the heat transfer rate per unit length characteristic of the two-phase
thermosyphon, which was defined as the quotient of the square of the inner diameter and
the length of the device, in order to present a new option of scaling extra-long two-phase
thermosyphons.

The results obtained from Fig. 3b show that the difference between the thermal
resistances of the two thermosyphons was always less than 30%, which is significantly
less than that obtained from Fig. 3a, but still large enough to conclude that only the use of
this characteristic length is sufficient for scaling extra-long two-phase thermosyphons.
These discrepancies may be related to the observed differences in the vapor temperatures
of the two thermosyphons (Fig. 2),which cause significant changes in the thermophysical
properties of the working fluid, mainly in density and viscosity, the properties associated
with the interaction between the condensed liquid and vapor [12].
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Fig. 3. Thermosyphon thermal resistance. a) as a function of heat transfer rate. b) as a function
of heat transfer rate per unit length characteristic.

4 Conclusions

Two thermosyphons of different dimensionswere studied, keeping theL/D ratio constant,
equal to 110. It was found that Thermosyphon 1 operated at vapor temperatures up
to 20 °C higher than Thermosyphon 2 and thermal resistances up to 50% lower than
Thermosyphon 2. The above mentioned shows that the geometrical L/D ratio is not
sufficient for the design of extra-long two-phase thermosyphons. A characteristic length
has been proposed to reduce the differences between the thermal resistances of both
thermosyphons, achieving differences of less than 30%. However, further experiments
with two-phase thermosyphons of different dimensions and constant characteristic length
are suggested. Furthermore, it is suggested that the scaling analysis of extra-long two-
phase thermosyphons should include thermophysical properties of the working fluid
such as density and viscosity.
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Abstract. High emission of particulate matter from fixed sources of biomass
combustion and the effects on the health of the population have driven the imple-
mentation of public policies for changes in the energy matrix and a technological
replacement in Chile. Due to this, a prototype of a condensing heat exchanger is
developed integrating an electrostatic precipitator, seeking to enhance the posi-
tive effects of these technologies in a single and relatively compact device. The
state of the art shows similar developments, but with high levels of complexity
in construction, as a shell and tube heat exchanger, that is why the concept of
a thermocannon was optimized to condense the moisture present in the fumes
and reduce smoke emissions through an electric field. It is expected that using an
electrostatic precipitator, up to 90% of particulate matter emissions will be cap-
tured, and thermal efficiencies of an additional 9%. For its design, heat transfer
and thermodynamics models were used and validated through CFD modeling.

Keywords: Domestic hot water · Condensing heat exchanger · Electrostatic
precipitator · Biomass

1 Introduction

In Chile, biomass is the second primary energy source after oil corresponding to 23% of
the total energy matrix of the country [1]. However, it is responsible for air quality prob-
lems in the main populated areas of the country contributing to 81.5% of the particulate
matter (PM) emissions [2], mainly from residential wood combustion.

More than half of the Chilean population is currently exposed to concentrations of
fine particulatematter or PM2.5 (particulatematter with aerodynamic diameter≤2.5μm)
above the annual limit being one of the highest levels among OECD countries [3].
Air pollution is the most important environmental problem in Chile [4], since it has
negative effects on human health from exposure to particulate matter are associated with
cardiovascular and pulmonary mortality and morbidity events.

Proposed improvements for wood heater included catalyst filters with PM reduc-
tion efficiency near 60% [5] or living filters that reach efficiencies of 95% [6]. Some
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manufacturers incorporate post-combustion chambers with secondary air injection that
reduce PM emissions and other pollutants by up to 90% [7]. In addition, electrostatic
precipitators are available to adapt to the chimney, with PM reduction efficiency up to
90% [8] or installed in the combustion chamber with 44% reduction efficiency [9].

To improve the thermal efficiency of wood heaters, water heating thermos (ther-
mocannon or thermosyphon) add-on are available with capacities from 70 to 110 L. A
second combustion chamber also favors energy efficiency by providing additional con-
vective heat to the radiation emitted by a conventional stove, saving up to 50% in fuel [7].
Proposed solutions for wood heaters consisting of compact shell and tube condensing
heat exchangers [10–12] may increase thermal efficiency up to 33% and can incorporate
a MP reduction device.

This study optimizes the thermocannon concept by improving heat transfer and
integrating an electrostatic precipitator to reduce PM emissions. It is expected that, as in
[12], a synergy between both devices would reduce PM emissions by 85% and increase
thermal efficiency by 20%.

2 Methodology

A thermodynamic model was developed for the numerical simulation of a modified ther-
mocannon prototype. The first step considers the combustion and heat transfer processes
in the heater. The second step includes the heat exchange between the gases and thewater
in the thermocannon, and the capture of PM and the condensation of the fumes. The
last step comprises a 3D simulation, through the finite volume method using the Ansys
Fluent CFD tools to evaluate aspects related to the fluid dynamics of heat transfer from
the combustion gases to help through the design of an optimized solution, which will be
further implemented and validated in an experimental environment.

2.1 Combustion

The biomass combustion step was modeled from the chemical reaction Eq. (1) to char-
acterize the products present in the combustion fumes. In the reactants, the fuel of com-
position CHxOyNz was considered, including humidity (nwb), combustion air (nwa),
excess of air (e) and the stoichiometric oxygen fraction (XO2 est).

CHxOyNz + (
nwb + nwa

)
H2O + XO2est (1 + e)

(
O2 + 79

21
N2

)
→ b1H2 + b2CO + b3CO2 + b4H2O + b5N2 + b6O2

(1)

Once the composition of the combustion products (bi) is known, the temperature
of the fumes (Th) entering the heat exchanger is obtained using Eq. (2) to determine
the yield (ηfumes) by the indirect method or smoke losses (Qfumes) and by incomplete
combustion of carbon monoxide (QCO) based on its lower heating value (LHVCO),
where Qcomb represents the energy contributed by the fuel based on its lower heating
value (LHVcomb). The enthalpy of the gases exiting the heater was the same at the
entrance of the heat exchanger with a reference temperature (Tr) of 25 °C. The above
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is resolved iteratively by setting a thermal performance for the heater, considering 80%
[13].

ηfumes = 1 − Qfumes + QCO

Qcomb
(2)

Qfumes =
∑6

i=1
bi[hi(Th) − hi(Tr)] (3)

Qcomb = LHVcomb · ncomb (4)

QCO = LHVCO · b2 (5)

Then, considering a perfect gas mixture, it is possible to calculate the dewpoint
temperature (Tdewp) by determining the partial pressure of water in the gas flow.

2.2 Heat Exchanger Design

The design was based on a concentric tube attached to the exhaust of a wood stove in
which water is heated through a two-stage heat exchanger (Fig. 1) to increase the resi-
dence time and turbulence of the fumes. In the second stage, an electrode was integrated
based on a commercial 15 kV device. Preliminary dimensions were height 1.35m, effec-
tive length 1.30mandwidth 0.46m (18′′ largest diameter). Figure 1 shows improvements
added to the original model including a divider plate moved towards the first stage and
added turbulence generators to increase the residence time of the fumes.

Heat transfer was calculated using correlations included in the Engineering Equation
Solver software, described in [14]. The calculation of the global heat transfer coefficient
was simplified since the film thickness in case of condensation does not influence more
than 3%, as well as the wall thickness [15]. With the preliminary dimensioning and
characterized fume flows, the prototype was modeled in CFD for the initial design.

Fig. 1. Original design and improvement proposal.

The behavior of the flow of gases in the heat exchanger used the Cold Flow scope
excluding the chemical interactions between the particles and considering only the
physical interactions between them and the surrounding geometry [16]. The k-ω SST
turbulence model [17, 18] was selected with mesh amounts up to 3.7 million cells.
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3 Results

Input parameters for the simulation of the wood combustion and heat exchanger model
are shown in Table 1.

Table 1. Input variables for computational study in CFD using the Cold Flow scope.

Variable Water Gases

Stage 1 Stage 2

Inlet temperature [C] 14.9 183.0 138.6

Outlet temperature [C] 18.6 138.6 107.0

Dew point [C] 51.29

Flow [kg/s] 0.04167 0.00745

Convective coefficient [W/m2-K] 114.7 2.767 2.598

Reynolds number 71 1664 1808

Density [kg/m3] 1000 0.850

Combustion gas composition CO [%] 0.160

CO2 [%] 10.780

N2 [%] 68.610

O2 [%] 7.287

H2O [%] 13.160

Figure 2 shows the behavior of the gas flow through the representation of the current
lines. It is appreciated that the turbulence generators increase the speed of the flow and
the intensity of turbulence by 18% in the first stage.

Fig. 2. Streamlines for the models (left) and turbulence intensity section plane, stage 1 (right)

Figure 3 shows the temperature profiles in a section plane of the first stage of the
heat exchanger evidencing the improvement in the optimized design. 1.
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The new model allows a 15 °C reduction in the temperature of the gases exiting the
exchanger (from 82 to 67 °C). The dewpoint temperature was approximately 60 °C and
the pressure drop was 12 Pa. The latter occurs due to the low outlet temperature and
throttling by the modification in stage Based on the results, it was considered necessary
to add a fan at the chimney outlet to push the fumes during the ignition phase.

Concerning the installation of the electrode that delivers the electric charge to the
particles in the fumes, the results suggested adequate conditions for its operation with
phase velocities of 0.6 m/s [19, 20] and temperature below 90 °C [21, 22]. Regarding
energy recovery efficiency, the temperature of the combustion gases was reduced from
183 °C to 67 °C, equivalent to 0.96 [kW] transferred to the water. In theoretical terms
and pending the experimental validation of the CFD model, the heat exchanger may
increase the overall efficiency by 9.9%.

Fig. 3. Temperature profile, section plane (stage 1)

4 Conclusions

A two-stage thermocannon design was proposed for heat recovery and PM emission
reduction for wood stoves and heaters. The presence of condensate is still not significant
due to the lower heat exchange in the second stage, which is restricted to incorporate
modifications due to the presence of an electrostatic precipitator that requires a free cross
section of at least 5′′ in diameter. Recent literature indicates that the integration of both
devices allows to enhance its overall performance, which is expected to be validated
in a laboratory environment. Although the alternatives proposed in the literature have
higher thermal efficiencies, they are solutions of high cost and complexity. Therefore,
the proposed design is adequate for current needs in Chile.

One matter to be resolved during the design process corresponds to the maintenance
of the heat exchanger, since the electrostatic precipitator will deposit particulate mate-
rial on the walls of the device, transforming the surface into a conductive material over
time, with possible short-term problems. Due to the complexity of the design, especially
stage 1, a configuration that allows easy access to both stages for proper wall and elec-
trode maintenance is in the iteration process, without compromising the efficiency and
performance of the device.
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Abstract. The present experimental work is aimed to study the convective flow
generated on the surface of four squared copper fins of 10 cmper side and 0.314 cm
thickness. Three of them were manufactured according to the first three iterations
of the Sierpinski carpet fractal. The experimentswere carried out for different input
power at the base of the fins, 4.7W, 9.0W, and 13.7W. Particle image velocimetry
was used to measure the velocity fields and the Schlieren technique to visualize
the thermal boundary layer. Results showed that higher the input power, higher
the velocity of the hydrodynamic boundary layer. In addition, the thermal and the
hydrodynamic boundary layers increased in thickness. On the other hand, the heat
exchange area diminishes for the higher iterations of the fractal, resulting in lower
velocities of the hydrodynamic boundary layer and smaller temperature gradients
on the thermal boundary layer. Furthermore, themanufactured perforations disturb
the convective flow.

Keywords: Fractal Fin · Sierpinski Carpet · Convective Flow

1 Introduction

Heat exchangers are widely used in multiple industrial processes [1]. For this reason, the
objective to increase the heat transferred while reducing the pressure drop and minimiz-
ing the size of the thermal conversion systems has turned into a relevant milestone due
to its practical purposes. Different approaches have been studied to improve the convec-
tion heat transfer of a fin and diminishing at the same time its mass such as geometric
modifications [2], material reduction [3], and topological modifications [4–6], among
others. Because of the last premise, a tendency (research area) is tomanufacturewindows
(holes, openings) according to pre-fractal patterns, like the Sierpinski carpet. Numerical
and experimental work has been carried out studying the total heat transfer, efficacy, and
efficiency; results are promising, reporting an increase in the energy dissipated per unit
mass.
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The presentwork is aimed to study the convective flowon the surface of four squared-
copper fins oriented vertically with gravity. Perforations were manufactured according
to the first four iterations of the Sierpinski carpet, starting from iteration 0. Particle image
velocimetry was used to study the velocity fields and the Schlieren technique to visualize
the thermal boundary layer. As far as it is known, these kinds of studies have not been
performed previously for this type of fins. The perforations are believed to perturb the
convective flow, improving the heat transfer in the regions close to them.

2 Experimental Methods

The experimental setup shown in Fig. 1 was installed in an experimental area of 4.3 m
length, 3.1 m width, and 3 m height. Components of the particle image velocime-
try and the schlieren system were also installed in this space, all but laser. During
experimentation, the ambient temperature in the room was 22.7 °C ± 0.4 °C.

Four copper plates were used to manufacture the fractal fins, each 10.5 cm in height,
10 cm in width, and 0.17 cm in thickness. No modifications were made to the first one,
which is considered the baseline. The other three were manufactured according to the
first three iterations of the Sierpinski carpet fractal. These were named IT0 to IT3, as
shown in Fig. 1. The fins were inserted 0.5 cm in a heating base to minimize temperature
gradients, conformed by a trapezoidal copper bar of 10mmand 3.15mmbases, 10mm in
altitude, and 10 cm in length. The thermal resistance wasminimized by applying thermal
grease. All elements were painted matte black to have uniform emissivity; laboratory
tests showed ε= 0.97. The coordinate systemwas fixed at the lower-left corner of the fins,
which are oriented parallel to gravity. The temperature of the fins was incremented using
an electrical heater of 2.8 �, adhered to the bottom of the heating base; it was insulated
using acrylic of 0.5 cm in thickness. Electrical energy was supplied by an adjustable DC
power supply (GW GPS-1850D). Details about construction of the experimental model
and setup can be consulted in [7].

Six type T thermocouples (Omega TT-T-30-SLE) were instrumented. Three were
used to monitor the temperature of the heating base, inserted in holes of 0.5 cm in
depth and 0.25 cm in diameter manufactured at locations of Y/L = −0.03 and Z/L =
−0.25, −0.5, and −0.75. Two were used to compute de heat loss through the heating
base insulation, adhered on the surfaces of the acrylic. One was used to monitor the
ambient temperature of the confined space; it was installed 1.5 m from the ground
level and 0.5 m far from the experimental model. The thermocouples were connected
to a National Instruments data acquisition system integrated by a thermocouple module
(PXIe−453) and chassis (PXIe−1073). Readings of the thermocouples were monitored
and recorded in real-time using a program based on the LabVIEW software.

The convective flow around the four fins was experimentally studied using particle
image velocimetry (PIV) and schlieren visualization. The PIV system was integrated by
aKiraluxCMOScamera (CS135MUN) using aNavitar lens (MVL12WA) and a Spectra-
Physics continuous laser (177-G0323) with a maximum output power of 400 mW. A
Powell lens with 110° fan angle was used to generate the light sheet. ADantec Dynamics
fog generator (10D90P) was used to seed the particles of 5 μm diameter on average.
The Stokes number is smaller than 0.1, so the particles have good tracing accuracy.
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Fig. 1. Fins and heating base.

The Z-type Schlieren system consisted of two parabolic mirrors of 121 cm of focal
length and 15.24 cm diameter each, an adjustable light source (Dolan-Jenner DC-950),
an aspheric lens of 5 cm diameter an 0.5 normal aperture, a variable slit, two flat mirrors,
a razor blade as knife-edge, and a concave lens of 5 cm diameter to project the images
on a squared ground glass diffuser of 15 cm per side. Images were recorded with the
Kiralux CMOS camera. The components were installed so that the collimated beams
were parallel to the fins. The knife-edge was positioned at the focal plane of the second
mirror in vertical position; it can be moved along the direction of the bigger temperature
gradients, i.e., X-axis. To minimize optical aberrations the off-axis angle was 3°.

Runs were carried out for power inputs of 4.7 W, 9.0 W and 13.7 W at the base of
the fins after losses. The experimental space was closed 24 h before experimentation to
minimize external perturbations. The activities started introducing the seeding particles
to the area and turning-on the power supply. At least two hours were necessary to fins
reach steady conditions. One hundred photographs were taken for PIV analysis and 10
for schlieren visualization.

For each case, PIV measurements were taken in positions parallel to the XY-plane
at Z/L = −0.166, −0.375 and −0.5. The open-source PIVlab software was used to
compute the velocity fields [8]. Cross-correlation in two steps was used to analyze the
images; interrogation areas of 64 × 64 pixels and 32 × 32 pixels were used in the first
and second steps, respectively. The one hundred velocity fields were averaged to obtain
a resultant velocity field. A velocity uncertainty of 4.4 × 10−3 m/s was estimated. For
schlieren visualization, the knife-edge was adjusted to block 40% of the light spot to
improve the contrast of the images and the edge detection of the thermal boundary layer.
The technique averages the temperature fluctuations on the surface of the fin along the
path light, i.e., the Z-axis.
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Fig. 2. Experimental results for IT0 and 4.7W,measurement plane Z/L=−0.5. Left: streamlines,
Center: Schlieren visualization. Right: velocity profiles of v.

3 Results

In Fig. 2 the results of IT0 are presented for 4.7Wat Z/L=−0.5.An upward flowparallel
to the fin can be observed on the streamline plot. It skirts the experimental model from
the heating base to the trailing edge of the fin, where the flow bends left to occupy the
zone behind the fin. Additionally, a secondary flow is induced by drag far from the fin.
The velocity profiles of the v component depict that the thickness of the hydrodynamic
boundary layer reaches X/L = 0.2. For all profiles, the velocity peak is reached at X/L
= 0.043. As the flow travels on the surface of the fin, its velocity increases to 0.12 m/s
at Y/L = 5/6. On the other side, the velocity of the secondary flow is 1.3 × 10−2 m/s.
With respect to the thermal boundary layer, it has a maximum thickness of 9 mm and
covers the whole surface of the fin. The bigger temperature gradients are presented on
the surface of the fin from Y/L= 0.2 to Y/L= 0.8. The black lines in plots represent the
area occupied by the fin. In the contour plots, bigger temperature gradients are colored
in yellow tones and the smaller ones in blue.

In Fig. 3 are presented the velocity profiles of v for the three supplied powers, for
middle plane Z/L = 0.5, at Y/L = 1/2. Increasing this parameter, the velocity of the
hydrodynamical boundary layer increases as can be seen in v the velocity profiles for
4.7 W and 9.0 W. But for 13.7 W only the secondary flow is affected, reaching 5.7
× 10−2 m/s. Additionally, the base temperature was incremented for all fins, as seen
in Table 1. On the other hand, for all fins the thickness of the thermal boundary layer
increases as higher the supplied power, and its extension has the same behavior. For
example, the thickness of IT0 and 13.7 W was 10 mm, and it extended far from Y/L =
1.2, i.e., is out of the visualization area of the schlieren system.

Referring to the effect of the Sierpinski fractal iteration, the higher the iteration, the
fewer the heat transfer area of the fins. Consequently, for the same power the temperature
of the base of the fins increases, as shown in Table 1. The decrease in the area diminishes
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Fig. 3. Effect of the supplied power and the fractal iteration. Left: velocity profiles of v, at Y/L
= 1/2. Center and Right: Streamlines and schlieren visualization, for IT2 and 9.0 W.

the buoyancy forces, so the velocity in the hydrodynamic boundary layer decreases
too. Furthermore, the thermal boundary layer shrinks in thickness and extension; for
example, IT0 and IT2 in Figs. 2 and 3 have the same thickness, although the power
in IT2 is bigger. The perforations manufactured to the fins affect the convective flow,
generating a rippled flow as shown by the streamlines in Fig. 3.

Table 1. Temperature of the base of the fins.

Temperature, °C

IT0 IT1 IT2 IT3

4.7 W 41.3 42.2 42.0 42.5

9.0 W 56.0 57.7 58.2 59.1

13.6 68.2 71.9 72.8 74.0

4 Conclusions

In the current work, the velocity fields and the temperature gradients on the surface
of four pre-fractal fins were measured and visualized. Each fin was analyzed for three
different power supplies on the heating base, obtaining the following conclusions:

• For larger supplied power, the faster the speed of the hydrodynamic boundary layer.
At the same time, the thickness of the thermal and hydrodynamic boundary layer
increases.
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• Due to drag effects, a secondary flow is generated far from the fin, and for a higher
power, the interaction between this flow and the hydrodynamical boundary layer was
more evident.

• The perforations affect the thermal and hydrodynamical boundary layer, and its effect
can be identified as a waving movement of the flow.

• The higher the fractal iteration, the lower the heat transfer area of the fins;
consequently, the temperature of its base incremented.
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Abstract. The article proposed a list and discussion of the aspects that should be
considered before implementing Blockchain technology in the renewable energy
trade. In the proposedmodel, electricity is generated by solar energy and uses con-
sumption and production data, among other things, to price electricity in a double
auction, in which sellers present their prices and buyers send their bids at the same
time. The use of Blockchain technology allows real-time monitoring of consump-
tion and production, and real-time trading where third parties are not needed. It
also has the potential to maximize profits from the perspective of prossumidor and
minimize electricity losses. Considering Finland, it is already possible to realize
that customer segments are delimited in subgroups within cities and requires the
involvement of the electricity company, awareness at the state level and inversion
in pilot projects.

Keywords: Blockchain · energy market · distributed energy · photovoltaic
energy

1 Introduction

Microgenerators with renewable energy and their microgrids are presented as an option
to overcome this challenge of electrification of the energy system. In order to integrate
the new prosumers of renewable energy into the conventional electricity grid, it is nec-
essary to evolve to a new stage, called smart grids. According to Ref. [1], a smart grid
is defined as an electrical system that uses information, two-way communication tech-
nologies, cybernetics and intelligent software applications at various layers of the power
system, from electricity generation and storage to the endpoints of consumption. These
transformations are bringing new ways of seeing the energy market.
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Peer-to-peer (P2P) electricity trading allows prosumers and consumers to trade elec-
tricity with each other to balance supply and demand. For example, when a user installs
photovoltaic solar panels (becoming known as a prosumer), and they have an excess of
electricity, they can exchange it for other consumers in exchange for a financial benefit.
These new energy market transactions need to be secure, transparent and efficient.

Blockchain technology means building consensus in negotiations directly between
the actors (without additional intermediaries) giving transparency and trust to the sys-
tem, and it is not just for the purchase and sale of energy. It is also possible to apply
Blockchain technology to the mapping of values and rights (transparency of origin and
ownership), among others. Smart contracts, for example, allow the cooperation and per-
formance accounting of autonomous systems, and mean traceability and irreversibility
in the generation of renewable energy [2].

This article aims to discuss the initial phase to develop a business model for a P2P
electricity trading system, taking as a case study in Finland based on the business model
of Ref [3]. Thus, the objective of the work is to identify and list the necessary challenges
so that Block-chain technology can be used to commercialize photovoltaic energy credits
between consumer, pro-consumer and energy company.

2 Methodology

Initially, the type of Blockchain technology with the most promising results in P2P
electricity tradingwas identified based on existing research, and then theywere compared
with each other and applied in this business model. The business model was built based
on Ref. [3] which is divided into nine sections which are: Key Activities, Partners,
Resources, Value Propositions, Customer Relationship, Cost Structure and Revenue
Streams. Each section was then evaluated with a focus on previous research and results
from pilot projects.

2.1 Key Activities

Key activity factors such as the use of Blockchain and photovoltaic solar energy
production are the main topics to be considered.

Use of Blockchain. For a local energy market, a Blockchain allows the use of smart
contracts and data sharing. With a Block-chain, every transaction can be seen from the
ledger, and everything is transparent. This helps bring more confidence to the system
from the user’s point of view [9, 10].

Blockchain can be of two types: public or private. A private Blockchain allows the
use of a system in which the verification of any transaction takes place by a private
operator, and does not keep the system open to everyone, as is the case with a public
Blockchain. Since the purpose of Blockchain, in this context, is to serve users in a certain
geographic area and ensure security and transparency, a private Blockchain is a more
suitable option [4].

In a P2P electricity trading system, transparency is crucial for the consumer to see
how much electricity is available to buy and for a prosumer to see the demand. A smart
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meter makes it possible to visualize data in real time. In the case of the Brooklyn Micro-
grid, consumption and generation data are transferred from the participants’ Transactive
Grid smart meters to their Blockchain accounts [5].

Production of Photovoltaic Energy. Finland’s climate and geographical location were
considered in the challenges. Although Finland is located in theNorth and solar radiation
is relatively low compared to countries in the South, achieving a surplus in a residential
household with solar photovoltaics is possible even during certain hours of October with
sufficient installed capacity of photovoltaic panels.

2.2 Partners

Themain activities, the use of Blockchain and energy trading include the strong involve-
ment of prosumers and consumers, which makes them the main participants. Prosumers
handle renewable energy generation and consumers play an important role in creating
demand. The third partner is the network company. The supply drops to zero at certain
hours, for example, during those hours when solar radiation is very low [6]. This leads
to the situation where both consumers and prosumers must buy their electricity from an
external source, which in this case is the electric company.

2.3 Resources

Key Resources are the tools and materials needed to implement the main activities of
the business model. For this procedure, everything from electrical energy production to
distribution must be considered, in addition to researching the most optimal technology.
To go into detail, the necessary resources are the hardware such as smart meters, the
software, the distribution network and the system participants [7].

2.4 Cost Structure

As the model aims to offer greener electricity at a lower price. Costs such as initial
investment, transaction costs on Blockchain and electricity transmission costs must be
considered.

Cost of Photovoltaic Generation System. In the simulation of the LAMP project in
Germany by [5] 25% of the participants were prosumers and the photovoltaic panels
were all 5kWp, as a result it was noted that the P2P system did not lower the electricity
price as much as expected. In order to lower the price of electricity further, and to have
a more successful P2P power project, the local production of photovoltaic energy must
be higher.

Blockchain Transaction Costs. Since the most important activity of the P2P power
system is trading, most of the costs come from it. The entire system runs on Blockchain,
which consumes energy, portrayed as “gas” for Ethereum, which forms a significant
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portion of the costs. For comparison, PayPal transactions are twice as expensive com-
pared to Ethereum transactions [8]. Gas consumption depends on the number of market
participants, the trading mechanism and the trading interval.

Ref. [4] simulated gas consumption for an Ethereum within a local energy market
with different trading structures and number of participants. Whether trading is live or
next day influences gas usage and therefore costs. Next day trading is more gas efficient
due to the lesser amount of information required compared to live trading. In real-time
trading, trading ranges are an important factor driving gas usage. 15-min trading intervals
are suggested to reduce trading costs compared to using a 5-min trading interval.

Electricity Grid and Distribution Costs. One factor in the costs that a traditional
centralized system faces is the cost that the loss of electricity with long transmission
lines causes. With a decentralized system, these costs are reduced, as electricity is gen-
erally transported within the local system and the negotiation algorithm favors shorter
transmission lines [11]. The simplest way to take care of transmission costs would be
to include them in smart contracts so that transmission is paid immediately with the
transaction payment.

2.5 Revenue Streams

This model’s revenue streams were identified by comparing Blockchain algorithms to
each other and recognizing algorithms for trading and managing load and generation
that result in higher profits and less wasted electricity. In the search for the most optimal
tradingmechanism, factors such as gas consumption, trading intervals and electricity cost
were evaluated. The trading mechanism was then chosen based on the evaluation. The
need for a Blockchain algorithm for load and generationmanagement was recognized by
identifying the challenges of high demand and supply peaks in a P2P electricity system.
The structure of the dual auction framework. In addition to being fully automated and
having a market-clearing price that connects supply and demand, it is also cost-effective,
which is naturally important for consumers. A double auction mechanism is also secure,
and the level of decentralization is the highest.

2.6 Value Propositions

The process of finding value propositions focused heavily on developing a Business
Model that meets the future requirements of CO2 emissions in energy production. An
added value that the P2P system offers is the price reduction. The electricity price of
the P2P system is lower than the retail price of the main network [12]. One value that is
added to prosumers is the profit from trading energy for peers. Since profits stay in the
community instead of going to a centralized system, community approval is higher. The
P2P system adds sustainability beyond just creating financial value to its users.

2.7 Customers

Previous pilot projects of P2P power grids were carefully examined to identify the
required customer segments. The results of these projects also helped to identify the
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Relationship with the Customer that this model creates. Prosumers can then be divided
into different segments by form of residential construction. Apartment buildings can
become prosumers by installing photovoltaic panels on their roofs. In this way, the
initial investment can be divided by the number of apartments. Detached houses are one
of the main customer segments of the P2P system. They can be prosumer simply by
installing photovoltaic panels on their roofs and easily generate surplus electricity even
without having an installed capacity of 19.1kWp, as shown by [6].

3 Conclusions

This research aimed to develop a business model for a P2P electricity trading model
in Finland. As there is no prior research for this area covering P2P electricity trading
in Finland, this research article brought together existing research on electricity trading
using Blockchain technology.

Challenges of decentralized energy systems and the need for more renewable energy
were identified, and the demand for a business model for a decentralized energy system
was recognized. Based on promising results with Blockchain technology and distributed
energy systems, it was noted that a business model for P2P electricity trading is required.

Blockchain algorithms are crucial to the functioning of this system. Systems aim
to be fully automated where algorithms are important. They are needed to calculate
the price, to execute trades and to control generation and load. It was also found that
using a Block-chain algorithm to control generation and manage load is suggested.
Due to climate variation and peaks in electricity consumption, such an algorithm is
necessary. Load and generation management has been found to increase both prosumer
and consumer profits by reducing wasted energy.
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Abstract. Renewable energy sources are sustainable alternatives for the electrical
and energy development of countries. This paper analyzes the different mecha-
nisms applicable to the Brazilian scenario. Brazil has several fronts and has direct
policy instruments, such as subsidies and tax incentives, and indirect mechanisms.
We analyze the need to expand existing mechanisms, implement new strategies,
and improve the dissemination of existing programs to increase public awareness
and pursue of a more efficient renewable energy transition. The participation of
renewable sources, such as solar and wind, are gaining more and more space in
the energy market in Brazil and much of this is due to incentives, such as tax
and tariff rebates and long-term contracts. In 2021, the expansion of the Brazilian
electric matrix was almost 1 GW (957.03MW), according to the National Agency
of Electrical Energy (ANEEL). Of this total power, 80% comes from renewable
plants, from wind, hydro and solar sources.

Keywords: Barriers · Renewable Sources · Strategies · Alternatives

1 Introduction

The power sector currently attracts more investment than oil and gas combined invest-
ment needed as the generation mix changes and obsolete infrastructure is upgraded [1].
Three-quarters of global greenhouse gas emissions result from burning fossil fuels for
energy. Fossil fuels are responsible for a large amount of local air pollution, causing
health problems that lead to at least 5 million premature deaths each year. To reduce
CO2 emissions and air pollution, the world needs to rapidly shift to low-carbon energy
sources. The structure of the Brazilian energy matrix defines Brazil as a world leader in
electricity generation from renewable sources [2]. The main source of electricity gen-
eration in Brazil is still hydraulic power, making up more than 70% of the country’s
generation capacity, even though the country has great potential for exploring other
renewable energy sources, such as wind, solar, and biomass [3]. With a new approach
to the energy resources used, factors such as sustainability, environmental pollution
and energy security have become frequent agendas, especially in emerging countries.
The search for an offer of electric energy capable of meeting the growing demand, the
decrease in the dependence on the use of fossil fuels like oil, natural gas, and coal is
making countries like Germany, Sweden, Spain, Australia, China and Brazil, invest in
renewable energy sources, e.g.: such as wind, solar, and biomass energy.
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2 Methodology

Brazil has a great potential in renewable sources such as wind and solar energy. Accord-
ing to the Reference Center for Solar andWind Energy - CRESESB/CEPEL, Brazil has a
potential of 143 GW of wind energy that can be harnessed, besides having regions in the
national territory compared to the best irradiation regions in the world of solar rays for
photovoltaic energy generation. Since this reality, existing mechanisms were reviewed,
to study the promotion of new incentive strategies for the expansion of the renewable
electricity matrix in Brazil, some global strategies were also studied. A description of
the main incentives follows. Applied Discounts TUSD/TUST: The law No. 9,427 was
created, establishing that the enterprises framed in § 1 of its article 26 could, by deter-
mination of the National Agency of Electrical Energy (Aneel), receive the minimum
50% discount to be applied to the Tariffs for Use of the Transmission Systems (TUST)
and Distribution Systems (TUSD), affecting the production and consumption of the
energy sold [4]. The TUST and the TUSD are paid by the free, regulated and special
consumers and by the electricity generators that need to use the transmission and dis-
tribution networks, i.e., they are tariffs paid for providing a service. Consumers pay
TUST and TUSD to receive the energy purchased, while generators, for send the energy
produced [5]. PROINFA: Created in 2002, after the rationing, the Alternative Sources
Incentive Program (Proinfa) came into operation in 2004 with the aim of increasing the
participation of alternative sources in the National Interconnected System. The calcula-
tion of the quotas is based on the Annual Plan of Proinfa (PAP) prepared by Eletrobras
and forwarded to ANEEL. The cost of the program, whose energy is contracted by
Eletrobras, is paid by all final consumers (free and captive) of the SIN, except those
classified as low income. LAW Nº 10.438, OF APRIL 26: 2002, Art. 1, establishes
that the costs, including those of an operational, tax and administrative nature, related
to the acquisition of electric power (kWh) and the contracting of generation or power
capacity (kW) by the Comercializadora Brasileira de Energia Emergencial - CBEE will
be apportioned among all classes of end consumers served by the SIN, proportionally to
the individual consumption verified, by means of specific additional tariffs, according to
regulations to be established by the Agência Nacional de Energia Elétrica - Aneel. [6].
According to Convention 101/97- CONFAZ: Convention 101 of the National Council
of Fiscal Policy (CONFAZ) grants exemption from the Tax on Circulation of Goods and
Services (ICMS) in operations involving various equipment and components for the use
of solar and wind energy, among which are aerogenerators and photovoltaic generators,
inverters, and other system components [7]. ICMS Agreement no. 16/2015 – CON-
FAZ: Convention No. 16 of the National Council of Finance Policy (CONFAZ) concerns
the collection of ICMS on energy injected into the grid in order to grant exemption in
internal operations related to the circulation of electric energy, subject to billing under
the Electric Energy Compensation System dealt with in Normative Resolution No. 482,
of 2012, of the National Agency of Electric Energy - ANEEL. Thus, the energy injected
into the grid is compensated in the same amount in the consumer unit. However, as the
consumption tariff is composed of two factors: the TE (Energy Tariff) and the TUSD,
some states apply the ICMS exemption only on the energy portion, leaving a small por-
tion of taxes to be paid [8]. Distributed Power Generation Development Program
(ProGD): The ProGD is a program of the Ministry of Mines and Energy created to
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stimulate the generation of renewable energy by consumers themselves, especially solar
photovoltaic energy. To this end, it foresees the movement of R$ 100 billion in invest-
ments in the area until 2030 and establishes more competitive reference values for the
remuneration of the consumer who delivers energy to the distribution network through
the generated surplus [8]. PRONAF: The National Program for the Strengthening of
Family Agriculture (Pronaf) is one of the main government incentives for small farmers
to finance photovoltaic systems up to R$ 300,000. Interest rates vary between 2.5% and
5.5%per year and the farmer starts to pay back after 36months of acquiring the credit [8].
BNDES: The National Bank for Economic and Social Development (BNDES) offers a
line that provides financing for up to 80% of the cost of the work with an interest rate
of approximately 5% per year, helping to implement large photovoltaic energy projects
[8]. Other types of incentives for solar generation involve the possibility of financing
micro andmini solar/photovoltaic distributed generation systems since different banking
institutions offer lines with attractive interest rates [9, 10]. Investment Funds: BNDES,
ANEEL and the financial development institution Finep have jointly created a fund
(INOVA ENERGIA) to finance grants and loans for projects related to smart grid and
ultra-high voltage transmission, solar and wind technology, and vehicle energy effi-
ciency (INTL. RENEWABLE ENERGYAGENCY, 015). The INOVA ENERGIA 2013
program, with up to R$5 billion in funding, provides subsidies of up to 90% of project
costs for R&D projects related to smart grids, renewable energy, hybrid vehicles, and
energy efficiency in transportation [11]. REC Brazil: The Renewable Energy Certifica-
tion Program is a joint initiative of the Brazilian Clean Energy Generation Association
(Abragel) and the Brazilian Wind Energy Association (ABEEólica), with support from
the Chamber of Electric Energy Commercialization (CCEE) and the Brazilian Associa-
tion of Energy Commercializers (ABRACEEL), and aims to foster the market of energy
generated from renewable sources and with high performance in terms of sustainability.
The program consists of two interrelated certifications, which bring benefits to energy
generators and voluntary consumers of Renewable Energy [12, 13].REIDI:The Special
Regime of Incentives for Infrastructure Development (REIDI) is a program created by
Law 11.488/2007 and regulated by Decree 6.144/2007 as a tax incentive to enable the
realization of projects for the implementation of infrastructure works in the sectors of
transport, ports, energy, sanitation and irrigation [14]. The adhesion to REIDI suspends
the requirement of Contributions to the PIS/PASEP and COFINS, in acquisitions, leases
and imports of goods and services, linked to the approved infrastructure project, carried
out within five years from the date of qualification of the legal entity, owner of the project
[15].

3 International Mechanisms that can be Incorporated in Brazil:
Germany and Sweden

Governments in different countries have been striving to develop regulations and poli-
cies aimed at the stimulation of energy generation from renewable sources, as well as
efficiency strategies and technological innovations. It is important to develop sustainable
energy policies and provide relevant and appropriate policy recommendations for end
users [16]. The strategies act in different areas to promote the intensification of the use
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of renewable sources, acting on the development of new technologies and strategies by
encouraging R&D, promoting facilities and monetary. In the German case, the mainly
solar-focused initiatives have had significant effects. Firstly, they induced several new,
often small, companies to enter and expand the sector, and also, the large number of
cities with local feed-in laws and a proliferation of green pricing schemes led to a broad
public interest in increasing the diffusion rate [17]. German renewable energy policy
also showed impressive results in the 1990s. Between 1990 and 2002, 13,000 MW in
new capacity came on stream. The costs of wind and solar energy decreased by about
30% and 60% between 1990 and 2000 [18].

In the case of Sweden, financial incentives used in conjunction with mandatory
regulations, such as Net metering and Portfolio Standard, seem to have been the most
effective. Public benefit funds (supported by surcharges on electricity users) have also
played a role in stimulating RE technologies and promoting green electricity products.
In conjunction with green energy education programs, these instruments can be critical
to the long-term development of the renewable energy industry [18].

Table 1. Consolidated comparison of strategies and mechanisms used in Brazil and in the world

Incentive
Methodology

BRAZIL Germany Sweden Spain USA Argentina Chile Uruguay China Australia

Feed-in Tariff [21, 23] [17, 18, 20, 21] [19–21] [21] [21, 23] [21] [21, 24] [21]

Feed-in Award [21] [20, 21]

Renewable Energy
Target

[18] [21] [21] [21]

Green Energy
Certificates

[13] [18, 21] [21] [21, 22] [21] [21]

Standard of Port.
/Obl. to Quota

[18, 21] [21, 22] [23] [21] [21]

Carbon Policies [21] [21] [21]

Grant [21, 23] [17, 18, 21] [18, 21] [18, 21] [18, 21, 22] [21] [21] [21] [21]

R&D [17] [18] [18] [23]

Tax
Exemption/Tax
Incentive

[21, 23] [18, 21] [18, 21] [18, 21] [18, 21] [23] [21, 23] [21, 23]

Net-metering [21, 23] [21] [21] [23] [23] [21, 23]

Auctions [23] [23, 24] [23, 24] [23, 24]

Funds [11] [24]

Bidding [21] [21] [21] [21] [21] [21] [21] [21]

Financing/Reduced
Interest

[10] [18] [18]

Disclosure Policies [22]

4 Comparative Results

Renewable sources, such as solar and wind, are gaining more and more space in Brazil’s
energy market, and much of this is due to incentives, such as tax and tariff discounts
and long-term contracts. In 2021, the expansion of the Brazilian electricity matrix was
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almost 1 GW (957.03 MW). Table 1. Presents a compilation of the main references that
present the mechanisms currently applied in developed countries.

5 Conclusions

In the last 20 years, many countries have started to create policies to encourage gener-
ation from more sustainable energy sources, creating mechanisms that make the gener-
ation, transmission, and consumption of these sources feasible through tax incentives,
discounts, and subsidies, among others. Brazil has a lot of potential to expand the partici-
pation of renewable sources and already has several strands of incentives in place, only 5
of the 15mechanismsmentioned in Table 1 are not yet used. However, this does notmean
that the current incentives are de-signed in the most efficient way, since the growth of
renewable sources in Brazil is, so far, at a slow pace. Some policies are also going out of
force, such as the TUSD and TUST. Another mechanism that risks being cancelled is the
current exemption from wire usage charges for distributed generation systems, through
PL 5829/19. Due to rising costs and public budget constraints, many of the incentive
schemes are being phased out in other countries, as well as in Brazil, following a path
contrary to the evolution of the energy context towards retrogression. In order to improve
the internal policy of incentives for renewable sources, Brazil can expand the projects
already in place by increasing fiscal incentives, ex-tending and adding tax exemption on
products and technologies related to generation by RES, greater investment in R & D in
order to develop national technology and make installations cheaper and also study the
implementation of mature mechanisms in other countries, as the sale of carbon credits.
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Abstract. Thermoeconomics is a science that reconciles thermodynamic and eco-
nomic concepts. It can be divided into three fields of action: cost allocation, diag-
nosis and optimization. Most thermoeconomicists agree that exergy is the most
appropriate thermodynamic magnitude to associate with cost. In some applica-
tions, exergy disaggregation is required. Literature shows several thermoeconomic
methodologies. Despite the wide use and their respective fields of action, all mod-
els have limitations in the dissipative equipment isolation and waste treatment or
an increase in complexity in thermoeconomic modeling. In order to fill part of
this scientific gap in thermoeconomics, a recent methodology, the A&FModel, is
proposed. This new approach disaggregates physical exergy into just two terms,
namely Helmholtz energy and flow work. This work presents for the first time
the use of this new approach, through a cost allocation, in a cogeneration system
with regenerative gas turbine, and compares it with conventional thermoeconomic
methodologies.

Keywords: Thermoeconomic Modeling ·Waste Cost Allocation · Physical
Exergy Disaggregation

1 Introduction

Thermoeconomics is a science that combines thermodynamic and economic concepts
and can be divided into three fields of application: cost allocation, diagnosis, and opti-
mization. The way the productive structure is defined (input and output) is a key point
in thermoeconomic modeling [1], and one of the best thermodynamic magnitudes to
associate with the cost is the exergy [2]. Depending on the type of analysis, different
levels of accuracy of the results are required, which means that each thermoeconomic
analysis requires a specific level of disaggregation of the components and flows [3].
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According to [1], the deeper and more detailed the disaggregation, the clearer the
interpretation of the costs obtained and the greater the possibility of applications in
theoretical and practical problems. By disaggregating the physical exergy, it is possible
to obtain better accuracy of the results in the thermoeconomics [4]. Nevertheless, there is
a consequent increase in the complexity of thermoeconomic modeling [5]. In this paper,
five thermoeconomic models are studied: E, ET & EM [6], H&S [7], UFS [8] and the
recent A&F Model [9]. The plant chosen for the analysis allows the approach of a very
latent theme in thermoeconomics which is the waste cost allocation.

In order to fill a part of the scientific gap in waste treatment in thermoeconomics, a
recent methodology, the A&F Model, has been proposed. This new approach disaggre-
gates the physical exergy into only two terms, namely Helmholtz energy and flow work.
This work has chosen the plant used in the CGAM Problem [10] exactly to be able to
exemplify how this new methodology treats the residues of a thermal system.

This study presents the use of this new approach, through a cost allocation, in a
regenerative gas turbine cogeneration system and compare it with conventional ther-
moeconomic methodologies highlighting the waste treatment used by each one. The
results show that in terms of complexity, the A&F Model is close to the ET&EM and
H&S Models and specifically in relation to the UFS Model, it shows a reduction in the
number of flows, junction-bifurcations, and cost equations, thus highlighting a lower
complexity. It also shows that for the A&F Model, the environment acts as a consistent
device in the thermoeconomic analyses of cogeneration systems, allowing the proper
internalization of the waste of the thermal system.

2 Thermoeconomic Modeling

The thermoeconomic model is accomplished by using Eq. (1) and (2). The resolution
of the cost equation set, Eq. (1), is the monetary unit costs of all internal flow and final
product. In Eq. (1), Z represents the external hourly cost of the subsystem due to the
capital, operation, and maintenance costs of each subsystem (in $/h); EF is consumption
(kW) and cF is the monetary unit cost, both from the external fuel exergy. The unknown
variables cout and cin are the monetary unit cost of the internal flows at the outlet and at
the inlet of each subsystem (in $/kWh), respectively; and Yout and Yin mean the generic
thermodynamic magnitude (power (W), heat exergy (Q), total exergy (E), and physical
exergy terms) of the internal flows at inlet and outlet of each subsystem. The solution
results in the monetary unit costs of each internal flow and each final product.

∑
(cout · Yout)−

∑
(cin · Yin) = cF · EF + Z (1)

∑
(kout · Yout)−

∑
(kin · Yin) = kF · EF (2)

In Eq. (2), the unknown kout and kin are the exergetic unit costs of the internal flows
(output/input) of each subsystem; and the hourly cost of the subsystem, due to the capital
cost, operation, and maintenance, must be zero (Z = 0). Since there is no information
about the resource, kF is assumed to be 1.00 kW/kW [3]. The exergetic unit cost of a flow
is the amount of external exergy unit required to obtain one unit of this flow, meaning
that the exergetic unit cost of a flow is a measure of the thermodynamic efficiency of the
production process when producing this flow [3].
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3 Physical Structure

Figure 1 represents the cogeneration systemwith a regenerative gas turbine of theCGAM
Problem [10]. The system is composed of: air compressor (AC), regenerator (R), combus-
tion chamber (CC), gas turbine (GT), and recovery boiler (RB). The operating parameters
are the same as for the CGAM Problem [10].

GTWACAC

1

2 3
R

CC

QF

4

567
98

WN

Qu

RB

Fig. 1. Cogeneration system with regenerative gas turbine.

4 Thermoeconomic Methodologies

In this work, four conventional methodologies and the recent approach A&F Model are
applied. The exergy and monetary unit costs are calculated for all of them.

4.1 A&F Model

The A&F Model [9] is a recent thermoeconomic approach, it was developed with the
premise of reducing the complexity and computational efforts compared to othermethod-
ologies that are capable of isolating (defining input and output) dissipative equipment,
such as a valve. This model also uses the physical exergy disaggregation and the defi-
nition of its terms are Helmholtz energy EA and flow work EF. They can be estimated,
specifically by Eq. (3) and (4), which together with chemical exergy are used to define
the productive flows for this model. It is important to highlight that the Helmholtz energy
term can be mathematically interpreted as a combination of the internal energy (EU) and
the entropic (ES) terms. However, it is worth mentioning that this combination is not
simply and purely amathematical algebraic, it presents a consistent thermodynamic con-
cept, characterized by the Helmholtz energy. Figure 2 illustrates the productive diagram
for the cogeneration system using the A&FModel. Regarding waste cost treatment, this
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methodology uses the environmental device (E) in its modeling. It is worth mentioning
that the internalization of waste costs is initially through Helmholtz energy term (EA

1:7).

ĖA = ĖU + ĖS = ṁ.Cv.(T − T0)− ṁ.T0.Cp.ln
T

T0
+ ṁ.R.T0.ln

p

p0
(3)

ĖF = ṁ.R.(T − T0) (4)
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Fig. 2. The A&F Model represented in a productive diagram for the cogeneration system.

4.2 Conventional Methodologies

The conventional methodologies studied in this work are E, ET&EM, H&S, and UFS
Models. Figure 3 illustrates the productive diagrams for these methodologies, besides
highlighting the internalization of waste cost.

5 Results

Figure 4 presents themonetary and exergy unit costs for the five thermoeconomicmodels
applied to the regenerative gas turbine cogeneration system. It can be observed that the
results present a linear trend, which implies coherent results from a thermoeconomic
point of view. Specifically, in relation to the A&FModel, it is noted that their respective
results present a high degree of similarity with the E Model. This is an interesting result
since for thermal systems, where dissipative equipment is not present, the E Model is
widely used and accepted from the scientific point of view.

Averaging between the extremes arrives at a value of 29.58 and 36.05 ($/MWh) for
the monetary unit cost of power and heat, respectively. Analogously, an average value
of 1.86 and 2.23 (kW/kW) are reached for the exergy unit cost of power and heat. These
values are close to those obtained by the A&F Model, respectively 28.51 and 38.57
($/MWh) and 1.81 and 2.36 (kW/kW).
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Fig. 3. The conventional methodologies represented in their respective productive diagrams.

Fig. 4. Monetary and exergetic unit cost obtained by the thermoeconomic methodologies.

6 Conclusions

This work presented the use of a recent approach for exergy disaggregation in a regen-
erative gas turbine cogeneration system, called the A&F Model, which is a consistent
alternative for total disaggregation of the system in thermoeconomic modeling, espe-
cially when there are dissipative components and waste in the system under analysis.
Nonetheless, it is worth noting that in this work, the focus was directed on waste treat-
ment. The two physical exergy terms in this model have a thermodynamic meaning:
Helmholtz energy and flow work. Regarding waste treatment, the A&F Model uses the
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environmental device, through its respective product. Its internalization initializes with
theHelmontz energy term. The cost results showed a small variation from an average cost
value, for both unit costs, which leads to an interpretation of improved precision of the
results rather than a large difference between the methodologies regarding waste treat-
ment for this plant. Finally, besides having applied the A&F Model to the regenerative
gas turbine cogeneration system and compared its results with conventional method-
ologies, this work presented this recent approach to disaggregate physical exergy as
a coherent and consistent alternative to solve a difficult problem in thermoeconomics
related to the waste treatment of thermal systems, besides presenting a lower complexity
in thermoeconomic modeling, since the disaggregation of physical exergy is performed
in two terms only.
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Abstract. A double-flash geothermal Rankine cycle integrated with a central
solar receiver is proposed. The solar field is analyzed by optimizing the radiation
flux in the receiver, reaching values of 555.40 kW/m2 for a 44.32 m tower, with a
receiver of 3.90 m high by 4.99 m in diameter, and a total of 417 heliostats. The
cycle is analyzed by optimizing its power delivered, based on the separation pres-
sures of both flash chambers, reaching a power of 25734 kW when the pressures
are 8.668 and 2.768 bar, respectively. Results show that this type of systems are a
good alternative to reduce the dependence on fossil fuels.

Keywords: Solar energy · Geothermal energy · Exergy · Optimization

1 Introduction

To reduce dependence on fossil fuels, the International Energy Agency (IEA) tries to
reduce its consumption from 81.1% registered during 2016 to 68.1% for the year 2030
[1]. Geothermal and solar energy has high potential as a substitute for fossil fuels due
to its low carbon emissions and sustainability. In 2014, Zhou [2] investigated a hybrid
geothermal-solar plant of parabolic troughs integrated with an organic Rankine cycle
(ORC), showing how the output power increases between 22 and 78% depending on
the size of the solar field. Astolfi et al. [3], combined an ORC geothermal plant with
a concentrating solar plant, obtained a reduction of 54 to 60% in the cost of energy.
Mir et al. [4] developed an evaluation model for geothermal-solar systems, achieving a
reduction in the consumption of the geothermal resource of approximately 10%. Lentz
et al. [5], modeled two strategies for the combination of a flash geothermal system
with parabolic collectors in Mexico, increasing the quality of the steam by 10%. This
paper evaluates the integration of a double flash plant with a central solar receiver, using
specialized software to determine the appropriate size and the optical performance of
the solar field for environmental conditions of Baja California, Mexico.
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2 System Description

The system consists of a double flash geothermal Rankine cycle based on the config-
uration proposed by Cardemil et al. [6] integrated with a central solar receiver. The
geothermal fluid passes through a flash process, where the saturated vapor is separated
from the saturated liquid. The liquid is heated using a heat exchanger to produce an addi-
tional percentage of saturated vapor that is again separated and mixed with the vapor
coming from the first flash chamber, which is superheated in another heat exchanger
before expanding in a high-pressure turbine. The remaining liquid is conducted to a
second flashing process. Through an additional heat exchanger, the resulting saturated
steam is superheated and mixed with the steam that comes out of the high-pressure tur-
bine to enter a low-pressure turbine Finally, the steam is condensed and cooled before
returning to the production well (Fig. 1).

Fig. 1. System layout.

The main operating parameters to model the Rankine cycle and the solar field are
shown in Table 1, selecting the Valley of Mexicali, Baja California, Mexico as a case
study. The mathematical model considers:

• Components operate under steady state conditions.
• The pressure drops are negligible in the heat exchangers.
• Changes in kinetic and potential energy are negligible.
• The geothermal fluid has the same thermodynamic properties as water.
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Table 1. System parameters

Parameter

Direct normal irradiation (DNI) 940 W/m2

Heliostat size 12 × 12 m

Heat transfer fluid (HTF) 60% NaNO3 - 40% KNO3

Heat exchanger effectiveness (ε) 70%

Dry steam isentropic efficiency 85%

Extraction enthalpy 1520 kJ/kg

Condensing temperature 50 °C

3 Mathematical Model and Optimization

The thermodynamic and exergetic model of the geothermal Rankine cycle are devel-
oped using Engineering Equation Solver (EES®) by applying mass, energy and exergy
balances respectively, as:

∑

i

ṁi −
∑

o

ṁo = 0 (1)

Q̇ − Ẇ +
∑

i

ṁi(hi) −
∑

o

ṁo(ho) = 0 (2)

∑

j

Ėq,j −
∑

k

Ėw,k

∑

i

ṁi(ei) −
∑

o

ṁo(eo) − Ėd = 0 (3)

The cycle was optimized by the genetic algorithm of EES®, establishing as objec-
tive function the net power of the plant with limits defined in Table 2, and subject to
restrictions established by the balances of mass, energy, and exergy.

Max
[
Ẇnet

(−→x )]
(4)

Ẇnet = ẆTAP + ẆTBP (5)

−→x = (
Psep1,Psep2

)
(6)

The solar field was optimized by the COBYLA algorithm of Solar Power Tower
Integrated Layout and Optimization Tool (SolarPILOT®). The objective function is:

Z
(−→x ) = Ctot

(−→x )

Ean
(−→x )

(
1 +

(
1 − min

[
q̇cs

(−→x )

q̇cs,dis
(−→x )

])
P

)
(7)

where −→x is the set of variables, Ctot is the total cost of the plant, Ean is the expected
annual energy production of the field, q̇cs is the real thermal power of the field, q̇cs,dis is
the thermal power of the field and P is a penalty constant.
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Table 2. Operating ranges of the design variables.

Parameter Inferior limit Superior limit

First separation pressure 5 bar 15 bar

Second separation pressure 1.5 bar 4.5 bar

4 Results

In order to compare the performance of the plant working individually and integrated
with the solar receiver, the net power of the plant is maximized based on the separation
pressures. The results are shown in Table 3.

Table 3. Rankine Cycle Optimum Values.

Parameter Individual Rankine cycle Hybrid Rankine cycle

First separation pressure 8.28 bar 8.66 bar

Second separation pressure 1.80 bar 2.76 bar

Output power 20807 kW 25734 kW

Thermal efficiency 14.57% 14.97%

Exergetic efficiency 45.81% 41.21%

Figure 2 shows the effect of both separation pressures on the output power, which
reaches values of 25734 kW. Since the ranges in the separation pressure of both chambers
are different, one of these two will be the one that influences the maximization of the
output power; i.e., once the separation pressure in the first chamber is defined, the second
separation pressure does not show a significant variation in the output power.

Figure 3a shows a comparison between the thermal efficiency and the exergetic
efficiency when the plant is working individually and when it is integrated with the solar
receiver. It is observed that the thermal efficiency shows similar values for both cases;
while the exergetic efficiency is lower when the hybrid system is considered. Figure 3b
shows a comparison of the exergy destructions that occur in the main components of
each system,with the solar field showing the highest exergy destruction ratio followed by
the condenser and the first flashing process. The components with a lower destruction
rate are the low-pressure turbines and the second flashing process. In the case of the
individual cycle, it does not present the destruction of the field or of the exchangers as
they do not have these devices.
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Fig. 2. Exergetic efficiency as a function of separation pressures.
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Fig. 3. Comparison between a) Thermal and exergetic efficiencies. b) Exergy destruction rates.

The results of the optical optimization are shown in Table 4. It is observed that a
flux of 555.40 kW/m2 is reached for a tower 44.32 m high, with a receiver 3.90 m high
by 4.99 m in diameter and a total of 417 heliostats. With these values, the configuration
of the resulting solar field is shown in Fig. 4a, where its annual optical efficiency is
observed, reaching an average value of 60.02%, with a maximum value of 87% and
a minimum value of 40.1%. One of the most important results in the design of these
fields is the flow profile or solar "spot", which is shown in Fig. 4b, and represents the
flow distribution that each one of the heliostats projects onto the surface of the receiver,
preferring that it be as uniform as possible to concentrate the energy more efficiently.
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Table 4. Solar field Optimum Values.

Parameter

Heliostats 417

Tower height 44.3 m

Receiver height 3.9 m

Receiver diameter 4.9 m

Optical efficiency 60.02%

Receiver incident flux 555.4 kW/m2

a) b)

Fig. 4. a) Optimum solar field geometry. b) Receiver flux profile

5 Conclusions

In this work, the integration of a double flash geothermal Rankine cycle with a central
tower solar field was analyzed in order to compare their performance individually and
together. The results show that assisting the geothermal system with solar energy to
superheat the inlet steam in the turbines can considerably increase power production.
Despite the fluctuation of the solar resource, the present work does not contemplate a
thermal storage system due to the large additional costs involved, since in this case,
the solar resource is used only as an auxiliary to improve performance, but its variation
is not significant as the geothermal deposit is the main source of energy. These types
of combinations are a viable alternative in the Mexican energy market, due to its high
solar incidence, as well as its location in the “Pacific ring of fire”, an area with great
geothermal activity.
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Abstract. The cavitation effect occurred during the operation of hydraulic
machinery is a widely known and thoroughly studied phenomenon. This research
work presents a case study of cavitation analysis that was conducted on the Kaplan
turbines at the Yacyretá hydropower plant. This effect was observed during sched-
uled maintenance routines of the power generating units. These turbines belonged
to the Entidad Nacional Yacyretá (EBY) [1]. The cavitation phenomenon could
cause significant damage to blades and other turbine components under certain
operating conditions [2].

Keywords: Kaplan Turbine · Cavitation · CFD Analysis · EBY

1 Introduction

Paraguay is oneof themost remarkable countries in theSouthAmerican continentwhen it
comes to clean and renewable energy generation. Paraguayan hydropower plants satisfy
the entirety of the local energy demand, as well as a significant percentage of the energy
demand in two of its neighboring countries: Argentina and Brazil. It is for this reason
that hydropower plants play an essential role in the socio economical development of
Paraguay.

The Yacyretá Hydropower Plant, also known as Entidad Binacional Yacyreta (EBY)
in Spanish, is located on the Paraná River, this is, the border between Paraguay and
Argentina. This plant counts with 20 generating units equipped with vertical axis Kaplan
turbines, and it has an average gross electricity yearly generation of 20.000 GWh.

Kaplan turbines are highly efficient axial flow turbines, and its ideal application is
in projects with a large flow volume and a small net head.

Themain advantage of Kaplan turbines, when compared to other types of turbines, is
the possibility to automatically adjusting blade attack angles, during machine operation,
to adjust to the optimal efficiency angle, in function to the energy demand.
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Cavitation has been a subject of study for decades, its effect brings erosion and
chemical corrosion on the blade surfaces and other components. This in turn decreases
efficiency and generates noise with intense vibrations [3]. These are few of the other
consequences cavitation effects may arise. Therefore, in order to obtain optimal effi-
ciency and reduce maintenance cost;, in practice, turbines are allowed to operate under
controlled cavitation conditions, in which the damage caused to the blades can be easily
repaired during scheduled maintenance operations, keeping generating units operating
as continuous as possible.

Since the turbines of this case study are not exempt from the cavitation phenomenon,
differentmanufacturer guaranteed “safe operation” points. In thiswork, these pointswere
analyzed through the use of Computational Fluid Dynamics.

2 Materials and Methods

2.1 Model and Mesh Configuration

The CAD software used to design the Kaplan turbine was Solid Edge. This model
was provided by the technical department team at the Yacyretá Hydropower Plant to
the Mechanical Engineering Department of the Faculty of Engineering at Universidad
Nacional de Asunción.

The analysis was performed by first establishing an internal flow of water in the
computational domain, which includes the turbine pre-distributor and the top region of
the draft tube, as shown in Fig. 1.

Fig. 1. Control volume adopted for the internal flow analysis. Its position in the CAD model is
outlined in red.

An academic version of the flow simulation software SolidWorks was employed
to conduct this part of the analysis. The main reason this software was chosen for the
analysis was the simplicity it offers when it comes to setting up boundary conditions.
This is useful given that technicians and engineers from the plant have expressed their
interest in testing different operating points themselves in the future once the model is
validated.

The mesh configuration was set up as a combination of two different mesh types: a
level 5 global mesh for the entire computational domain, along with a level 3 local mesh
located on the top and bottom blade surfaces.

This configuration was applied in order to obtain sufficient finite volume elements
in critical regions, like the turbine blades and rotor. This is critical to obtain a reliable
and accurate results.
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2.2 Simulation Parameters and Considerations

In order to perform as much realistic simulation as possible, real turbine operating
conditions were adopted. The applied conditions were the following:

a) The working fluid employed for the simulation was water at a temperature of 30 °C.
b) The operating points chosen for the analysis are located within the region delimited

by the enclosed polygon shown in the Prototype Collinear Hill Diagram provided by
the turbine manufacturer. This region is also known as the continuous or warranted
operation region. The diagram parameters are detailed in Fig. 2 but are presented in
dimensionless form for copyright reasons.

Fig. 2. Prototype Collinear Hill Diagram provided by the turbine manufacturer with dimension-
less parameters

c) The inlet condition is the absolute pressure of a point located on themidplane between
the pre-distributor and the turbine (Level 52 msnm), and the outlet condition is the
operating volume flow of the turbine.

d) The selected turbine operating points are detailed in Table 1. The pressure and head
valueswere obtained during on-sitemeasurements by plant personnel, and the volume
flow values were obtained from the Prototype Collinear Hill Diagram from Fig. 2.

2.3 Equations Used

In this sectionwewill detail the analytical process used to obtain the boundary conditions
for each operating point, i.e., pressures and volume flows.

Moreso, a cavitation analysis using Thoma’s cavitation coefficient is included.
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Table 1. Selected turbine operating points

Operating Point Generated Power
PG [MW]

Net Head H (mca) Flow Volume

Q =
(
m3

s

) Pre-distributor
Pressure p2[Pa]

1 75 23,27 350 404.734,39

2 120 23,04 620 404.244,07

3 128 23,01 678 404.018,53

4 135 22,99 740 403.851,82

5 145 22,987 770 403.655,69

6 155 21,90 786 403.420,42

2.3.1 Determination of the Turbine Operating Point and the Pre-distributor
Pressure

For the calculation of pressure p2 at the computational domain inlet, Bernoulli’s Eq. (1)
[3] was employed between points 1 and 2. Point 1 is located on the reservoir level of
the dam and point 2 is located on the pre-distributor midplane inside the semi-spiral
chamber.

p1
ρg

+ z1 + V1
2

2g
− Hr1−2 = p2

ρg
+ z2 + V2

2

2g
(1)

The density andwater saturation pressure employed are, respectively, 995,65 [kg/m3]
and 4.246,7 [Pa]. The acceleration of gravity at this location is of 9,7912 [m/s2].

2.3.2 Thoma’s Cavitation Coefficient

As a way to verify the accuracy of the results obtained from the CFD simulations at the
analyzed operating points, cavitation coefficients or Thoma coefficientσwere calculated.
The formula is detailed in Eq. (2) [4].

σ =
(patm−ps)

ρg − Hs

H
(2)

For the studied turbines, the suction height is the height difference between the centerline
of the impeller, located at level 48,00 msnm, and the restitution head.

The results obtained from Eq. (2) are then compared to the sigma value of the plant
σplant of the original project, equal to 0,68.

The criteria adopted for the analysis is the following: if the resulting Thoma coeffi-
cient for a specific operating point is lower than the project value σplant, this would hint
the presence of cavitation in the turbine.

The cavitation coefficients for each operating point are detailed in Table 2.
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Table 2. Cavitation coefficient at operating points

Operating Point Net Head
H

Restitution Head
NREST [msnm]

Suction Height
Hs

Thoma’s
Coefficient
σ

1 23,27 59,75 −11,75 0,870

2 23,04 59,75 −11,75 0,944

3 23,01 59,757 −11,757 0,956

4 22,99 59,749 −11,749 0,965

5 22,97 59,742 −11,742 0,979

6 22,90 59,75 −11,75 0,995

3 Results

In Fig. 3, CFD simulation results for Table 1 operating points can be observed. All
images show pressure distribution on the blades on the low-pressure side of the turbine.

Fig. 3. Pressure distribution in blades on the low-pressure side of the turbine (a) 75 MW – Point
1, (b) 120 MW – Point 2, (c) 128 MW – Point 3, (d) 135 MW – Point 4, (e) 145 MW – Point 5
and (f) 155 MW – Point 6.

All results obtained from the simulations suggest the absence of cavitation for the
points inside the safe operating zone warranted by the turbine manufacturer.

These results coincide with the estimated cavitation coefficients calculated previ-
ously.
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4 Conclusions

Through this research work the CFD results, using CAD model provided by EBY, was
validated. This model, along with the computational software Solidworks Flow Simu-
lation, showed reliable results on the study of cavitation phenomena in these turbines.
This proved to be a very useful tool for the future analysis of a wider range of turbine
operating points, especially by the power plant operators.

Furthermore, the analytical results and the results obtained through the use of CFD
simulations demonstrated that, effectively, the analyzed operating points correspond to
the safe operating points warranted by the manufacturer.
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Abstract. The global trend towards stricter vehicle emission standards requires
more knowledge about the use of renewable fuels to design strategies to reduce the
use of non-renewable fossil fuels and the environmental impacts of road transport
vehicles equipped with Diesel engines. In this study, a simple phenomenological
model with three combinedWiebe functions is used to describe the main injection
heat release rate of an unmodified heavy-duty diesel engine fueled with binary
blends of n-butanol (up to 20% by volume) with diesel fuel. Conventional diesel
was used as the reference fuel to compare combustion characteristics with the
binary blends (DBu5, DBu10 and DBu20). The results show that the apparent
heat release rate (AHRR) calculated from the model is in good agreement (RMSE
≤ 3.80 J/°CA) with the experimental values. The maximum AHRR values (J/°CA)
for the fuel blends DBu5, DBu10, DBu20 and the reference diesel were 220.7,
219.1, 211.8 and 217.7 respectively.

Keywords: Diesel/n-butanol blends · Single-zone combustion · Wiebe function

1 Introduction

The growing problems of environmental pollution and global warming have been a
concern for governments and other social institutions for the past decades. Emissions
from the transportation sector are estimated to be one of the main sources of air pollution
affecting human health and the environment [1, 2]. In addition, the global trend to adopt
stricter vehicle emission standards [3, 4] makes it necessary to consider the possibility
of using alternative environmentally friendly fuels to replace fossil diesel [5].

The use of simple combustion models, such as the Wiebe function [6], to analyze or
predict the combustion process can accelerate knowledge and help optimize engine per-
formance with alternative fuels. The diesel combustion phenomenon is usually divided
into three phases, namely, premixed combustion, diffusion combustion, and late com-
bustion phase [7]. Each of these phases has a different combustion rate, so no single
Wiebe function can be applied for the characterization of the entire combustion process
[6]. Serrano et al. [8] simulated the premixed, diffusion, and late combustion phases of
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a turbocharged diesel engine by combining three Wiebe functions. Xu et al. [9] used
the triple Wiebe function (to represent the premixed, main, and late combustion phases)
and found that the triple Wiebe function was more accurate and preferable in terms of
predicting the evolution of the mass fraction burned. A similar observation was made
by Awad et al. [10] who experimentally studied the three combustion phases of a diesel
engine fueled with diesel and biodiesel.

This study models the experimental data of an unmodified four-cylinder Diesel
engine consuming diesel/n-butanol blends using a single zone combustion model along
with the modified triple Wiebe equation.

2 Materials and Methods

2.1 Experimental Setup

The experimental setup consists of an engine (Table 1), dynamometer control unit, fuel
metering unit, eddy current dynamometer, in-cylinder pressure recording unit and data
acquisition system.

Table 1. Engine specifications.

Items Value

Engine Type Common rail turbo charged with intercooler

Number of cylinders 4 in-line

Displacement (cm3) 4462

Bore (mm) 107

Stroke (mm) 124

Compression ratio 17.3:1

Rated Power 135 kW/2300 rpm

Rated torque 700 Nm/1200–1600 rpm

After-treatment system SCR

In-cylinder pressure data acquisition was performed using a combustion analysis
system (KiBox) consisting of an AVL GH14D cylinder pressure transducer, a charge
amplifier, and a crankshaft angle adapter. Data were collected in KiBox for 100 consecu-
tive cycles with a crankshaft angle resolution of 0.1°CA. The engine was preconditioned
for 10 min following the procedure established in regulation 49 [11]. Then, it was run
for the prescribed time in mode 11 of the World Harmonized Stationary Cycle at the
speed of 1260 rpm and 50% load. All fuels were tested three times to ensure that the
results were sufficiently repeatable.
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Table 2. Physical and chemical properties of analyzed fuels.

Property Methods Diesel Butanol DBu5 DBu10 DBu20

Density (kg/m3) ASTM D 4052 844.1 813.4 841.4 840.8 838.9

Kinematic viscosity at
40 ºC (mm2/s)

ASTM D 445 2.856 2.825 2.637 2.520

Cetane number ASTM D613 51.7 50.3 49.1 46

Flash point (ºC) ASTM D93 62.5 40.5 39 37.5

Low Heating Value
(MJ/kg)

UNE 51123 43.828 35.744 43.488 43.029 42.135

C (wt.%)a 86.48 61.68 84.95 84.26 81.92

H (wt.%)a 12.83 12.33 12.57 12.73 12.57

N (wt.%)a 0.03 0.03 0.04 0.04 0.04

O (wt.%)a 0.66 25.96 2.44 2.97 5.47
aObtained from elemental analysis

2.2 Fuels

Four fuels were tested. Pure diesel (called Diesel) as reference, and three binary blends:
DBu5/10/20; with 5%, 10% and 20% n-butanol added to neat diesel (Table 2).

2.3 Wiebe Function for Combustion Model

The Wiebe function represents the evolution of the fuel burned fraction during com-
bustion phenomena [7, 10, 12]. The triple Wiebe function used in this study is
Eq. (1).

Xb(θ) =
∑3

i+1

1 + sign(θ − θi)

2
βi

{
1 − exp

[
−ai

(
θ − θi

�θ i

)mi+1
]}

(1)

where for θ > θi; sign(θ − θi) = 1, else. sign(θ − θi) = −1; θ_i= crank angle at which
ith phase of combustion starts; �θi = combustion duration of ith phase of combustion;
ai = efficiency factor for the ith phase of combustion; mi = form factor for the ith phase
of combustion; βi = total burn fraction for the ith phase of combustion.

The model approximation AHRR compared with experimentally calculated AHRR.
Equation (2) was used to predict the gross apparent heat release rate (Qch) [7, 12].

dQch

dθmodel
= dXb(θ)

dθ
mf · LHVfuel · ηcomb (2)

where Xb (θ ) is the burn fraction at a particular crank angle (θ ) predicted using triple
Wiebe function, mf is the fuel consumption per cycle (g), LHVfuel is the lower heating
value of fuel (J/g), ηcomb is the combustion efficiency [7].
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The modeled heat release rate data were used to predict in-cylinder pressure using
Eq. 3 [12] derived from the analysis of the first law of thermodynamics.

pi+i = pi +
�Qn
�θ

−
(

γ
γ−1

)
pi

�V
�θ(

1
γ−1

)
V

�θ (3)

V is the in-cylinder volume, γ is the specific heat ratio, p is the in-cylinder pressure.

3 Results and Discussion

Figure 1 shows the comparison between experimental and simulated in-cylinder pres-
sure values for diesel fuel. The combustion model was validated using the fitted Wiebe
function to estimate the heat release rate, this rate was used to predict the in-cylinder
pressure during the combustion process. The accuracy of each format of the tripleWiebe
function was evaluated using the root-mean-square error (RMSE) to compare the pre-
dicted heat release rate and in-cylinder pressure to the experimental data. The RMSE
values determined are ≤1.2 bar for all fuels. The max. in-cylinder pressure values (bar)
for fuel DBu5/10/20 and diesel were 110.2, 111.0, 112.2 and 111.1 respectively. The
max.in-cylinder temperatures (°C) were 2265, 2256, 2256 and 2262.

Fig. 1. Experimental vs. model pressure for reference diesel fuel.

The parameters of the Wiebe triple function obtained by curve fitting of the experi-
mental data on the combustion fraction are given in Table 3. The form factor values in
the first stage (m1) of combustion are significantly larger than those in the second stage
(m2) for diesel and binary blends. This is because the initial combustion is slower during
the start of combustion, while the initial combustion is faster during the second stage of
combustion, which is obvious from the nature of premixed combustion in the IC engine
[10]. Moreover, the Wiebe triple function predicted the mass fraction burned (Xb) with
good accuracy (R2 = 0.99).

Figure 2 and 3 show the Xb and AHHR profiles for all fuels, respectively. The AHRR
calculated with the model is in good agreement with the experimental AHRR (RMSE ≤
3.80 J/°CA). The low n-butanol contents in the binary mixture do not show considerable
variations in the combustion process. It is important to note that the DBu20 blend leads
to a slower initial combustion (Table 3) due to the lower CN of n-butanol.
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Table 3. Triple Wiebe function parameters.

Fuel Start of each burn
stage

Burn fraction Combustion
duration

Form factors Efficiency factors R2

θ1 θ2 θ3 β1 β2 β3 �θ1 �θ2 �θ3 m1 m2 m3 a1 a2 a3 (%)

Diesel −8.1 −0.53 12.38 0.45 0.51 0.04 14.9 43.4 67.1 1.56 0.13 1.77 4.23 4.50 2.63 99.9

Bu5D −8.1 −0.48 12.47 0.45 0.52 0.03 14.8 43.7 67.3 1.53 0.10 2.05 4.27 4.46 2.61 99.9

Bu10D −8.1 −0.43 10.01 0.49 0.48 0.03 14.6 42.7 68.4 1.62 0.17 1.72 4.36 4.59 2.48 99.9

Bu20D −8.1 −0.42 13.80 0.49 0.49 0.02 14.7 43.6 67.2 1.57 0.13 2.16 4.33 4.47 2.62 99.9

The maximum AHRR value for diesel was 217.7 J/ºCA, which decreased to
211.8 J/ºCA when adding n-butanol (DBu20 fuel blend) due to the lower calorific value
of the n-butanol blended fuel [13]. The maximum AHRR values of DBu5 (220.7 J/ºCA)
and DBu10 (219.1 J/ºCA) are slightly increased without considerable variations, due to
the proper atomization and air/fuel mixing of oxygenated fuels with n-butanol [14].

The combustion starts earlier and has a shorter ignition delay (6.1°CA) for diesel
compared to DBu20 (7.1°CA). The addition of n-butanol increases the ignition delay
from 6.1°CA to 7.1°CA. This is expected because n-butanol has a lower cetane number
than diesel [15]. With the use of DBu5 and DBu10 blends the effect on ignition delay is
less evident, with values of 6.1°CA and 6.7°CA, respectively.

Fig. 2. Experimental vs. model Burn faction (Xb) [Xb_exp – experimental burn fraction, Xb_tw
– burn fraction fitted applying triple Wiebe function, Xb_f – burn fraction of first phase, Xb_s
– burn fraction of second phase, Xb_t – burn fraction of third phase] for all fuels.
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Fig. 3. Experimental vs. model Apparent heat release rate (AHRR) [AHRR_exp – experimental
AHRR, AHRR_tw – AHRR calculated applying triple Wiebe function model] for all fuels.

4 Conclusions

The zero-combustion model using Wiebe’s triple combustion fraction predicted the
AHRR data with good accuracy for all fuels. The results show that the DBu5 and DBu10
blends did not alter the peak in-cylinder pressure and peak apparent heat release rate
(AHRR) values, while slightly decreasing the peak in-cylinder temperature, with no
significant changes in ignition delay and combustion duration. The DBu20 blend has no
relevant variations in peak in-cylinder pressure and temperature, slightly reduced peak
AHRR, also increased ignition delay and reduced combustion duration. The results may
be beneficial to promote the use of n-butanol as an alternative renewable fuel in diesel
engines to comply with emission control regulations.
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Abstract. In this work, a new optimization methodology for heat treatment fur-
naces based on the variation of the geometric distribution of the heating elements
is developed. For this, it is implemented a heat transfer model for simulating the
homogenization periods during the treatment, which leads to the appearance of
an objective function that allows simultaneously optimizing thermal homogene-
ity and heat transfer to the piece. In this way, it is possible to avoid the use of
multi-objective optimization schemes that require the use of arbitrary criteria for
the determination of an absolute optimum. Finally, the proposed methodology is
applied to a radiant tube heat treatment furnace, with which it is possible to reduce
fuel consumption by around 10% .

Keywords: Simulation · Optimization · Heat Transfer

1 Introduction

The interest in controlled atmosphere heat treatment processes is to increase energy effi-
ciency as much as possible. At first, it would seem that bringing the heating elements
closer to the part being treated would increase irradiation and thus energy efficiency.
However, the proximity of the heating elements to the treated part causes temperature
gradients, which is detrimental to thermal homogeneity and increases the total process
time. On the other hand, moving the heating elements away from the part improves
thermal homogeneity, but requires an increase in supplied power to achieve a given
heating rate. Therefore, it is necessary to find a strategy that can simultaneously satisfy
the requirements of adequate thermal homogeneity and irradiation in this type of process
[1]. In this sense, this work presents a simulation-based methodology to determine the
optimal configuration of the heating elements in controlled atmosphere heat treatment
furnaces. This methodology only applies to treatments controlled by radiation and with
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thermal homogeneity requirements, such as stress relief, annealing, tempering, or nor-
malizing in inert atmospheres. Furthermore, to facilitate the understanding of the reader,
the methodology is explained with a practical example: stress relief treatment of a real
Francis runner for hydraulic generation in a vault-type furnace heated with radiant tubes.

2 Methodology

To implement the methodology proposed in this document, it is necessary to develop a
mathematical model for the heat transfer processes that take place inside the furnace.
Additionally, since the optimization process requires multiple simulations of the heat
treatment, it is necessary to strike a balance between the detail of the thermal model and
the computational time required to solve it. As mentioned above, stress relief treatment
for a Francis runner will be studied. This process consists of three fundamental stages:
heating, holding, and cooling. During the heating period, the heating elements radiate
heat to the part so that the part increases its temperature at a specified rate until the
so-called holding temperature is reached. At this point, the holding period is given in
which the piece maintains its constant temperature for a given time. Finally, the heating
elements are turned off so that the cooling stage can take place, in which the piece
reduces its temperature to a safe value to be removed from the furnace.

Fig. 1. Diagram of the EPMvault-type controlled atmosphere heat treatment furnace. a) isometric
and b) top view.

Figure 1 shows a schematic of the controlled atmosphere treatment furnace that
includes the walls, a door, a roof, a floor, and 13 cylindrical radiant tubes. For these
elements, the energy balances must be solved, making simplifications that obey the
reality of the specific treatment process, and it is also necessary to consider the criterion
of thermal homogeneity. In this sense, the control systems of this type of furnace are
based on a set of thermocouples located at key points of the piece, between which there
must be a controlled temperature difference. Thus, if said temperature difference is below
a value �Tmax, the part is heated; however, if this value is exceeded, a homogenization
period begins in which the average temperature remains constant until the temperature
difference between the gradient measurement points reaches a value �Tmin. Therefore,
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a strategy proposed in this work consists of dividing the piece into surfaces whose
temperatures must be controlled. For the specific case of the Francis runner in this study,
a subdivision is made into 6 surfaces as shown in Fig. 2.

Fig. 2. Sectional view of the Francis runner and surfaces of interest.

The energy balance equation for each of the twelve surfaces inside the runner is
given by the following equation

ρidrAiCpi
dTi
dt

= Ft,iQ̇tubos + Ai ∗
∑12

j=1
Fij ∗

(
Jj − Ji

) − hAi(Ti − TAr) −
∑12

k=7

(Ti − Tk)

Rik
(1)

where ρi is the density, Ai is the surface area, Cpi is the heat capacity, Ti is the tempera-
ture, Fij is the view factor, J is the radiosity, h is the convective heat transfer coefficient
inside the furnace, Q̇tubos is the net power radiated by the tubes, Ft,i is the view factor
from the radiant tubes to the surface i,Rik is the thermal resistance to conduction between
two surfaces i and k of the piece. The model also considers the one-dimensional con-
duction equation inside the furnace walls, roof, door and floor, and the heat transfer by
radiation between the surfaces of walls, roof, door and floor in a similar way to Eq. (1).
Additionally, to emulate the control system of the thermal homogeneity of the furnace,
the following function will be used by sections

Ẇ =
{∑Nr

i=1 FiQ̇tubos + Q̇pérdidas si Tmax − Tmin ≤ �Tmax

Q̇pérdidas si �Tmax ≥ Tmax − Tmin ≥ �Tmin
(2)

This expression establishes that when the temperature difference between two sur-
faces does not exceed an established maximum value, the energy supplied is equal to
that required to raise the impeller temperature at the rate established by the treatment
and additionally compensate energy losses to the surroundings. On the other hand, when
the maximum temperature difference allowed between two surfaces is exceeded, the so-
called homogenization period takes place and the radiant tubes deliver only the energy
necessary to compensate the thermal losses with the environment, that is, to maintain the
average temperature constant. Finally, when a temperature difference between the two
surfaces �Tmin is reached, the heating of the part continues. Thus, it is established that
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themaximum temperature difference between any surface of the impeller and surfaces 1,
2, and 3 must not exceed 5 °C. On the other hand, the maximum temperature difference
between any surface of the impeller and surfaces 4, 5, and 6 must not exceed 10 °C. It is
worth mentioning that there are two different values of �Tmax due to the requirements
of the specific heat treatment studied in this work since depending on the zone of the
Francis runner there are different levels of risk of failure.

3 Predictions of the Heat Transfer Model

The numerical model was solved to simulate the heating of the piece during a heat
treatment cycle with an average rate of 23 °C/h until the piece reaches an average
temperature of 620 °C. Subsequently, a holding period of 12 h is carried out. Finally,
the radiant tubes are turned off so that the piece cools down by exchanging heat with the
environment. The simulations carried outwere comparedwith the predictions of a steady-
state model built with commercial finite-volume software and maximum deviations of
5% were found, with computational times up to 1000 times less for the model proposed
here, which proves that it achieves to capture the physics of the treatment process. The
parameters used during simulations are reported elsewhere [2].

Fig. 3. Predictions of power supply for different configurations.

Figure 3 shows the predicted power profiles for dimensions S of 1058 mm and
703 mm. In these curves, it can be seen that there are some abrupt drops in power, which
correspond to the periods of homogenization. However, without taking these periods
into account, the supplied power increases with time because the energy losses with
the surroundings increase with the increase in temperature. An interesting behavior that
we can observe in this figure is that for the configuration with the best irradiation (S =
703 mm), the power supply is always below that of the configuration with S= 1058 mm
for the same instant of the process (except, clearly, the periods of homogenization). This
is because a better irradiation to the piece implies a lower energy requirement to obtain
a given heating rate. However, the configuration with better irradiation requires that the
total process time be greater because more periods of homogenization are necessary.
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Consequently, the best irradiation of the part implies longer process times and lower
power supplies, which implies that there is a geometric configuration that simultaneously
allows optimal process times and power supplies. Now, if we analyze the total energy
consumed in the treatment, we have that this can be calculated from the following
expression

E =
∫ tfinal

0
Ẇ dt (3)

Based on Eq. (3), it is clear that the thermal energy consumed in the process is no
more than the area under the power curve shown in Fig. 3. In this way, we see that the
better irradiation associated with the proximity of the radiant tubes to the piece implies
a lower “height” of the polygon formed by the Power vs. time curve; however, it also
implies a “horizontal elongation” of this polygon. In this sense, it is concluded that there
must be a configuration that allows obtaining a minimum area under the curve, i.e., an
optimal value of energy consumption. In other words, the objective function is given by
the minimization of the total energy consumed:

FO = Min E (4)

The great advantage of using Eq. (4) as an objective function is that it is capable
of simultaneously taking into account the effects of irradiation and thermal gradients in
the part, which avoids the need to use two objective functions for these two variables.
Additionally, it is essential tomention that the appearance of said optimal value is mainly
due to the ability of the proposed mathematical model to reproduce the homogenization
times, which are the ones that generate the so-called “horizontal elongation” of the
Power vs. time curve. Finally, to obtain an optimal configuration of the heating elements
inside the furnace, the final step of the methodology consists in varying the location of
the radiant tubes inside the furnace until a minimum value of energy consumption is
obtained.

4 Results

To determine the optimal configuration of the heating elements, the dimensions A, B, C,
and S (see Fig. 1a) of the furnace were varied. The first dimension that was analyzed was
the separation S and, as seen in Fig. 4, a minimum consumption value appears for S =
950 mm. This same analysis can be carried out for the variation of any other level inside
the furnace. Thus, after taking 1560 view factor data by using commercial software of
finite volumes for different locations of the radiant tubes inside the furnace, it was found
that the optimal elevations of the furnace are as follows: A = 6403 mm; B = 6900 mm;
C = 2880 mm and S = 950 mm.
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Fig. 4. Effect of dimension S on energy consumption.

5 Conclusions

Anewmethodwas created to improve the design of controlled atmosphere heat treatment
furnaces. It uses a heat transfer model to emulate the temperature gradients in the piece,
resulting in minimum energy consumption without additional optimization criteria. The
proposed model was found to have deviations of only 5% compared to a commercial
finite volume model, and its computation time is 1000 times faster, making it more
practical for optimization processes. The method was applied to optimize a vault-type
furnace for a Francis turbine runner, resulting in minimum energy consumption during
treatment.
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Abstract. This work proposes the thermal sizing of a furnace, starting from a
review of the state of the art of furnaces with similar characteristics and thus
defining the general concept. Then, a transient state analytical model is developed
that allows to know the necessary power for the heating elements, the temperature
profile on the walls of the furnace, the amount of insulation needed to protect
internal components, and other related specifications. Due to the parameterization
of the model, it is possible to perform sensitivity analyses to verify the behavior
of the system with the variations of thermophysical properties of interest.

Keywords: Heat treatment furnace · modelling · heat transfer

1 Introduction

The Colombian energy matrix is mainly based on the generation in hydroelectric and
thermal power plants, for which large volume and weight turbines and parts are required.
Empresas Públicas de Medellín provides electricity in Antioquia through 25 hydroelec-
tric plants, 1 thermal power plant, and 1wind power plant. The need for thermal treatment
furnaces to repair key elements in these plants leads to a project to design a controlled
argon atmosphere thermal treatment furnace with an operating temperature of 1200 °C,
pressures from 1 × 10–4 torr to 1.2 bar, and temperature control of ±10 °C. A typical
furnace design is used for reference. This work proposes the thermal sizing of the fur-
nace through a review of similar furnaces and the development of an analytical model
to determine the power of heating elements, wall temperature profile, insulation needs,
and other specifications [1, 3]. The model also allows for sensitivity analyses to evaluate
system behavior with changes in thermophysical properties.

© The Author(s) 2023
A. Vizán Idoipe and J. C. García Prada (Eds.): IACME 2022, Proceedings of the XV Ibero-American
Congress of Mechanical Engineering, pp. 271–276, 2023.
https://doi.org/10.1007/978-3-031-38563-6_40

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-38563-6_40&domain=pdf
https://doi.org/10.1007/978-3-031-38563-6_40


272 P. Restrepo-Barrientos et al.

2 Loading Scenario

In this furnace, it is of special interest to treat and repair parts of the thermal power plants
in Antioquia-Colombia. Therefore, the main load scenario of the system corresponds to
the first stage nozzle presented in Fig. 1, this piece operates in La Sierra thermal power
plant in the department of Antioquia in Colombia where up to 460 MW of power is
produced.

Fig. 1. First stage nozzle (thermal power plant).

This piece is made of a nickel-based alloy (Inconel 625), has a diameter of 2650 mm
and a mass of 2500 kg. The treatment must be done by following heating and cooling
rates of 100 °C/h and a temperature during the holding of 1200 °Cwhile alsomaintaining
control in critical areas of the piece of ±10 °C to prevent breakages in the joint areas.

3 Thermal Modelling

3.1 Hot Chamber Radiation

Most thermal treatments in the furnace occur under vacuum conditions, where heat trans-
fer from heating elements to the load occurs mainly by radiation. A common approach in
analytical models is to treat the elements as black bodies and use the Stefan-Boltzmann
law for calculation, which is quick but not accurate enough. A radiation heat transfer
model is implemented in the hot chamber, considering view factors that represent real
thermal radiation distribution. To calculate view factors, a simplified CAD model is
entered into finite element software and calculated during the configuration phase.

Fig. 2. Simplified CAD for radiation view factors calculation.



Modeling and Simulation of Heat Transfer 273

Figure 2 shows the simplified CAD model used, which utilizes symmetry and
includes key elements and the main load scenario to reduce computational cost.

Finally, the average view factors on the surfaces of interest are obtained as shown
in Fig. 3. This graph only reflects the values obtained for the load, however, the view
factors corresponding to all the components that will be subjected to radiation within
the furnace such as the loading fixture, the covers, the cylindrical wall, and others are
obtained.

Fig. 3. Average radiation view factors in load.

3.2 Heat Transfer Across the Furnace

As previously mentioned, it is necessary to know the thermal behavior of the insulation
shell and thus make decisions regarding the components of the system [5]. To do this, a
heat transfer model by conduction through the cylindrical surface and the cover of the
furnace is proposed. A scheme that shows the layers to be modeled is presented in Fig. 4.

Fig. 4. Schematic of the furnace layers.

The analytical model has two key limitations. First, the heating element power is
a variable parameter that can be adjusted to meet the system’s heating requirements.
Second, the cooling section on the furnace’s outer layer must maintain temperatures
within acceptable limits to ensure the system’s tightness, protect control elements and
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avoid the use of special refractory materials. The equations for the system’s energy
balance and radiosity consider average temperatures for internal surfaces and the load,
with a material mesh for the insulation shell. The equations for the load’s energy balance
and the general equation for the system radiosity are presented [2, 4].

mCp
dT

dt
= QFri + Ai

∑n

j=1

(
Fij

[
Jj − Ji

])
(1)

Ji = σεiTi
4 +

∑n

j=1
FijJj(1− εi) (2)

where m is the mass of the load, Cp is the heat capacity of the piece, QFri is the product
of the power and the view factor from the heating elements to surface i, A is the area
according to the surface, and Fij[Jj − Ji] is the product of the view factor from one
surface to another and the difference of radiosity (which represents the heat emitted and
reflected), σ is the Stefan-Boltzmann constant and εi the emissivity of each surface.

4 Results

Initially, a steady-state analysis is carried out with the model already proposed and
restricting the temperature of the load to 1200 °C which corresponds to the holding
stage, with this it is possible to determine the temperature profile that the furnace will
have and the power that corresponds to 146 kW, this value refers to the power necessary
to supply the system losses in the stationary or holding stage. The behavior mentioned
can be appreciated in Fig. 5.

It can be seen in Fig. 5 that the stabilization of the system with the holding power
(steady state) is achieved in a time of around 25–30 h, this makes the heating rates
established in the furnace specifications notmet. To achieve the required rates, a transient
state analysis is carried out with the variation of the system power.

Fig. 5. Steady state temperature profile.

Tomeet the heating and cooling time requirements, an iterative analysis is performed
using the power parameter. Figure 6 shows the three stages of thermal treatment (heating,
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holding, and cooling) for key elements in the furnace, such as the heating elements,
load, insulation support (stainless steel support), and outer wall. The main advantage
of the model is its ability to evaluate the furnace’s thermal behavior over an extended
period (80 h) without extensive computing and simulation. The model provides average
temperatures, but not detailed profiles. After consolidating the model, the optimum
configuration (180 mm separation, 890 mm internal radius) is selected based on energy
efficiency.

Fig. 6. Transient state temperature profile.

Figure 7 shows the temperature profile of a simulation carried out on conventional
finite elements software with the same properties. The outer surface of the insulation
shell is 400 °C, higher than the analytical model’s result of 292 °C, due to the specific
geometries like the load columns that increase heat transfer in the outer zone. Figure 7
shows the average temperatures on the outer surface of the furnace with the same water
parameters. The blue values mostly match the analytical model. The argon inlet pipe
causes a hot zone where the water does not circulate well, but the proposed model still
offers good results for average temperatures, mass, energy balances, etc.

Fig. 7. Validation by a conventional finite elements software.
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5 Conclusions

The study develops a model for predicting the thermal behavior of a cold-wall vacuum
furnace, which has reliable results and faster computation for transient simulation. The
model enables fast parameter changes for easier system design. Although it does not
evaluate specific geometry, the results are consistent with reality and validated with
conventional software, making it useful in design.
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Abstract. To mitigate the deleterious effects of climate change, sustainable
energy technologies need to be developed and widely adopted. This study ana-
lyzes the effect of the evaporator/condenser area ratio on performance for a direct
expansion solar heat pump water heater system operating in Medellín, Colombia.
For the analysis, a dynamic simulation of the system is carried out via a numer-
ical approximation using Python with the Coolprop library. Results shows that
the evaporator area is more relevant than condenser area for the system perfor-
mance. Also, an increase in evaporator area results in a better system efficiency.
An area ratio between evaporator and condenser above 10 deteriorates the system
performance.

Keywords: Solar Energy · Water Heater · Heat Pump · Condenser Area ·
Evaporator Area

1 Introduction

Global warming is a phenomenon caused by the accumulation of greenhouse gases,
such as CO, CO2 and O2; which sufficiently increases the temperature of the Earth to
cause an imbalance in ecosystems. The generation of greenhouse gases is mostly a con-
sequence of human activities as power generation, cooling and heating and transport
[1]. In Colombia, 7% of residential energy consumption is destined to water heating [2].
Therefore, harnessing clean energy sources for the operation of heating systems with
improved efficiency could contribute to the reduction of greenhouse gas emissions. Cur-
rently one of the most efficient systems to produce thermal energy is a Direct Expansion
Solar Heat Pump Water Heater (DX - SHPWH) which has a huge potential to increase
the efficiency of heat pump systems thanks to the utilization of solar thermal energy in
the evaporator [3]. In a DX-SHPWH system, a solar collector acts as the evaporator,
absorbing the incident solar radiation and increasing the thermal energy of the refriger-
ant, which heats water in an accumulation tank as it condenses. The study carried out by
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Valencia et al. [4] reflect the benefits of the DX - SHPWH systems in reducing energy
consumption and environmental impact. In this study, results of a dynamic numerical
model indicate that a COP above 3.5 can be obtained using renewable energy sources,
exceeding the performance of traditional systems.

The study of the relationships between geometric parameters in this type of systems
is relevant to improve the performance as Ma et al. [5] reports. In this article, by means
a numerical model, the area ratio between the evaporator and the condenser of a DX-
SHPWH is analyzed in order to determine the effects on the systems performance in
terms of the COP.

2 System Description

A DX - SHPWH is a type of water heater in which water is stored in a tank and heated
using mainly solar thermal energy and thermal energy from the environment by means
of a heat pump. The system has four main elements: a compressor, a helical condenser
submerged in a water storage tank, a solar collector that acts as an evaporator and an
expansion device. A refrigerant circulates cyclically absorbing and transferring heat into
the system as it changes phase. The evaporation process occurs directly inside the solar
collector, hence, is a direct expansion system.

As shown Fig. 1, at point 1, the refrigerant in vapor phase enters the compressor,
where its temperature and pressure are increased to enter point 2 as superheated vapor.
Then the refrigerant enters the condenser and changes to liquid phase while transferring
heat to the water [6]. From point 3, the liquid flows through the expansion valve to
reach point 4 with a lower pressure and temperature. Finally, the refrigerant enters the
evaporator, where it absorbs thermal energy from the solar radiation and the surrounding
air.

Fig. 1. Thermodynamic cycle of DX - SHPWH scheme.

Equation (1) states and energy balance for the cooling system.

Q̇e + Ẇc − Q̇c = 0 (1)
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The steady-state system COP is the relation between the useful heat transfer from
the condenser and the power consumption, as expressed in Eq. 2.

COPHP = Q̇c

Ẇc
(2)

Heat transfer rates in the evaporator and condenser Q̇e Q̇c are indicated in Fig. 1,
where ṁr is the refrigerant mass flowrate and h is the refrigerant enthalpy in each point of
the cycle, The compressor power Ẇc is calculated according a characteristic polynomial
equation for the compressor selected in this work, Tecumseh Masterflux SIERRA02-
0434Y3 in termsof compressor speed (n),condensation temperature (Tc) and evaporation
temperature (Te). The equation is presented in the manufacturer’s data sheet [7] and is
solved as reported in ref. [4].

3 Mathematical Model

To estimate the different thermodynamic and heat transfer processes that occur within
the system, a pseudostationary mathematical model is used that guarantees energy con-
servation for the components of the cooling cycle assuming steady state, and updates
the temperature of the water in the tank considering a time dependent energy balance.
The model was developed with the following assumptions: i) the compressor operates at
constant speed, ii) negligible pressure drops in the heat exchangers, iii) constant pressure
in the water tank and iv) uniform temperature in the water tank.

3.1 Mathematical Model of Collector/Evaporator

In the present study, the evaporator is designed to take advantage of solar radiation
(αIT ) and convective heat transfer from the environment (ULC(Te − T∞)). The energy
absorbed by the evaporator is estimated by Eq. (3)

Q̇e = F′Ae[αIT − ULC(Te − T∞)] (3)

The efficiency factor F′ can be evaluated using the Hottel Whilliar Bliss model
proposed in [8] and shown in Eq. (4), Where F is the fin efficiency, D is the outer
diameter of the tube, and W is the pitch of the tube, Cb is bond conductance. F can be
calculated from traditional model for fins.

F′ = 1

UL

{
W

[
1

UL((W − D)F + D)
+ 1

Cb

]}−1

(4)

3.2 Mathematical Model of Helicoidal Condenser and Water Tank

To simulate the water temperature (Tw) evolution during heating, the transient energy
balance given by Eq. (5) is numerically solved. mw, Cpw, ULt , At , T∞ are, respectively,
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water mass in the tank, water specific heat, overall heat loss coefficient for the tank, tank
superficial area and ambient temperature.

Cpw
dTw

dt
mw = Q̇c − ULtAt(Tw − T∞) (5)

The heat transferred by the helical condenser Q̇c is estimated using the logarithmic
mean temperature difference ΔTlm as described in Eq. (6):

Q̇c = UCACΔTlm (6)

The global heat transfer coefficient of the condenser, UC , is calculated assuming
that the conduction resistance through the walls of the condenser pipe is negligible, as
indicated in Eq. (7)

Uc =
(

Ac,o

hc,rAc,i
+ 1

hw

)−1

(7)

The inside (hc,r) and outside (hw) convection coefficients are calculated via empirical
correlations for internal forced condensation and natural external flow in circular pipes.
Ac,o and Ac,i are the condenser internal and external areas, respectively.

4 Numerical Algorithm

Computational implementation is carried out in Python language, according to the
numerical scheme presented in [4]. In this work, the algorithm is modified by neglecting
the variable speed in the compressor to avoid possible noise in the geometrical analysis.

After varying the area ratio (AR), between the solar collector/evaporator area and
the condenser area for different geometrical configurations, results are obtained and
analyzed. The numerical algorithm runs f until the water in the tank reaches the target
temperature of 60 °C.

5 Results and Discussions

The numericalmodel is used to predict the performance of a proposedDX-SHPWHbasic
design with the characteristics listed in Table 1. The DX-SHPWH operates under local
average weather conditions, using the typical meteorological year (TMY) of Medellín
[9]. The initial AR is 15.9 where the evaporator area is 1,4 m2 and the condenser area
is 0.087 m2. Starting from the initial areas, a series of variations above and below are
made, in equal percentages, for both the evaporator and condenser areas. The variations
are made every 20% of the previous value, until obtaining 5 values above and 5 below
the initial areas, and the resulting combinations are simulated. Finally, COP for each AR
is obtained, and the results are compared.

Figure 2 shows the influence of AR on the system average COP. Each line represents
a specific value of the evaporator area while the condenser area is varied. When the AR
increases above 10, a gradual decrease of the COP is observed. The large imbalance
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Table 1. DX-SHPWH basic design for study case.

Parameter Value (SI)

Compressor reference Tecumseh Masterflux SIERRA02-0434Y3

Type of refrigerant R1234YF

External diameter of the condense tube 0.009525 m

Internal diameter of the condenser tube 0.008005 m

Tank volume 0.11 m3

Target temperature 60 °C

between the heat transfer areas increases the superheating at the compressor inlet and
causes poor heat transfer at the condenser, which is compensated with a higher con-
densing pressure. Hence, the power consumption also increases. It can also be observed
that the COP is very sensitive to changes in the evaporator area, obtaining higher COP
values when the evaporator is larger, because more energy can be absorbed from the
environment, which improves the efficiency of the system.

Fig. 2. Impact of AR on system COP for different evaporator areas. Own source.

Figure 3 shows in detail the influence of the condenser area on the average COP of
the system. Initially there is a favorable trend in the COP when the condenser area is
increased.However, a stabilization point is reachedwhere theCOPapproaches a constant
value with increasing condenser area. This shows that the condenser area has a smaller
impact on system performance in comparison to the evaporator area. A configuration
with large evaporator area and AR below 10 is advisable for good system performance.
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Fig. 3. Impact of condenser area on system COP for different evaporator areas. Own source

6 Conclusions

The proposed study demonstrates the importance of geometric parameters on the perfor-
mance of. An increase of the area of the solar collector or evaporator tends to improve
the performance because the system can more readily absorb heat from the environ-
ment. However, under a constant collector area, increasing evaporator/condenser area
ratio beyond10 causes a gradual decrease of the COP, because the condensing pressure
needs to be increased to compensate for the restricted heat transfer in the condenser. In
addition, it is observed that the COP tends to a constant value as the condenser area is
increased. Hence, after a threshold value for the condenser area the system is mainly
sensitivity to changes in the evaporator area. A system with large evaporator area and
an evaporator/condenser area ratio below 10 is recommended for good performance.
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Abstract. The cooling phase in the cycle time of the injection molding process
is currently the phase with the greatest influence on energy expenditure and sus-
tainability. Traditional designs are not capable of perform an adequate thermal
exchange between the coolant and the mold cavity, especially in parts with com-
plex geometries and deep cores. For this reason, the conformal cooling channels
provide greater flexibility to the design, achieving efficient heat exchange between
the surface and internal layers of the plastic part. The present research describes
the application of a new conformal cooling system to optimize the cooling phase
of a complex plastic part with great depth where the use of traditional cooling is
inefficient. The results of the presented research greatly improve the uniformity
of temperatures on the surface of the plastic part, reducing the cycle time by more
than 37%. These results are perfectly aligned with the objective of improving the
sustainability and efficiency of the manufacturing process.

Keywords: Conformal Cooling · Injection Molding · Sustainability · Industrial
Design

1 Introduction

The plastic injection molding process is currently one of the most widespread plastic
transformation processes worldwide due to its high productivity and its ability to man-
ufacture complex textured parts, with different colors, etc. [1]. The injection molding
process basically consists of injecting a plastic polymer at high temperature and pres-
sure inside the mold cavity [5]. Next, the molten plastic is cooled to a temperature range
capable of guaranteeing the expulsion of the part without deforming it [2]. To achieve
this cycle in the shortest possible time, a coolant is passed through a network of channels
located in both cavities of the mold, with the aim of improving the heat transfer pro-
cess and accelerating solidification of the melt polymer [3]. This manufacturing process
is cyclical and any type of optimization produces a significant impact on productivity
and from an environmental perspective, reducing energy expenditure throughout the
injection cycle [4–6].
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Cooling phase is an essential process in the molding cycle, which requires the design
and detailed analysis of the cooling channels location responsible for perform the heat
exchange process between the melt plastic and the cavity surface. During the design of
any mold, it is essential to analyze the thermal function due to the large amount of heat
received from the plasticmaterial. This heatmust be partially extracted and in aminimum
time in order to reduce the temperature of the piece below the expulsion temperature
[7, 8]. Currently, most of the mold designs include cooling systems conceived with
traditional methods, based on the CNC machining of the channels. This fact limits the
shape of the channel section, and the drawing of non-rounded corners in the layout of the
circuits [9, 10]. These restrictions largely condition the mold cooling system, directly
affecting the cooling time and the quality of the molded product. A non-uniform or
asymmetric cooling directly impacts not only the profitability of the process but also the
quality of the part, causing deformations mainly due to differential contractions, defects
in the surface finish, residual stresses, etc. [11].

In order to minimize or avoid these problems, it is possible to use technologies such
as additivemanufacturing. Thismanufacturing technology applied tomolding allows the
design and manufacture of channels adapted to the geometry of the part, maintaining a
constant distance between the contour of the cavity and channels. This fact influences the
design of both channels and layouts, obtaining optimal results both at the process level
and at the level of the finished product. Finally, these circuits require the use of additive
manufacturing technologies such as SLM or SLS, characterized by their efficiency and
versatility, being muchmore respectful of the environment than traditional technologies.
The geometry, size, and location of conformal cooling channels have a great influence
on process variables, such as the performance of the thermal exchange system and,
therefore, the total cycle time used.

The article presents the results of the application of a new conformal channel design
apply to a large and deep geometry that is difficult to cool properly. The numerical
results obtained show that the methodology used for the conformal design of the cooling
channels greatly optimizes the manufacturing process of the studied part.

2 Materials and Methods

In this section, the geometrical, functional, and manufacturing characteristics associated
with the plastic part under study are described. Technological details regarding the
selection of the plastic material for the injection molding manufacturing process and
the boundary conditions of the manufacturing process itself are also specified. Figure 1
shows the geometrical characteristics of the plastic part under study. The part has been
designed as an interior element of the “Volkswagen Golf MK7” vehicle with a double
purpose, aesthetically matching the interior of the cabin and functional as a housing
close to the driver and passenger location.

The dimensions of the study piece are 150 mm wide, 256 mm long, highlighting
its great depth of 91.5 mm. The thickness is variable, being between 3.0 and 5.0 mm.
The material selected to inject the part is ABS from the manufacturer SABIC with
the trade name “Cycolac FR23”. To cool the plastic part using traditional methods,
a 10 mm diameter channel grid has been defined in both areas of the cavities. The
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Fig. 1. Geometry of the plastic part under study and traditional cooling system design

separation distance between the part and cooling channels complies with traditional
design requirements, which is 20mm, as well as with structural safety distances between
the injection mold elements (see Fig. 1). The interior area of the part is cooled by means
of a circuit system close to its surface, trying to reproduce its shape.

In order to improve the cooling phase of the plastic part, a uniform geometric dis-
tribution of the conformal type cooling elements has been designed (see Fig. 2), which
allows them to surround the plastic part and improve the heat exchange, making it more
uniform and efficient. In this way, a network of cooling channels of the conformal type of
10 mm in diameter has been proposed, ensuring that their location covers the free spaces
between the elements of the injection mold. The location of the channels complies with
the industrial safety distance, which is 10 mm, with respect to the rest of the elements.

Fig. 2. Conformal cooling system design

3 Thermal Modeling of Numerical Simulations

After generating the 3D CAD modeling of the different cooling systems proposed, (see
Fig. 1 and Fig. 2) and, based on the results obtained, the thermal behavior and final qual-
ity obtained for the present case study are analyzed. In this way, the cooling phase of the
analyzed plastic part and, consequently, the total injection cycle has been analyzed based
on the performance of the process and the quality of the final product. The commercial
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software used to perform such numerical analyzes (CAE) is Moldex3D (version R21,
CoreTech SystemCo., Ltd., Zhubei City, Taiwan). Next, according to themethodology to
define the boundary conditions established by the numerical software, the thermal mod-
eling of the system begins with the discretization of the geometry using finite elements.
In particular, the different meshes have been generated using second-order tetrahedral
elements, together with second-order prismatic elements of the boundary layer type,
along the surface of the geometries, improving the interface between the melt plastic
flow and the surface of the cavity. Furthermore, the element size used for the defined
meshes is 0.5 mm.

Every 3D computational domain defined in numerical simulations must have an
associated material definition. The thermoplastic material considered for the part is
Cycolac FR23, the base material for the injection mold is P-20 steel (1.2709 alloy
steel) and the coolant defined is water. Finally, to complete the definition of boundary
conditions required for the simulations, the set of technological injection parameters
used during its modeling is detailed. Table 1 shows the magnitudes of the rheological,
thermal and technological variables defined to configure the numerical simulations.

Table 1. Rheological and thermal variables defined to set-up the numerical simulation.

Description Units Study case Cycolac FR 23 (ABS)

Filling, Packing and Cooling Time s 2.5 – 5.0 – 20.4

Melt, Mold, Ejection and Coolant
Temperature

°C 270.0 – 60.0 – 85.0 – 49.0

Coolant Flow Rate cm3/s 130.0

Maximum Injection and Packing
Pressure

MPa 43.5 – 40.9

4 Results

After solving the simulation through the Moldex 3D solver module, the results are
analyzed in order to:

– Analyze in detail the thermal behavior of the system through the results obtained
during the cooling phase. Finite element modeling of the plastic part and cooling
channels allows the simulation of the heat exchange between the part and the injection
mold. Factors such as the temperature of the coolant, pressure drop of the cooling
systems or the part temperature throughout the cooling phase, allow the optimization
of the parameters within the process, as well as determining the optimal cooling
system.

– Analyze the deformations of the plastic part, contemplating determinant factors in
these such as internal residual stresses accumulated during injection and during the
cooling phase. The deformations obtained from simulation can be quantified accord-
ing to determining factors such as cooling design, part design and fiber arrangement
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in case of use of loaded injection material. This analysis makes it possible to predict
the final deformation of the part and the cause of this deformation.

Thus, based on the results obtained, the present research work compares the thermal
performance of the traditional cooling system and the new proposal conformal cooling
system. Both designs have been analyzed, obtaining the conditions that determine the
final quality of the plastic part under study, as well as the performance of the cooling
system. Table 2 shows the numerical results obtained for the technological parameters:
time to reach the ejection temperature, mold temperature difference, total warpage and
thermally induced Von Misses residual stress.

Table 2. Numerical Results.

Description Units Traditional cooling
design

Conformal cooling
design

Improvements

Time to reach ejection
temperature

s 66.433 41.500 37.5%

Average mold
temperature difference

ºC 11.47 7.34 36.0%

Total Warpage mm 1.064 1.10 3.5%

Thermal residual stress MPa 16.995 12.849 24.4%

5 Conclusions

From the numerical results obtained in the thermal and rheological simulations analyzed,
it is shown that the conformal design methodology applied to the cooling channels
optimizes the manufacturing process of the part under study. In particular, the conformal
cooling design reduces the cycle time 24.933 s compared to traditional cooling system
design. Similarly, the temperature gradients analyzed at the plastic part surface indicate
greater homogeneity achievedwith the conformal cooling design and a 7.34 ºC reduction
on themold temperature differencebetween the conformal and traditional coolingdesign.
This means an optimization of 37.5% and 36.0% in both parameters respectively. In this
way, the final quality of the plastic part under study is improved by achieving a more
uniform temperaturemap, after the cooling phase, throughout the entire part and reducing
surface and mechanical defects derived from thermally induced residual stresses and
deformations. In particular, the total deformation is reduced by a magnitude of 0.02 mm.
Whereas, the thermally induced Von Mises residual stress is reduced by a magnitude
of 4.146 MPa. This supposes an optimization of 3.5% and 24.4% respectively for both
parameters.

The development of additive manufacturing technology in recent years has made
it possible to optimize the process and improve its requirements. Currently, metallic
materials have thermal and structural properties similar to the metallic materials used
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for the manufacture of plastic injection molds. Finally, it is justified that the use of
3D additive manufacturing techniques, applied to the manufacturing process through
injection molds, improves the productivity and economy of the process. Since it reduces
its cycle time, it optimizes the cooling phase of complex surfaces and improves the final
quality of plastic parts, allowing compliance with the strict functional requirements and
geometric and dimensional tolerances established for this industrial sector.
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Abstract. This paper describes the use of the “Dragging” (DF) cutting edge
preparation process with 2 grit sizes and three mixing ratios. Both the immersion
depth of the tool in the abrasive medium and the dragging duration time were
manipulated. ARepeatability and Reproducibility (R&R) analysis and edge radius
(ER) prediction were carried out using Machine Learning by Artificial Neural
Network (ANN). The results achieved were that the influencing factors on the ER
in order of importance were drag depth, drag time, mixing percentage and grain
size respectively. Furthermore, the reproduction accuracy of the ER is reliable
in comparison with traditional processes such as brushing and blasting and the
prediction accuracy of the ER of preparation with ANN was 94% showing the
effectiveness of the algorithm. Finally, it is demonstrated that DF has reliable
feasibility in the application of cutting-edge preparation on carbide tools.

Keywords: Polishing · Dragging cutting edge · Carbide tools · ANN Prediction

1 Introduction

The performance of cutting tools is directly related to the macro and micro geometry
of the tool, cutting materials and coating systems. Recent studies show that the micro
geometry of the tool has a very important influence on the cutting process [1, 2]. Fur-
thermore, extending the lifetime of the cutting edge is possible with a specific shape of
the cutting edge [3–6]. In this sense, achieving an effective geometry is the main concern
of researchers and the manufacturing industry.

There are several cutting-edge preparation processes that have evolved with the
emergence of new technologies, each of which has its advantages and limitations [2].
One process that has become relevant and very useful in recent years is the “Dragging”
or “Drag Finishing” abrasive preparation process [7, 8]. Its low cost and versatility to
work with the grinding of complex geometries are advantages that make it relevant and
useful [9]. However, in the specialized literature there is little information on theworking
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methodology, its limitations, its precision, and its influential parameters in obtaining the
cutting microgeometry. Consequently, the need to find the process parameters to find
the sharpest cutting-edge sharpness is vital.

Measurement and test results are always subject to a certain uncertainty. Tradition-
ally, accuracy, linearity and stability were characteristics considered in the evaluation of
measurement systems. However, it is now recognized that important properties such as
repeatability and reproducibility R&R need to be included in the measurement system
as an indicator of a reliable process [10, 11]. In this sense, their usefulness is relevant
for DF process evaluation [11, 12].

Due to the rise of Industry 4.0, the inclusion of Machine Learning for process moni-
toring is a field of high importance and demand in the industry. Artificial neural networks
are a type of artificial intelligence that allow the prediction of variables. Authors such
as [13, 14] used the artificial neural network model to study and predict tool wear from
machine working parameters and observed the effectiveness of the algorithms. There-
fore, seeing similarity in the investigated object of study, the neural network could predict
the evolution of cutting-edge preparation.

This work describes the use of the DF cutting edge preparation process and all its
characteristics to allow a better understanding of the process, to verify its accuracy,
reproducibility, limitations, and influential parameters applied to carbide tools with the
abrasive material Alumina (Al2O3) and Silicon Carbide (SiC) in two grain sizes.

2 Methodology

The An OTEC-DF drag finishing machine was used with abrasive grains of Silicon
Carbide (SiC) and Alumina (Al2O3) in two different sizes 24 and 46 according to the
sieve aperture given by ASTMDE 11-70 (Fig. 1a and 1b). The tool tested (Fig. 2), was a
triangular insert for turning operation without K10-Co7% Tungsten Carbide K10-Co7%
coating. The experiment consisted of varying three drag depth (ID) levels, three abrasive
mixing ratios (RM) with two grit sizes (GZ) and drag duration times (DT ) to achieve
expected edge radii ranges (Fig. 1). The variants are shown in Table 1. Subsequently, the
ER was measured using a TMAlicona InfiniteFocusG5 edge profile measuring device
with a 10X lens as well as the surface roughness with a 20X lens.

The R&R analysis was performed by measuring 24 randomly chosen parts with 3
technicians with 3 repetitions each giving a total of 72 measurements each. Finally, the
prediction of the edge radius artificial neural network ANN. The experimental data set
used for the training stage was divided by cross-validation into 80% for training and
20% for validation. It was developed with a feed-forward and backpropagation neural
scheme on the total experimental data.
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Fig. 1. Experimental scheme and description of parameters.

Table 1. Variation of factors in experimental design

Factors I II III

Abrasive type SiC Al2O3 –

Grit size [μm] Grit size [μm] 390 (A) 390+750 (AB) 750 (B)

Percentage by weight of SiC [%] 50 66 75

Dragging time [min] 10/10 15/15 20/20

Dragging depth [mm] 10 60 120

3 Results

Figure 2 shows the effect of each dragging parameter on the cutting-edge radius. All
parameters show equal incidence on the internal edge Ri as on the external edge Re.
All parameters are increasing except for the abrasive mixture percentage RM, where the
effect is intermittent. The combined effect of grit size GZ and drag depth ID causes an
increase in radius (Fig. 3). This is because face contact (drag force) increases due to
the higher pressure that the cutting edge is subjected to when it is under more abrasive
(Fig. 1). Therefore, the rapidity and severity of the cutting-edge rounding process is
directly related to DT, GZ and ID.
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Fig. 2. Effect of parameters on the cutting-edge radius ER

Fig. 3. Combined effect of grain size and drag depth on ER cutting edge radius, a) Re and b) Ri.

The roughness Ra achieved on the surface of the cutting-edge radius is uniform. But
the Rz differs in its values between the outer and inner cutting edges (Fig. 4). Rz is more
sensitive to the detection of machined surface imperfections. Therefore, it is used for
the control and monitoring of surface irregularities [15, 16]. It was found that the higher
inclusion of alumina in the mixture makes the abrasive mixture more aggressive (RM
= 50%). However, the Rz values obtained by Drag Finishing in this study are lower or
equal to those obtained in tool manufacturing by grinding operation [15, 16].

Fig. 4. Surface roughness performance as a function of drag depth (IR) and abrasive mixture ratio
(MR)..

Table 2 indicates the sources of variation of the R&R analysis of the measurement
system in obtaining the cutting-edge radius. The result of the analysis shows that the
variation of the measurement system is equal to 19.35% of the process variation. More-
over, the contribution of repeatability is higher than reproducibility, which indicates that
the system is in the marginal zone. Consequently, the acceptance is possible if the lim-
itations of the process, the importance of the application and the cost are known [17,
18].



Planetary Dragging Cutting Edge Treatment 297

Table 2. Contribution of variables in R&R analysis.

Source Standard deviation (σ) Study deviation (6 × σ) % Study deviation

Gage R&R total 1,9977 11,986 19,35

Repetibility 1,5844 9,5067 15,35

Reproducibility 1,2167 7,2999 11,78

Technical 0,2385 1,4311 2,31

Technical*Ref 1,193 7,1582 11,55

Part to part 10,1303 60,7816 98,11

Total variation 10,3254 61,9522 100

Fig. 5. ANN prediction results of cut-edge radius growth (ER).

In reference to the neural network prediction, for the algorithm validation, only
363 epochs were needed to find the best training. Meaning that the errors were no
longer reduced but stabilized. A coefficient of determination R2 of 0.943 with a standard
deviation of 0.0104 was obtained. Therefore, the prediction was continued (Fig. 5).
Finally, the average prediction error was 8.81% compared to the actual edge rounding
values.

4 Conclusions

The parameters involved in obtaining a cutting-edge radius were, in order of importance:
immersion depth, drag time, abrasive mixture percentage and abrasive size.

The difference found between Re and Ri indicates that the location and orientation of
the cutting edge when dragging in the abrasive directly influences the result. In addition,
grain mixing rate and grain size influence the surface roughness.

The dragging process allows a reduction of the roughness in terms of Ra and Rz
(average: Ra = 0.12 μm, Rz = 0.5 μm), and the edge radius reproduction is acceptable
compared to traditional processes such as brushing and blasting.

The prediction accuracy of the preparation radius with ANN was 94%, which proves
the efficiency of the algorithm.
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Abstract. In this work, an indirect approach based on acoustic emission signals
is presented to predict progressive tool wear in peripheral milling operations.
Measurements of flank wear and cutting forces are considered in order to assess
the performance of the method. The acoustic emission is found to be sensitive to
changes of tool condition and the evolution of the wear land. The latter provides
experimental evidence to support the current knowledge on tool wear estimation
towards the definition of tool-life criteria based on indirect process variables.

Keywords: flank wear · acoustic emission · cutting forces · peripheral milling

1 Introduction

Tool wear is a detrimental progressive phenomenon with negative impacts on produc-
tivity, efficiency, and safety of machining operations. Although tool wear mechanisms
are diverse, flank wear is commonly used in milling processes. It is a consequence of the
sliding contact between the flank face of the cutting edge and the newlymachined surface
of the workpiece. Flank wear can be estimated directly from geometric parameters of the
wear land [1] or by means of indirect methods based on physical magnitudes that carry
information of the development of the process [2, 3]. From the latter, the acoustic emis-
sion has been widely used for characterization of machining operations [4–7]. It has the
advantage of being a non-intrusive method which does not require major modifications
in the work area of the machine tool. Moreover, it can be recorded without interrupting
the machining process and its frequency range is less influenced by machine vibrations
or any surrounding sources. Regarding tool wear monitoring, the acoustic emission has
been object of intensive research efforts [8–12], however the evidence is not conclusive
and the methods developed are far from being implemented in practice.

In this contribution, an indirect method based on the acoustic emission signal is
presented to estimate the progressive tool wear in peripheral milling operations. The
measurement of flank wear and the cutting forces are considered in order to establish
comparisons and to perform analysis of sensitivity to changes in tool condition.
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2 Methodology

Due to causality between cutting speed and tool wear, a one-factor and two-level exper-
iment is proposed as shown in Table 1. To improve the accuracy of the observations,
four replicates were set up for each treatment. This gives a total of 8 experimental trials,
which were randomized to minimize the occurrence of systematic errors.

The experiments were performed in a Deckel Maho DMC 1035 V Eco machine
center under constant cutting conditions. They consist of a series of consecutive passes
of peripheral milling on a prismatic AISI 4340workpiecewith a cutting length of 90mm.
Each treatment starts with a fresh tool, and it ends when a predetermined level of tool
wear has been reached. A two-flute helical endmill is selected, however one of the cutting
edges is removed to avoid runout, allowing to determine the progression of tool wear
with a constant chip load.

Table 1. Experimental cutting conditions. Cutting tool: HSS helical endmill, 9mmdiameter, with
2 teeth and 30° helix angle. Nomenclature: cutting velocity Vc, spindle speed N , cutting length of
each pass Lc, axial cutting depth ap, radial cutting depth ae and feed per tooth fz .

Treatment No
(Replicate)

Vc[m/min]
(N [min−1])

Lc[mm] ap[mm] ae[mm] fz[mm/tooth]

1 (4) 33.93 (1200) 90 8 0.2 0.1

2 (4) 84.82 (3000)

Visual inspections of the tool have been conducted after each cutting pass and a com-
plete map of the cutting edge is captured by a digital microscope Dinolite AM4815ZTL.
The acoustic emission is measured by a Kistler 8152C0050500 piezoelectric transducer
coupled to a Kistler 5125C unit which provides an analog output within a frequency
range of 50 and 400 kHz. The AE sensor is rigidly mounted to a fixing plate that holds
the workpiece, providing a direct transmission path to the excitation source. The three
components of the cutting forces are measured with a dynamometric platform Kistler
9257BA connected to a Kistler 5233A1 control unit which delivers analog outputs in
a frequency range between 200 and 2000 Hz. The data acquisition system is based on
a NI PXI platform equipped with a NI PXI-6132 card to record the acoustic emission
signal with a sampling frequency of 2 MHz, and a NI PXI-4472B card dedicated to the
cutting forces at a sampling frequency of 20 kHz.

The flank wear (VB) is determined from image processing and by following the
recommendations of ISO 8688–2 [1]. The instantaneous mean and maximum values of
the flank width, thereafter referred as VBmean and VBmax, are selected as characteristic
values that represent the uniform and localized growth behavior of the wear land profile,
respectively. On the other hand, the response of the acoustic emission and cutting forces
to changes in tool condition is evaluated in terms of the peak amplitude of each cutting
cycle, giving a measure of the prominence of the signals. A moving window is used as
a data reduction method which allows to get the mean value and standard deviation of
all instantaneous values within the zone where the tool is fully engaged.
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3 Results

3.1 Flank Wear VB

Figure 1(a) shows the progression of flank wear. If the tool life criterion is set to 300µm,
one finds that tool life for the first treatment is 900 s, while for the second treatment it
reduces to 400 s. The latter confirms the relationship between toolwear and cutting speed.
Moreover, by examining the differences between the curves of VBmax and VBmean, it can
be noticed that the cutting speed might also affect the shape of the wear land profile. As
for the first treatment, both curves are found to be very close to each other, whereas in the
second treatment, these two curves change at a different rate which is a clear indication
of localized growth. This feature is also observed from the microscope images depicted
in Fig. 1(b) and Fig. 1(c).

Fig. 1. (a) Evolution of progressive flank wear over cutting time. (b) Uniform wear land profile
for Treatment No. 1 at tc = 900 s. (c) Non-uniform wear land profile with localized growth for
Treatment No. 2 at tc = 400s.

3.2 Analysis of Indirect Variables

Figure 2 shows the evolution of the mean peak value of the acoustic emission and
the cutting force Fxy. A potential model for these two magnitudes has been adjusted
to describe the trend of data points. In both cases, the amplitude of the mean peak
value increases as a function of cutting time. This confirms that these variables can be
considered as valid descriptors of the process and they can be readily applied in tool
condition monitoring.

On the other hand, if one compares the rate of change of the indirect variables and
the flank wear curves shown in Fig. 1(a), it can be noticed that the acoustic emission is
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Fig. 2. Evolution of mean peak value. (a) Acoustic emission and (b) cutting forceFxy . Data points
are marked with circles and outliers are highlighted with crosses.

Fig. 3. Evolution of the dispersion of peak value. (a) Acoustic emission and (b) cutting force Fxy .
Data points are marked with circles and outliers are highlighted with crosses.

not only more sensitive to flank wear than the cutting forces, but also it has the ability
to distinguish whether the wear land profile follows a uniform behavior or not.

Analogously, Fig. 3 shows the standard deviation of the mean peak value of the
magnitudes of interest. A potential model also has been adjusted to the experimental
data. At first glance, the evolution of the dispersion of the acoustic emission and the
cutting forces looks similar to the previous results, however, in this case the cutting
forces reveal better agreement with the behavior of the flankwear curves. Physically, this
means that a tool in good condition exhibits uniformcutting cycles,while in a degradation
state it begins to differ from the average value given by normal operation. Therefore,
the standard deviation of the mean peak value can be considered as a complementary
indicator of flank wear.

Although the mean and standard deviation of the peak value constitute suitable indi-
cators of tool wear progression, the definition of a tool life criteria based on process
variables still requires establishing a threshold value. In this regard, the waveform anal-
ysis of the instantaneous peak value allows to incorporate additional information to
strengthen the decision process. Figure 4 shows a waterfall plot of the instantaneous
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peak value of the acoustic emission signal as a function of the stationary cutting time
and the cutting pass number for Treatment No. 2. For instance, by tracking the waveform
amplitude changes between cutting passes, one can observe that the cutting tool starts to
wear out at a more accelerated rate from pass 11, which is equivalent to approximately
50% of the lifetime given by the flank wear criterion of VB = 300 µm. This might
appear as a qualitative analysis, but it opens the possibility to apply statistical methods
to extract quantitative values representative of the tool life.

Fig. 4. Evolution of instantaneous peak value of the acoustic emission for Treatment No. 2.

4 Conclusions

This work presents an indirect method to estimate tool wear in peripheral milling opera-
tions under stationary cutting conditions based on the acoustic emission and the cutting
forces. Comparisons with direct flank wear measurements confirm that cutting speed has
a strong influence in tool life and in the shape development of the wear land profile along
the cutting edge. Experimental evidence suggests that feature extraction can be used to
estimate flank wear and also to define a tool life criterion based on indirect variables of
the process.
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Abstract. This work describes a machine vision system workflow to automati-
cally estimate the broaching tool wear. The proposed system offers the possibility
to evaluate the evolution of wear under different machining conditions and to
decide when a tool should be replaced, guaranteeing the quality of the machined
part and avoiding catastrophic tool breakage. In addition, the paper discusses
the advantages of the proposed method over the traditional and widely used ISO
3685:1993 based methods, which are highly influenced by the operator. The pro-
posed method uses a novel wear area segmentation technique based on Machine
Learning artificial intelligence, generatinghighly reproducible values, saving tech-
nicians labor-intensive tasks, and obtaining values with high accuracy. The results
show a strong relationship between the values obtained by the proposed auto-
matic method and the experimental ones, with errors below 0.17% and 2.88%
corresponding to theMSE andMAE respectively.
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1 Introduction

The new idea of Industry 4.0 aims to implement all technological advances in various
fields to boost production capabilities, streamline production processes, and make it
easier for operators to do their tasks. One of the existing technologies that represents
great advantages in the automation of production processes is artificial vision based on
artificial intelligence [1].

To achieve the highest quality material cutting during the machining process, tool
integrity is essential [2]. Therefore, new manufacturing models require intelligent
machining to cope with dynamics, process variations and complexity. In this field, stud-
ies related to machining tool wear are necessary to achieve high quality parts. Various
recent studies have attempted to monitor the machining process by considering different
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information such as torque [3], vibration signals [1], acoustic signals [4] and process
images [2] to estimate tool wear. However, some studies [1, 2] point out that there is
still a lot of work to be done as estimating tool wear is a challenging task, frequently
subjective and even more complex when the tool dimensions are in the order of microm-
eters, as is the case of broaching process. Broaching is a machining process used in the
manufacture of complex shapes, both internal and external, required by many industrial
sectors such as aeronautics, automotive and marine [3]. A common application of the
broaching process is the manufacture of the aero-engine turbine discs fir trees, where
both the level of surface and dimensional integrity and the cost of manufacture are crit-
ical. Therefore, the interest and requirement for reliable control of tool integrity is of
great importance in the broaching process [2, 5, 6].

Direct measurement of flank wear in accordance with ISO 3685:1993 is a frequently
used technique for evaluating the broaching tool wear [5]. Nevertheless, this method is
laborious and subjective, as it depends on the experience of the operator performing the
measurements. However, Machine Learning ML is the basis of many recent advances
in artificial intelligence that have been developed in terms of improving evaluations
of cutting tool wear. Machine learning is a subfield of artificial intelligence that allows
machines to learn, improve and perform a specific task using process data. Thus, themain
disadvantages of manual wear measurements can be overcome byML techniques, which
generate highly reproducible values, save technicians labor-intensive tasks and canobtain
values with high accuracy.ML algorithms can be divided into three categories depending
on the learning system and the type of input data (supervised learning, unsupervised
learning, reinforcement learning). These algorithms attempt to perform two main tasks:
clustering, in which data is separated into specific classes, and regression, looking for
a trend within the data. The various methods used to achieve the different objectives
will determine the type of algorithm used, for example Support Vector Machines SVM,
Random Forest RF, k-nearest neighbors, etc. [1].

In thiswork, amachine vision systemworkflow to automatically estimate the broach-
ing tool wear is proposed. The proposed method is established on in-process images of
the tool and is based on the classification of pixels corresponding to the tool wear class.
This classification is performed by supervised learning using one of the best performing
algorithms in the field of digital image processing, Random Forest RF [1]. In the frame-
work of this study, additional tests are carried out comparing the traditionalmeasurement
results using ISO 3685:1993 with the prediction results obtained by the RF algorithm.

2 Methodology

This section describes the broaching tests carried out, as well as the wear assessment by
the traditional and the proposed ML-based machine vision method.

2.1 Broaching Test

Figure 1 shows the set-up of the method. The machined part was an Inconel 718 turbine
disc of Ø500 mm diameter and a thickness of 34 mm. The experimental set-up was
carried out on an EKIN vertical broaching machine working, Fmax = 70kN with an
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uncoated 18-tooth Tungsten Carbide (Co10%) tool of grade S10. The images of the tool
were obtained in process every 5 broaching cycles with a telecentric lens camera, LED
light source, and integrated commercial imaging software. The resolution of all images
was 1280x1024 and recorded with (.jpg) extension.

Fig. 1. Data acquisitions system architecture, a) parts and b) Measurement of flank wear under
the traditional process.

2.2 Flank Wear Measurement by ISO 3685 Method

Firstly, once all the images of each flank were captured at different slots, the flank wear
was measured in the traditional way according to the ISO 3685:1993 ISO8688-1 and
2 standards [6, 7]. Based on several studies [3, 5, 8], when machining with flat-faced
tools, flankwear (VB) or crater wear (KT ) are considered asmain tool wearmeasurement
parameters. Therefore, the procedure described in ISO 3685 (Fig. 1b) is applicable to
the broaching process for the measurement of wear on its cutting tool.

2.3 Flank Wear Prediction by Machine Vision

The process of predicting flank wear by machine vision is shown in Fig. 2. First, after
preliminary tests using a calibrated standard, the angle of image acquisition thatwasmost
representative of the actual magnitude of flank wear was determined. Then, a software
tool was developed to delimit the Region of Interest (ROI), in which the tool wear occurs,
thus avoiding undesiring effects that may lead to errors in prediction. This automated
approach, which is based on morphological procedures, was successful with all of the
test images (Fig. 2a). As the broaching tool comprises cutting-edge, 18 images were
obtained in each slot. The labelling was performed on 5% of the pixels for only three
out of the eighteen images in each pass. The pixels where classified into 5 classes (for a
multi-class classification), including wear, background, tool, drill, and chip. Thereafter,
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the attributes of the model were obtained. In this study, more than 150 digital filters were
assigned as attributes (Fig. 2a). After the attributes were obtained, the RF classification
algorithm implemented in the Scikit-learn python library, version 1.0.2 was used for
multi-classification [9]. The number of trees used in each prediction was 100. Finally,
once the RF classifier was trained, the model can be used to predict tool wear in new
images.

Fig. 2. ML- based Image processing technique for estimating tool wear

2.4 Predictive Performance

Through the comparison of a set of experimental data with the prediction results, it is
possible to estimate the performances of various types of AI algorithms, such as shallow
neural networks (SNN), deep neural networks (DNN), and Random-Forest (RF) algo-
rithms. Mean Absolute Error (MAE) andMean Squared Error (MSE) are two commonly
used comparative metrics. Thus, in the present work, bothMAE andMSE metrics were
used to evaluate the accuracy of the proposed model. Equations (1) and (2) indicate the
determination of the above metrics:
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where, yexp represents the experimental values obtained by the traditional method based
on ISO 3685:1993 and ypred the values predicted by the model.
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3 Results

Figure 3 shows the results of flank wear measurements using the traditional method
(Fig. 3a) and the proposed (Fig. 3b). Progressive wear is observed as the number of
machined grooves increases. The result is consistent with the nature of the process,
as each edge is theoretically designed to cut through more and more matter. However,
adhesion may occur at the cutting edge, increasing the cutting cross-section and thus
leading to increased flank wear (case of the cutting-edge number 9).

Fig. 3. Evolution of slot wear measurement by a) ISO method, b) Machine Learning.

By comparing both methods prediction results, anMSE of 0.17% andMSA of 2.88%
were achieved (Fig. 4a). Although noise was present in certain sets of acquired images,
the algorithm was able to classify the flank wear accurately (results in line with the ones
obtained by the traditional method (Fig. 4b), in much less time and in an automatic
way. In addition, it is observed that the flank wear and the wear area obtained by the
RF algorithm have a direct relationship which is reflected in the trend of wear progress.
Consequently, these two metrics are considered useful for assessing wear growth.

Fig. 4. Wear metrics obtained from the applied methods.
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4 Conclusions

In this paper, flank wear on tool edges in broaching operation was evaluated using two
methods: a traditional method under ISO 3685:1993 and by means of a Random Forest
(RF) machine learning algorithm. The performance of the algorithm was evaluated on
images acquired in process. The performance was determined using the MSE andMSA
indicators, resulting in 0.17% and 2.88% respectively. It is therefore concluded that the
Random Forest algorithm has potential utility for assessing flank wear development.

It is known that labelling improves the accuracy and indicators of the model. This
study concludes that with the labelling of 3 mages of the 18 that confirm the broaching
tool, a high density of labelling (5% of the pixels of the image), and with 4 different
classes is sufficient to obtain repeatable and reliable results of tool wear.

Although not demonstrated in this study, the proposed ML-based method could
be transferred to industrial environments and implemented in collaborative robots,
increasing the level of automation and monitoring of tool wear in production processes.

In the future, a comparison of the performance of the Random Forest algorithm with
other ML-based image processing algorithms will be carried out. Learning will also be
extended to other weathering phenomena, such as cratering.

Acknowledgments. This research has been funded by the group IT1573–22 of the Basque Gov-
ernment and the grant PID2019-109340RB-I00 funded by MCIN/AEI/ https://doi.org/10.13039/
501100011033 and PDC2021-121792-I00, AIMS-Opticed Elkartek project, project (QUOLINK)
Ministry of Science and Innovation 2021, and theMICINNproject PDC2021–121792-I00. Thanks
are due to the Universidad Técnica de Ambato for supporting the research.

References

1. Kim, D.-H., et al.: Smart machining process using machine learning: a review and perspective
onmachining industry. Int. J. Precis. Eng.Manuf.-GreenTechnol.5(4), 555–568 (2018). https://
doi.org/10.1007/s40684-018-0057-y

2. Fernández-Robles, L., Sánchez-González, L., Díez-González, J., Castejón-Limas, M., Pérez,
H.: Use of image processing to monitor tool wear in micro milling. Neurocomputing 452,
333–340 (2021). https://doi.org/10.1016/J.NEUCOM.2019.12.146

3. del Olmo, A., et al.: Tool wear monitoring of high-speed broaching process with carbide tools
to reduce production errors. Mech. Syst. Signal Process. 172, 109003 (2022). https://doi.org/
10.1016/J.YMSSP.2022.109003

4. Elangovan, M., Devasenapati, S.B., Sakthivel, N.R., Ramachandran, K.I.: Evaluation of expert
system for condition monitoring of a single point cutting tool using principal component
analysis and decision tree algorithm. Expert Syst. Appl. 38, 4450–4459 (2011). https://doi.org/
10.1016/J.ESWA.2010.09.116

5. ISO - ISO 3685:1993 - Tool-life testing with single-point turning tools. https://www.iso.org/
standard/9151.html. Accessed 01 June 2022

6. ISO - ISO 8688–1:1989 - Tool life testing in milling — Part 1: Face milling. https://www.iso.
org/standard/16091.html. Accessed 14 July 2022

https://doi.org/10.13039/501100011033
https://doi.org/10.1007/s40684-018-0057-y
https://doi.org/10.1016/J.NEUCOM.2019.12.146
https://doi.org/10.1016/J.YMSSP.2022.109003
https://doi.org/10.1016/J.ESWA.2010.09.116
https://www.iso.org/standard/9151.html
https://www.iso.org/standard/16091.html


312 I. Holgado et al.

7. ISO - ISO 8688–2:1989 - Tool life testing in milling — Part 2: End milling. https://www.iso.
org/standard/16092.html. Accessed 14 July 2022

8. Tool Life Testing with Single - Point Turning Tools – ASME. https://www.asme.org/codes-sta
ndards/find-codes-standards/b94-55m-tool-life-testing-single-point-turning-tools/1985/drm-
enabled-pdf. Accessed 01 June 2022

9. Scikit-learn:Machine Learning in Python. https://jmlr.csail.mit.edu/papers/v12/pedregosa11a.
html. Accessed 14 July 2022

Open Access This chapter is licensed under the terms of the Creative Commons Attribution 4.0
International License (http://creativecommons.org/licenses/by/4.0/), which permits use, sharing,
adaptation, distribution and reproduction in anymedium or format, as long as you give appropriate
credit to the original author(s) and the source, provide a link to the Creative Commons license and
indicate if changes were made.

The images or other third party material in this chapter are included in the chapter’s Creative
Commons license, unless indicated otherwise in a credit line to the material. If material is not
included in the chapter’s Creative Commons license and your intended use is not permitted by
statutory regulation or exceeds the permitted use, you will need to obtain permission directly from
the copyright holder.

https://www.iso.org/standard/16092.html
https://www.asme.org/codes-standards/find-codes-standards/b94-55m-tool-life-testing-single-point-turning-tools/1985/drm-enabled-pdf
https://jmlr.csail.mit.edu/papers/v12/pedregosa11a.html
http://creativecommons.org/licenses/by/4.0/


Influence of Material Properties in Milling
Forces of AISI 316L Obtained by L-PBF

Nicolás Díaz-Plaza De Los Reyes1 , Ricardo Alzugaray-Franz1,
Erardo Leal-Muñoz1 , Iván La Fé-Perdomo2 , Jorge Ramos-Grez2 ,

and Eduardo Diez-Cifuentes1(B)

1 Department of Mechanical Engineering, Universidad de La Frontera, Temuco, Chile
eduardo.diez@ufrontera.cl

2 Department of Mechanical and Metallurgical Engineering, Pontificia Universidad Católica de
Chile, Santiago, Chile

jramos@ing.puc.cl

Abstract. Technologies associated with additive manufacturing enabled the real-
ization of several new products, providing high flexibility to the processes and high
material usage efficiency. Furthermore, additively manufactured metals exhibit
differences in surface topography and mechanical properties, primarily due to
changes in the printing strategies and production parameters. Nowadays, post-
processing techniques are necessary to produce a quality printed metal product,
due to the high initial surface roughness that every additive specimen presents.
In this study, milling tests of additively manufactured AISI 316L workpieces
obtained under different conditions were performed to investigate the influence of
printing volumetric energy density, material density, and material ultimate tensile
strength on cutting forces. The analysis revealed an association between cutting
forces amplitude and the analyzedmaterial properties. Also, similar machinability
between the printed and the hot rolled metal was found when the density of the
material was similar.

Keywords: LPBF · AISI 316L · milling forces

1 Introduction

Stainless Steel 316L has been in the additive manufacturing industry for a long time,
being the laser powder bed fusion (L-PBF), themost commonmethod applied to printing
the material. Even so, many phenomena are yet to be investigated, especially in sub-
jects associated with postprocessing. In additive manufactured components, material
properties will notably change due to different factors, mainly, the printing parameters
and printing strategy will strongly influence the final mechanical properties and sur-
face roughness of the printed specimen. Therefore, there does not exist perfect printing
parameter combination for all the situations [1, 2]. In [3] was concluded that it can be
obtained L-PBF 316L pieces of nearly the same density that the material obtained by
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conventional methods, but with higher deformations and UTS. Although mechanical
properties of the additive material can be acceptable, in [4] pointed out that the surface
roughness of the additive 316L is extremely poor and non-acceptable, always making
necessary a postprocessing technique.

Milling of additive metals is still a field in exploration. Usually, in milling of additive
metals, axial depth of cut varies between 0.1 to 0.2 mm, and finishing machining param-
eters are used to improve surface roughness [5]. Due to the L-PBF process nature, the
printed specimen machinability will depend on the building orientation and laser scan
strategy, requiring special planification for its machining [6]. The present investigation
objective is to determine how the volumetric energy density and the material properties,
density, and ultimate tensile strength, affect the milling forces of AISI 316L specimens,
obtained by the additive process of L-PBF.

2 Methodology

2.1 Materials

The workpieces consist of a set of eight prismatic samples of AISI 316L 20x10x6 mm,
manufactured through the L-PBF process using aGeneral Electric Concept LaserMLAB
200Rmachine. Laser scanning strategy (LSS) used a 67° interlayer rotationMEANDER
pattern (Fig. 1). All the samples were obtained through a wire EDM cut from bigger
workpieces. Different mechanical properties, density and UTS, were obtained for the
samples through variations in the volumetric energy density. UTS was measured in a
INSTRON 4206 machine following ASTM E8/E8M-21 standard. Samples properties
are listed in Table 1, including the properties of a conventional 316L hot rolled sample
for further machinability comparisons. For the milling experiments, 5 mm diameter, two
flute IPFE2050–05 Korloy mills were used.

Table 1. AISI 316L Samples properties.

Sample Volumetric energy density (J/mm3) Density
(g/cm3)

UTS
(MPa)

1 166.67 7.64 616.82

2 148.15 7.60 620.39

3 100.00 7.55 578.34

4 83.33 7.49 569.08

5 95.24 7.47 543.16

6 72.92 7.41 556.29

7 66.67 7.19 470.20

8 64.81 7.17 474.25

Hot rolled – 7.85 485



Influence of Material Properties in Milling 315

2.2 Experimental Procedure

In order to measure milling forces of the 316L samples, slot milling experiments were
performed in all the samples.Milling experiments were realized on aDMGDMC1035V
Ecomachining center equipped with a KISTLER 9257BA dynamometer to measure cut-
ting forces. Cutting-edge monitoring was performed with a microscope camera Dinolite
AM4815ZTL and an acoustic emission sensor KISTLER 8152C. Force and acoustic
emission signals were sampled at 25 kHz with a NI4472B data acquisition device. The
data acquisition task was programmed in LabVIEW.

Fig. 1. Workpiece-tool orientations a) orientation 1, b) orientation 2, c) orientation 3.

Preliminary machining tests were performed to determine the best cutting param-
eters. For the milling of the samples, three different workpiece-tool orientations were
established (Fig. 1). Before the machining test, the first layer was removed to ensure a
flat workpiece surface parallel to the dynamometric platform surface. Two slots were
machined in all the samples for each orientation, widening the slots 0.2 mm each wall
to ensure that the second slot force measuring was not affected by the previous pass. For
each test, Fx and Fy force signals were measured and Fxy signal was calculated as the Fx
and Fy signals module. To avoid the effect of tool runout, the global value Fxy RMS was
calculated for each tool revolution and averaged to analyze the forces independently of
the tool runout. The signal considered 100 stationary cutting cycles, i.e., the entry and
exit of the tool were removed for computing the cycle Fxy RMS. The routine includes
the calculation of the standard deviation of the averaged value.

3 Results

The preliminary machining tests revealed that thermal effects significantly affect the
tool life when milling AISI 316L. Figure 2 shows a microscopic view of the tooltip and
the acoustic emission pattern measured during one of the milling tests. The tests did not
show a correlation between tool wear, material properties and acoustic emission. But the
cutting tool showed a short life, where material adhesion and chipping were the primary
sources of tool wear. The cutting speed was increased, and the feed rate was decreased
to facilitate heat dissipation and reduce chip load. After preliminary tests, definitive tests
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Fig. 2. Cutting tool in one of the preliminary tests a) showing adhesion of workpiece material to
cutting edge, b) wear of the tooltip and c) acoustic emission pattern.

were executed with the finishing cutting conditions: cutting speed 55 m/min, feed per
tooth 0.02 mm, and axial depth of cut of 0.5 mm.

3.1 Milling Forces

Figure 3a to 3c shows the Fxy RMS value for different material densities, UTS and
volumetric energy densities in the first workpiece-tool orientation, which exhibited the
larger force amplitudes. Figure 3dgathers the forces for the three differentworkpiece-tool
orientations. Error bars depict the standard deviation of all experiments. Some outliers
(not shown) that affected the curve fit were detected and removed using theMahalanobis
distance method. Outliers are supposed to exist due to tool wear or variations of axial
depth of cut. For the hot rolled AISI 316L specimen, a Fxy RMS value of 37.25 N was
calculated for the 100 cycles.

Fig. 3. Variation on RMS Fxy force value due to a) density b) UTS c) Volumetric energy density
d) workpiece-tool orientation.
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3.2 Material Machinability Based on Milling Forces

Based on the prior results, Fig. 4a shows the comparison of milling forces between hot
rolled AISI 316L and the first sample of the L-PBF specimens (with highest density).
Figure 4b shows the comparison of the milling forces between the hot rolled AISI 316L
specimen and sample 8 of the L-PBF specimens (with the lowest density).

Fig. 4. Relative machinability based on milling forces in the first orientation for a) sample 1 of
high-density b) sample 8 of low density, and hot rolled material.

4 Discussion

The additive 316L samples used in this study had changes in density and UTS of 6%
and 24%, respectively. Those variations in the material properties were obtained due to
changes of almost 60% in volumetric energy density used in the printing process. All
these changes resulted in variations of almost 10% in the RMS Fxy value of the milling
forces with a linear increase for the material properties, and a logarithmic growth for the
volumetric energy density. The results represent a novelty in the study of additive metal
machining.

For additive 316L samples and based on the results of Fig. 3d, the laser scanning
strategy used for the samples showed that milling with the tool parallel to the building
direction will produce slightly larger forces than produced in directions 2 and 3, where
the tool axis is perpendicular to the building direction. These results are comparable to
the ones presented by Fei et al. [6] for the Nickel Inconel 625 obtained through DMLS,
concluding that milling parallel or perpendicular to the building direction will produce
different results, and the LSS will affect the milling forces.

Figure 4 shows the machinability based on milling forces. The results indicate that
machining of the printed material is similar to the machining of the hot rolled one,
this when the density of the materials is similar. Lower milling forces are obtained when
milling a low-density specimen; therefore, bettermachinability in terms ofmilling forces
is obtained. It is important to notice that volumetric energy density and material density
are correlated, meaning that an increase in the volumetric energy density will produce
higher densities on the printedmaterial.Hence, lesser energy density consumption during
the printing process will produce lower milling forces.
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5 Conclusions

This experimental work analyzed the influence of the density and UTS of L-PBF printed
workpieces on milling forces. Results are compared to milling forces of hot-rolled AISI
316L. Results obtained in this study showed that there is no considerable difference
when machining hot rolled 316L in comparison with L-PBF 316L as long as properties
such density and UTS are similar, especially density.

Forces in milling of additive samples of 316L manufactured with L-PBF, increases
with the increment of the density and UTS material properties. The volumetric energy
density used to print the samples directly influences the mentioned properties, therefore
milling forces also increase with higher values of volumetric energy densities. A 9%
increase in the milling forces was observed for 6% changes in material density.

The Fxy RMS force analysis revealed that milling with the tool parallel to the build-
ing direction will produce up to 4% higher cutting forces than milling with the tool
perpendicular to the building direction.

Machinability of additive 316L based on milling forces, is slightly better than the
machining of the hot rolled material, when the densities are similar. Results showed that
lower densities of the printed metal are associated with lower milling forces.
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Abstract. This work aims to present a digital-twin for prediction of the mechan-
ical behavior and failure of additive manufacturing components, considering the
characteristics of heterogeneities,mainly porosities, which appear during theman-
ufacturing process. Therefore, the proposed methodology is based on the devel-
opment of a CT-based FEM model, as well as the study of different porosity
features by CT analysis and FEM modelling. Their influence on predictions is
also evaluated. To this end, tensile test specimens were manufactured by means of
L-PBF, according to ASTM E8/E8M. Afterwards, the analysis and digitalization
of each specimen were carried out using CT, followed by FEMmodelling of each
one. Finally, the results obtained by the analysis were correlated with experimen-
tal tensile tests. Taking advantage of the virtual model proposed, virtual cases
and hypothesis were also analyzed. Hence, the promising future of the proposed
methodology is highlighted.

Keywords: CT · FEM · Additive Manufacturing · Porosity

1 Introduction

Currently, lightweight and safety components are sought-after by most of technological
industries, from transport industry to healthcare applications. In this context, additive
manufacturing (AM) emerges as the most suitable manufacturing process. This is due to
the fact that AM techniques, like laser powder bed fusion (L-PBF), enable the construc-
tion of complex designs generated by the most advanced techniques such as topology
optimization. Nonetheless, L-PBF is subjected to the appearance of defects, mainly
porosity, which compromise the performance of the component. These defects result in
discontinuities, which yield stress concentrations that promote the failure of the com-
ponent driven by void growth and coalescence [1]. Thus, the characterization of these
defects, regarding features like shape, orientation or spacing, in addition to the typical
ones such as distribution, percentage and size, is essential to estimate the mechanical
behavior of the component.
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To this end, the combination of X-ray Computed Tomography (CT) [2] with Finite
Element Method (FEM) is considered as a promising strategy. Thus, the main aim of
this work is to develop a FEM model based on CT digitalization for the assessment of
porosity influence on the mechanical behavior and failure of the component.

2 Methodology

According to the previous statement, the presentedmethodology focuses on the construc-
tion of a CT-based FEM model as a digital-twin of the samples. Additionally, virtual
case studies are also modeled to analyze different load cases.

2.1 Experimental Procedure

Specimens Design. Four tensile test specimens made of Inconel 718 were designed
for the study, according to the standard ASTM E8/E8M. To analyze the influence of
different porosity features, one specimen (Specimen 1) was defined without voids while
the other ones (Specimen 2, 3 and 4) were designed with induced artificial porosity. Only
the shapes of defined voids were modified, preserving the volume of voids, location and
distribution, as shown in Fig. 1. Aspect ratio (β), defined by Eq. (1), is selected as an
indicator of the voids shape.

β = max(a, b)

c
(1)

Fig. 1. Test specimen dimensions according to ASTME8/E8M. Schematic representation of void
distribution and shape types.

Manufacturing Process. These specimens were manufactured by L-PBF, using Ren-
ishaw AM400 manufacturing system (Renishaw, Wotton-under-Edge, UK). The layer
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thickness was set at 60 μm and the laser paths were modified 67 degrees between lay-
ers. Samples were placed vertically, according to the building direction of the system.
Finally, these specimens were blasted with white corundum WSK 80.

CT Inspection Procedure. For scanning purpose, an X-ray system model X-Cube
Compact (Baker Hughes, Houston, TX, USA) was used. The scanning conditions by CT
are summarized in Table 1.

Table 1. Scanning conditions by CT.

Focal spot
size [mm]

Hardware
filters

Voltage
[kV]

Current
[mA]

Exposure
time [ms]

Projections Magnification

0.4 1mm Cu +
0.5mm Sn

195 2.2 100 750 2.231

Experimental Tensile Test. Finally, the experimental tensile tests were carried out
using the Instron 8801 system (Instron, Norwood, MA, USA). Considering ASTM
E8/E8M standards, the speed of the tests was established at 0.05 s−1.

2.2 Digital Twin

Defect Detection and Characterization by CT. The data of the scanned specimens
by CT were processed by using the specific software VGStudio MAX 3.4 (Volume
Graphics, Heidelberg, Germany). For porosity detection, VGEasyPore algorithm was
utilized. Finally, the following void features are defined for characterization: 1) Volume,
2) Projected area (XY), 3) Aspect ratio (β), which is defined by Eq. (1), 4) Gap, which
is computed as the minimum distance between surfaces of the circumscribed spheres
of the nearest detected voids, and 5) Minimum edge distance, referred to the minimum
distance between the surface of each void and the determined surface of the sample.

Modelling by FEMTechnique. The FEMmodel has been built in ABAQUS 6.14 soft-
ware. As stated above, the geometry of the model was defined by the CT digitalization.
Owing to the complexity of the geometry, an unstructured mesh was selected. In this
case, second order tetrahedral elements (C3D10M) were used to maximize the accu-
racy of the model. On the other hand, material properties were defined according to the
experimental results of the Specimen 1. The Poisson’s ratio and material density were
established at 0.29 and 8.2 g·cm−3, respectively. Fracture behavior was defined follow-
ing the ductile damage theory developed in the frame of continuum damage mechanics
[3]. This phenomenological model focuses on void nucleation, growth and coalescence.
According to this method, damage depends on stress parameters such as triaxiality,
which demonstrate the influence of the stress state. Finally, the boundary conditions
were defined according to the experimental test.
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3 Results and Discussion

3.1 CT Porosity Analysis

The results of defect detection for each as-built and fractured sample are presented
in Fig. 2. The comparison between test specimens before and after the tensile test
reveals interesting information about the detection of new defects and the growth of
those detected prior to the test. In addition, Fig. 2 reveals that both the volume growth
and the reduction of the aspect ratio (β) increase with the initial aspect ratio.

Fig. 2. CT porosity analysis of each specimen. As-built and fractured samples are displayed. Void
growth analysis of designed voids is also included.

Apart from designed porosity, this study is conditioned by the appearance of non-
intended defects in the as-built samples. The results of each porosity feature defined per
detected void are presented in Fig. 3. As shown, fracture levels are strongly dependent
on the presence and characteristics of non-defined voids. Specimens 2 and 3 demonstrate
that the fracture takes place at levels where defined voids are close to non-defined voids
with worse results. Finally, although Specimen 4 is subjected to the presence of 7 non-
defined voids, three of them are located around the same level of defined voids, where
the final failure takes place.
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Fig. 3. Analysis of the porosity features by CT of each as-built sample.

3.2 Experimental Tensile Test

The results of the experimental tensile test of each specimen are presented in Fig. 4.Neck-
ing region and final fracture exhibit the major differences between samples. Hence, ulti-
mate tensile strength and elongation at fracture are considered as the most representative
indicators of the porosity influence on the mechanical behavior.

Fig. 4. Stress-strain curves of test specimens. Ultimate tensile strength and elongation at break
results. Additionally, FEM results of each specimen according to stress triaxiality, detailing failure
onset and propagation.

3.3 Digital Twin

Virtual Tensile Tests. FEM results of each specimen according to stress triaxiality are
presented in Fig. 4, showing the detail of failure onset and propagation. As a result, it
is proven that the high stresses produced by porosity defects lead to the final fracture of
the component. Finally, the results obtained by the virtual tensile tests are summarized
in Table 2, which reveal a high accuracy with errors lower than 2.5% for the ultimate
tensile strength and 4% for the elongation at break.
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Table 2. Ultimate tensile strength and elongation at fracture obtained by virtual tensile testing.

Specimen 1 2 3 4

σUTS (MPa) 951.6 921.0 936.5 927.1

εfractura (%) 29.7 22.9 25.9 23.4

Virtual Case Studies. In order to analyze the influence of void size and shape on the
stress field, different case studies were defined according to Fig. 5. For comparison,
the solutions were computed in the elastic region. The results show that increasing the
aspect ratio produces a higher stress concentration, while increasing the size shows an
enlargement of the area of influence of the stress concentration.

Fig. 5. Analysis of the influence of void size and shape on the stress field. Representation of the
stress triaxiality (ï) in the section of interest.

4 Conclusions

The increase in volume, shape (increasing aspect ratio (β)) and projected area in a plane
normal to the loading direction, as well as the reduction of the gap between voids or
distance to the edge of the component, promote stress concentration and, thus, enhance
an increase of stress triaxiality (ï), thereby leading to final failure.

Regarding the defect evolution during the tensile test, the effect of volume growth
and reduction of the aspect ratio (β) intensifies as the initial aspect ratio (β) increases.

Finally, the proposed CT-based FEM provides well-established results to predict
ultimate tensile strength and elongation at fracture. Maximum errors of 2.5% and 4%
were reached, respectively.
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Abstract. Additive manufacturing parts often need post-treatment due to inher-
ent shortcomings, such as poor surface quality or mechanical performance. Ball
burnishing, a plastic deformation technique, can reduce these drawbacks. In this
research, a specific tool was designed, and statistical models were used to deter-
mine optimal process parameters. Flexural and fatigue tests were conducted to
assess the effects of ball burnishing on surface and dimensional quality, hardness,
and mechanical behavior. The study shows that ball burnishing can benefit cast
filament parts made of three materials and provides generalizations for its appli-
cation. This research represents a novel contribution to using ball burnishing and
highlights its advantages.

Keywords: Ball Burnishing · Additive Manufacturing · Fused Filament
Fabrication · Surface Roughness ·Mechanical performance · Fatigue Life

1 Introduction

The demand for prototypes has been overgrowing due to industries’ desire to bring
products to market as quickly as their competitors. Additive Manufacturing (AM) tech-
nologies, such as Fused Filament Fabrication (FFF), havemade this possible by enabling
the production of components previously considered unachievable or too expensive to
produce [1]. Despite the extensive potential applications of AM, it must still meet the
quality and durability standards necessary for a wide range of industrial uses [2]. Sur-
face roughness is a crucial factor affecting the products’ overall quality, including their
functionality, assembly tolerances, and fatigue resistance.

The surface roughness arises from the elliptical shape of the filament layers deposited
in a step-by-stepmanner, resulting in the “staircase effect” [3].As a result, it is essential to
undertake post-processing procedures to enhance the part’s characteristics and guarantee
its optimal performance [4]. The Ball Burnishing (BB) process is a technique classified
under Severe Plastic Deformation (SPD). It consists of an indenter’s action on the part’s
surface, which reduces irregularities and improves the surface finish. In addition, BB
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tools can be coupled to conventional manufacturing machines, thus reducing operating
costs. In metallic materials, BB parameters that influence roughness and hardness were
identified, including ball diameter, applied force, feed rate, number of passes and use of
lubricants [5, 6]. These studies demonstrate improved surface friction coefficient, wear
rate and surface hardness [7].

However, the advantages of BB on polymeric parts obtained by FFF still need to
be defined. To the authors’ knowledge, only one investigation addresses the influence
of BB on FFF parts using a conventional BB tool and PEI as base material. It reveals
improvements in fatigue life, reduction of surface roughness and improvement in impact
energy absorption [8]. This work aims to validate the BB process’s effectiveness in
improving FFF-polymeric components’ surface quality and mechanical performance.
Tough PLA, PC, and PC-ISO were tested using a state-of-the-art tool, analyzing surface
and dimensional qualities, flexural strength, and fatigue life. Results were obtained using
statistical, surface, dimensional, and microscopy image examination to determine the
effects of BB parameters. The study contributes to a better understanding of the BB
process’s potential to enhance FFF polymeric components.

2 Materials and Methods

Plates of 150 mm in length and 110× 4 mm2 cross-section were designed to determine
the range of magnitudes that enhanced surface roughness. In addition, three-point bend-
ing, and flexural fatigue specimens were fabricated. All samples have a linear infill of
±45º, solid infill and a single outer contour. All samples were obtained in XY and XZ
building orientations.

Table 1. Experimental factors and their levels.

Variable Levels

Applied Force [N] 100 200 300

Number of tool passes 1 3 5

BB was performed with a specific tool designed and manufactured for this research,
mounted on a CNCmilling machine. The spherical indenter is 10 mm diameter chrome-
hardened steel with two spherical bearing races of the same material. The plates were
fixed in an epoxy resin block, while the standardized specimens were set inside a silicone
mold to guarantee their correct position without hindering the expansion of the material.
Based on results obtained before this research, the evaluation of two statistically signif-
icant BB process parameters was determined: the applied force and the number of tool
passes. Previous works have reported the lateral path width and the tool feed rate with
minor relevance. Consequently, the values have been set to 0.32 mm and 1000 mm/min,
respectively.

A full factorial design of 32 was conducted to determine the influence of the chosen
BB parameters. The aim is to identify the factor levels that yield the best results in terms
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of surface quality. Table 1 summarizes the distribution of factors and levels in the design
of experiments. A roughness tester measured the impact on Ra and Rz roughness profiles
before and after being subjected to a BB. Dimensional analysis was performed according
to the corresponding standard [9] to determine cross-section dimension variations from
the BB process. Finally, BB’s influence on the samples’ hardness was evaluated using a
Shore D durometer following the ISO 868:2003 [10].

The mechanical behavior of each material was assessed by standardized three-point
bending and flexural fatigue tests. Three-point bending tests were conducted on speci-
mens with a cross-section of 4 × 10 mm2 and a length of 127 mm following procedure
A of ASTM D790 [11]. Fatigue tests were performed on a dynamic testing machine
with a three-point bending fixture following the ASTM D7774 [12]. Frequency and
support spacing were set at 5 Hz and 64 mm, respectively. Specimens were tested using
loads equivalent to 20%, 40%, 60%, and 80% of the maximum flexural strength of each
material and manufacturing configuration.

Fig. 1. Optical microscope images (surface and 3D texture) of pristine and ball burnished XY
and XZ samples using the optimum process parameters. The white scale mark is 300 µm.

Table 2. Optimal ball burnishing parameters resulting from the design of experiments.

Material Orientation Applied Force [N] Number of tool passes

Tough PLA XY 200 3

XZ 200 3

PC XY 300 3

XZ 300 3

PC-ISO XY 300 3

XZ 300 5
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3 Results and Discussion

3.1 Ball Burnishing Influence on Surface Roughness

Ra and Rz values were determined for each set of experiments and processed to extract
each variable’s contributions and calculated p-values. Results were considered statis-
tically significant as the p-value is lower than 0.05. The results are reflected in the
microscopy images in Fig. 1 and Table 2, where the optimum process parameters
are reported, with a better surface quality obtained in the PC-ISO XY samples with
a variation of Ra and Rz of 93% and 90%, respectively.

3.2 Dimensional Quality and Surface Hardness Assessment

Figure 2a and 2b present the width and height dimensions of the pristine and burnished
specimens. The dimensional deviation does not exceed 6.0% and 2.5% for XY and XZ,
respectively. This is because the width was increased, and the height was reduced by the
applied force, indicating densification. Still, dimensions close to the digital model can
be guaranteed, with a maximum difference of 1.25%. The dimensional variation can be
explained by the BB and printing error associated with the FFF technology.

Hardness tests on pristine and burnished specimens were conducted, and the results
are shown in Fig. 2c. The highest surface hardness was found in specimens printed
in the XZ orientation due to the contour stiffness compared to filler layers. Surface
hardness was improved in all configurations and materials for BB specimens, with an
improvement of up to 10%. This phenomenon is due to the reduction of the cross-section,
which increases the density of the samples and strengthens the layer bonds.

Fig. 2. a) and b) Width and height values of the specimens. The process was performed on both
sides using the optimum parameters. (c) Shore D hardness of the specimens.
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3.3 Mechanical Performance

The BB specimens show a higher flexural modulus, while the flexural strength remains
unchanged. Results show differences in stiffness, maximum stress, and material failure
based on the specimens’ internal structure and manufacturing orientation, highlighting
the anisotropy of the FFF. The results are presented in Fig. 3.

The increased flexural modulus of BB specimens is due to the stiffening and plas-
ticization of the outer layers. The burnishing process introduces compressive stresses,
bringing the polymer chains closer and consequently increasing binary contacts and
hardness [13]. This explains the improvement in flexural properties of the BB specimens
compared to the pristine ones. However, there is no variation in the flexural strength of
the samples. Burnishing reduces the flexural strength of XZ specimens due to the fila-
ment orientation in the outer layer, while it enhances the intra-layer bonding of the top
layer in XY specimens, leaving them unaffected.

Fig. 3. To the left, representative stress-strain curves obtained from flexural tests. To the right,
S-N R-1 curves resulting from the 3-point bending fatigue tests.

The results presented for three-point bending dynamic tests correspond to the number
of cycles in which the displacement exceeded 10%, i.e., the elastic limit, since none
of the specimens fractured before that point. Due to the differences observed in the
flexural strength of the pristine and burnished specimens during the flexural tests, the
criterion for the reference stress value in the specimens was the worst case. Therefore, all
samples were tested with the same oscillation stress, and a two-way comparison of the
results could be obtained. Improvements between 100 and 500% are observed. Based
on the results, the occurrence of compressive residual stresses in the outer layers of the
burnished specimens, together with the subsequent densification and surface hardening,
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reduces the occurrence and propagation of cracks and, therefore, is responsible for the
improvement to the dynamic response of the specimens.

4 Conclusions

The developed tool proved to work successfully on FFF parts, as demonstrated by its
performance. The results established that this post-process is effective for awide range of
thermoplastics used in FFF. The influence of force and the number of tool passes on the
surface quality of the samples was evaluated, and the best parameters were determined
for each material. Overall, the improvement in Ra and Rz for the three materials is about
80% and 77%, respectively, and the dimensional variation does not exceed the standard
deviation of the fabrication process. In addition, the densification of the outer layers
improved the surface hardness of the parts by about 10%.

Regarding the mechanical performance, the results show a discrete improvement in
flexural modulus while maintaining the same flexural strength, attributed to plasticiza-
tion, and thinning of the outer layer. However, static test results require more variability
to yield conclusive statements. Regarding fatigue behavior, the three materials substan-
tially improved the number of cycles, resulting in a two-fold increase compared to the
pristine specimens. In addition, the compaction of the layers hinders the appearance and
propagation of cracks, increasing dynamic performance.
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Abstract. This work investigates the feasibility of processing the nickel superal-
loy INCONEL 718 using Laser Metal Deposition (LMD) additive manufacturing
technology (with filament) for the processing of Friction Stir Welding (FSW)
tools. The FSW tools must have a specific design and characteristics adapted to
the material to be welded, so new fast, dynamic and cheaper manufacturing tech-
niques are required. Different heat treatments were performed to achieve optimum
properties of the manufactured IN718 compared to forged and cast IN718. The
densification analysis showed a material free of major defects and high densifica-
tion. In addition, excellent mechanical behavior was obtained, with a maximum
strength (UTS) of 1256 MPa, which is an improvement over conventional IN718
and could validate the use of LMD technology for FSW tooling.

Keywords: Laser Metal Deposition (LMD) · Inconel 718 superalloy · Friction
Stir Welding (FSW) · mechanical properties

1 Introduction

In LaserMetal Deposition (LMD) a laser source is used to create an energy beam focused
to melt the metal which is deposited through a nozzle. The deposited material could be
powder or filament and it is deposited layer by layer only in the needed areas to achieve
the final geometry of the part. Through LMD technology, medium or large preforms
and final parts may be manufactured, mainly depending on the real printing volume of
the printing equipment employed [1]. Compared to traditional repair technologies such
as TIG or WAAM welding processes, LMD allows the material deposition with the
following benefits: (i) low heat transference which means less distortion and reduced
thermal stresses on the substrate; (ii) higher material deposition rate compared to other
AM technologies, e.g. powder bed fusion [2].

The interest in the Inconel 718 (IN718) superalloy is highly increasing in additive
manufacturing (AM) due to the wide use of this kind of alloy in the aerospace sector
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or the field of repair components. The IN718 material is well known for applications
where high temperatures, excellent mechanical properties, and corrosion resistance are
required [3]. However, the presence of niobium as an alloying element in this alloy
tends to segregate, which strongly influences the precipitation of hardening phases.
Some research studies have employed different strategies to control and minimize the
niobium-enriched eutectoids in both welding and AM processes [4].

Friction Stir Welding (FSW) is a solid-state joining process [5, 6]. It uses a non-
consumable tool to join two facing workpieces without melting the workpiece material.
FSW is carried out by a rotating cylindrical tool composed of a pin and a shoulder. The
tool is inserted and moved forward between the two work pieces to join. The generated
frictional heat together with that obtained by the mechanical mixing process turns the
stirred materials to soften without melting.

Due to its high energy efficiency, environment friendly and versatility, the joining
FSW process is considered one of the most innovative developments for metal joining
within the last decades [7]. Although the FSW tool is defined as a non-consumable tool,
it can be considered when very high-resistance materials or difficult-to-weld materials
are joining. In this case, different FSW tools are needed since they are changed when are
damaged or worn. These FSW tools are also replaced when the rest of the softened mate-
rials remained adhered to the tool. Using damaged FSW tools creates a non-reproducible
join or low-quality welding [8]. The cost of these commercially available FSW tools is
around 1000 e/unit for Inconel superalloys which can limit their use.

As an alternative, in this work, the advanced metal AM LMD technology is used for
the processing of tools for an innovative joining process through FSW technology. The
material selected to be processed by LMDwas the nickel-based IN718 superalloy due to
its excellent mechanical properties. The IN718 superalloy is found in powder and wire
material, thus a wide range of technologies can be employed to process this alloy.

This research results in relevant benefits for the industry using process-energy sav-
ing, material reduction, and higher affordable FSW tools together with a faster method
of production. A high value is added to this research study through the possibility of
customization of these FSW tools by the employ of the LMD technology.

2 Experimental Procedure

2.1 Design and Manufacturing of the FSW Tools

IN718 tools for the robotic FSW process have been manufactured. The selection and
design study of the tools was performed using CATIAV5. A holistic approach to the tool
design specifically adapted to the thickness of the material to be welded and to the FSW
head was conducted. The commercial FSW spindle employed was a CYSTIR model
from CYTEC. The FSW head was placed in a KUKA robot.

The used LMD system was an M450 device with a multi-laser metal deposition
printhead (Meltio). The used process parameters were: Laser speed 450 (mm/min),
layer height 1.2 (mm), laser power 900 (W), hatching distance 1 (mm), current 2 (A)
and gas flow 10 (L/min). These optimized parameters were defined in a previous work.

TheNipponGases (NIPPONM-218) Inconel 718 superalloy wirematerial was used.
Its chemical composition (in wt. %) was: C (0.05), Mn (0.2), Si (0.2), Cr (19), Mo (3),
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Fe (20), Ti (0.9), Al (0.5), Nb+Ta (5.2), Ni (balance). The FSW tool was designed for its
manufacturing by the M450 LMD technology. A machining post-process was needed
to achieve its final geometry (Fig. 1). Before the machining process, the tools were
separated from the build plate and thermally treated.

Fig. 1. a) 3D-model of the FSW tool, and b) IN718 FSW tool manufactured by LMD.

2.2 Heat Treatments

To find the optimum heat treatment for the material, four blocks of dimensions 120 mm
× 25 mm × 50 mm were manufactured in the IN718 material. The heat treatments per-
formed consisted of TT1-initial heat treatment for stress relief and TT2-additional heat
treatment for ageing. Of the four blocks manufactured by LMD, two of them underwent
TT1 and the other two underwent TT1+TT2. Details are shown in Table 1.

Table 1. Heat treatment conditions of the IN718 specimens manufactured by LMD.

Heat treatments for the material IN718 processed by LMD-wire

Procedure Time (h)

PHASE 1 (TT1) Heat to 980 ºC 1

Hold at 980 ºC 1

Cooling with argon up to 100 ºC –

PHASE 2 (TT2) Heating from 100 ºC to 720 ºC 2

Hold at 720 ºC 8

Cool to 620 ºC 1h 50 min

Hold at 620ºC 8

Cooling with argon to room temperature –

2.3 Characterization of the Manufactured Material

The material was characterized by optical microscopy (OM) to obtain the level of densi-
fication/porosity and the quality of the manufactured tool. A statistical study of defects
and densification value was determined. Image analysis was carried out using ImageJ
software and the mean value represented corresponds to the analysis of four images
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for each manufacturing plane. IN718 tensile samples were machined from the origi-
nal blocks for mechanical characterization in the different heat treatment states. The
mechanical anisotropy between the XY plane (direction parallel to the material deposi-
tion) and XZ plane (direction parallel to the manufacturing direction) was considered,
therefore tensile specimens were obtained in the two different directions for complete
characterization. Cylindrical specimens of 5 mm diameter × 32 mm length were tested
in an INSTRON universal tester at room temperature (ISO 6892-1:2020B).

3 Results and Discussion

Figure 2 shows the optical microscopy (OM) images of the IN718 material fabricated by
LMDwith TT1+TT2 heat treatment in both planes XY and XZ. In general, high densifi-
cation has been obtained in the analysed samples, however small defects associated with
the AM process itself have been found. Small circular pores could be distinguished,
which are usually associated with gas bubbles trapped during the process. Irregular
defects were also observed, which may be evidence of certain points with a lack of
fusion in some regions. However, the overall densification is above 99%. The values
obtained are 99.30% ± 0.28 for the XY plane and 99.03% ± 0.24 for the XZ plane.

Fig. 2. OM images of the IN718 material processed by LMD after stress relief heat treatment-
ageing. Densification of the material obtained in a) XY and b) Z.

Table 2 shows the results of the mechanical properties of the material manufactured
byLMD. It shows the average values obtained in the different tensile tests performed. The
IN718 material manufactured by LMDwas submitted to different heat treatments (TT1-
stress relieved andTT1+TT2-stress relieved+ ageing) for theXYandXZmanufacturing
planes. Table 2 also shows the reference values for forged and cast IN718.

In both planes,XYandXZ, goodmechanical properties: tensile strength (UTS), yield
strength (yield) and elongation; were observed for the LMD manufactured material.

Comparing the results of the mechanical tests between the different heat treatments,
it has been observed that the combination of TT1+TT2 significantly improves the UTS
and yield compared to TT1 performed individually. This behaviour has also been found
by other authors [9]. The values compared were those obtained for the same plane, XY
or XZ. The UTS values indicate an increase of 23.6% and 30.6% for the XY and XZ
planes, respectively, for the IN718 with TT1+TT2 compared to TT1.

In the XY plane, a yield increase from 631 MPa to 980 MPa was identified. After
the combination of TT1+TT2, the strength increased up to 55.3%. The elongation, how-
ever, is slightly higher for the material with the TT1 treatment compared to TT1+TT2.
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Table 2. Tensile mechanical properties of the IN718 material manufactured by LMD with
different heat treatments and their comparison with the standards.

Manufacture Method Mechanical tests

Tensile strength – UTS-
(MPa)

Yield strength – Yield-
(MPa)

Elongation (%)

Forging (AMS 5662)* 1241 1034 10

Casting (AMS 5383)* 802 758 5

LMD + Stress relieved
TT1 (XY)

1016 (± 28) 660 (± 10) 18 (± 6)

LMD + Stress relieved
TT1 (XZ)

925 (± 86) 631 (± 2) 15 (± 2)

LMD + Stress relieved
+ Aging TT1+TT2
(XY)

1256 (± 11) 1025 (± 7) 11 (± 1)

LMD + Stress relieved
+ Aging TT1+TT2
(XZ)

1208 (± 49) 980 (± 2) 10 (± 5)

Values of 18% and 15%were obtained in the TT1 treatment, for the TT1+TT2 treatment
which showed elongations of between 11% and 10%, in XY andXZ planes, respectively.
One possible reason could be the extra hardening process induced with heat treatment
TT1+TT2 for TT1. Inmetals, it is known that an increase in the strength (UTS and yield),
directly related to microstructure, causes a decrease in ductility. Because of the deforma-
tion mechanisms operating during deformation, which dependent on grain size, solutes
and distance between precipitates. This behaviour was already noted in the Selective
Laser Melting (SLM) for the same alloy (IN718) [10].

TT1 stress relieving provides reasonable UTS properties with exceptional ductility
values for this material as well as a lower yield value compared to the reference values.
The TT1+TT2 treatment increased the strength from 20% to 50% with excellent UTS
and yield properties, maintaining a similar ductility to the forging values. Elongation
was higher than 10% in all the conditions. This means that the LMD process for IN718
retains or improves the reference values, as also was found in similar studies [9, 11].

Regarding XY and XZ building directions, UTS and yield values were higher in the
XY plane. For the optimized heat treatment (TT1+TT2), the average strength of UTS
and yield was about 4% higher in the XY plane compared to the XZ plane. The ductility
was very similar between the two build directions, indicating that the anisotropy did not
have a relevant impact on this LMD-processed material. This anisotropy in mechanical
properties between the different XY and XZ build planes relates to the AM process, due
to the layer by layer deposition, thermal and microstructural gradients are created. This
is fundamental for the optimization of the processing by AM [12].

In general, the IN718 alloy manufactured by LMD presented mechanical properties
equal to or better than the standard forging values and far superior to those of the as-cast
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alloy, especially for the LMD-manufactured and TT1+TT2 heat-treated material. The
ductility was equal or improved depending on the case. With these results, the LMDAM
technology with wire material has been validated for this application.

Fig. 3. Robotic FSW lab at Cetemet. a) The machined IN718 tool, b) the tool inserted in the
holder, c) the tool holder with the spindle and d) the Robot positioned for FW.

The LMD-manufactured and machined IN718 tool was installed in the tool holder to
be used in the robotic FSW application. The spindle, tool holder and tool were installed
on the heavy-duty robot located at the facilities of Cetemet in Spain (Fig. 3).

4 Conclusions

The nickel-based IN178 superalloy was successfully additively manufactured by Laser
Metal Deposition (LMD) technology for Robotic Friction Stir Welding (RFSW).

The LMD process parameters allowed good overall material properties. The densi-
fication of the processed material was above 99%. It was 99.30% ± 0.28 and 99.03%
± 0.24 for the XY and XZ build planes, respectively. The mechanical properties of
the manufactured and heat-treated material were even higher than the standard IN718
forged alloy. An average maximum strength (UTS) of 1256 MPa was achieved in the
XY plane. The ductility values were the same or slightly higher compared to the stan-
dard values of IN718. The TT1+TT2 (stress relieving-ageing) heat treatment for IN178
highly improved the mechanical behavior. The yield strength increased up to 55.3%.

The use of the LMD processing has allowed: a) cost reduction of the FSW tool,
b) decrease of the whole manufacturing time, including processing and machining,
c) reduction of the lead time from weeks/months to hours/days, d) the dynamic tool
customization to fit specific welding needs by only re-designing and 3D printing.
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Abstract. This study deals with a novel post-process for polymeric components
obtained by FFF based on the combination of annealing at controlled tempera-
tures and isostatic vacuum pressing. The experimental development based on the
Response Surface Methodology (RSM) allowed us to define an optimal combi-
nation of process parameters. The experimental results confirm the enhancement
for different printing orientations showing a significantly improved intralayer and
interlayer adhesion and demonstrating the capability of the proposed method to
reduce the anisotropy of the treated parts, which can be extrapolated to other FFF
polymers.

Keywords: Additive manufacturing · Fused filament fabrication · Thermal
annealing ·Mechanical performance

1 Introduction

Fused Filament Fabrication (FFF) is an Additive Manufacturing (AM) technology that
still presents certain limitations limiting its industry consolidation. Two examples are the
mechanical performance,which is affectedby the anisotropyderived from the technology
and the poor surface quality, influenced by interlayer and interfilament bonding [1].
However, post-treatments can address these drawbacks [2, 3], such as thermal annealing
[4–6] or other post-processes capable of decreasing the characteristic surface roughness
and improving part performance [7, 8].

This research aims to provide experimental evidence on the benefits of thermal
post-processing of FFF polymers, aimed at improving the bond strength between fila-
ments, thus reducing the mechanical anisotropy through a densification process while
introducing an improvement in the surface quality of the components.

In this work, the high-performance polyetherimide PEI Ultem 9085 is used. Ultem
9085 is an advanced polymer used in the aerospace and automotive industries due to its
outstanding strength-to-weight ratio and FST (flame retardant, low smoke, and toxicity).
This research provides a new high-temperature thermal annealing approach, carried out
in a pressurised environment, to treat Ultem PEI parts obtained by AM.
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2 Methodology

The present study is an iterative process to improve printed parts’ mechanical proper-
ties and anisotropy. First, specimens were fabricated in the XY and XZ direction and
heat treated with and without vacuum, according to an initial experimental Doehlert
matrix. Then, dimensional changes and mechanical properties were evaluated, and the
pressurised environment was fixed for the second iteration until an optimum point was
obtained. Finally, the results of both orientations are compared to evaluate the reduction
of anisotropy and the improvement in mechanical performance.

ASTM D790 bending specimens (4 × 10 × 127 mm) were fabricated on a Fortus
400mc industrial printer usingUltem9085. The printing parameterswere a layerwidth of
0.254mm, solid infill arranged at±45°with a single contour, and a printing temperatures
chamber of 195 °C andmaterial extrusion of 380 °C. Samples were printed in theXY and
the XZ orientation (worst-case condition). Post-treatment was carried out in a thermal
chamber TH2700. To study the combined effect of heat treatment with vacuum pressure,
some specimenswere introduced into a polyamide vacuum bagwith a valve connected to
a 0.1 MPa vacuum device. The thermal process was done in three stages: initial heating
(at a constant rate of 5 °C-min−1), maintenance at the target temperature (according
to DoE times) and cooling (gradual in the chamber itself). The mechanical testing was
done on a Zwick Roell Z030 universal testing machine with a three-point bending test
setup according to ASTM D790.

TheResponse SurfaceMethodology (RSM)was chosen to determine the significance
of the results. Specifically, the Doehlert Design (DD) matrix was used to minimise the
number of experiments, detect the lack of fit of the model and create sequential designs.
For the factors (pressure and temperature) optimisation, the coded matrix (see Table 1)
was used, obtaining seven equispaced experiences in the experimental domain in the form
of a regular hexagon with a central point (Fig. 1). The process temperature was chosen
as variable x1 (175 to 201 °C), and the time the specimen was kept at that temperature
as x2 (0.5 to 3.4 h). The second DD variables were x1 (191 to 205 °C) and x2 (3 to 6 h).
The experimental matrix was obtained by converting the values of the coded variables
into uncoded values using Eq. 1:

Vreal = Lupp + Llow
2

+ Lupp + Llow
2

· Vcodif (1)

The presence of a pressurized environment was considered a categorical factor (not
contemplated in the Doehlert matrices), so the matrix experiments were performed in
duplicate: under atmospheric pressure and in a pressurized environment. Three response
factors related to the flexural mechanical behaviour were selected to investigate the
adequacy of the process and carry out the optimization: Eflex, σmax and ε(σmax). The
statistical analysis of the results was carried out with Minitab software.
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Table 1. Coded Doehlert matrix for two factors.

ID 1 2 3 4 5 6 7

x1 −1 −0.5 0.5 1 0.5 −0.5 0

x2 0 0.866 0.866 0 −0.866 −0.866 0

Fig. 1. Graphical representation of the first (left) and second (right) Doehlert design.

3 Results and Discussion

Table 2 shows the average results obtained in the three-point bending tests after heat
treatment of the ZX specimens, according to the first Doehlert design. Apparent dif-
ferences were observed between the flexural modulus of the specimens treated in a
pressurised environment (ID 1–7) to those treated under atmospheric pressure (ID 1*–
7*). It should also be noted that the specimens with improved strength (3–5, 7, 4* and
5*) are also more ductile, i.e., indicating a decrease in possible printing defects. Statis-
tical analysis established that the optimum process conditions were 201 °C and 3.2 h
under a pressurised environment. These values are at one extreme of the experimental
domain, indicating that moving it towards the optimum point is necessary while keeping
a pressurised environment in the new iteration.

Table 2. Results matrix first Doehlert. The asterisk refers to tests under atmospheric pressure.

ID Eflex [MPa] σmax [MPa] ε(σmax) [%] ID Eflex [MPa] σmax [MPa] ε(σmax) [%]

1 1927 ± 112 63 ± 1 3.3 ± 0.1 1* 1936 ± 2 62 ± 2 3.3 ± 0.1

2 2153 ± 47 69 ± 4 3.6 ± 0.2 2* 1924 ± 35 65 ± 1 3.5 ± 0.1

3 2250 ± 35 98 ± 4 4.6 ± 0.4 3* 1885 ± 24 68 ± 2 3.8 ± 0.0

4 2306 ± 48 108 ± 1 5.6 ± 0.1 4* 1889 ± 136 86 ± 2 5.3 ± 0.4

5 2310 ± 148 85 ± 4 4.0 ± 0.3 5* 1908 ± 54 78 ± 4 4.8 ± 0.6

6 1872 ± 124 67 ± 3 3.5 ± 0.1 6* 1919 ± 32 64 ± 2 3.5 ± 0.0

7 1980 ± 45 78 ± 0 3.9 ± 0.1 7* 1979 ± 36 69 ± 0 3.8 ± 0.0
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Figure 2 shows the results of dimensional changes caused by heat treatment of ZX
and XY specimens in percentage variation. The diagram of the specimens qualitatively
indicates the increase or decrease in dimension according to the direction of the arrows.
The differences between the XY specimens treated at atmospheric pressure are generally
more significant than those of the ZX specimens. This conclusion agrees with that
postulated by Zhang et al. [9]. By allowing thermal relaxation, residual stresses on faces
perpendicular to the printing direction are relieved, thus increasing the dimension. Post-
treatments performed in a pressurized environment show not only that the dimensional
changes are minor but also that there is a compaction of the specimen as the decrease in
the height dimension is not compensated by an increase in the rest of the dimensions.

Fig. 2. Percentage dimensional changes of ZX (left) and XY (right) specimens after heat
treatment.
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The second experimental domain is shown in Fig. 1 (right). Table 3 collects the
mean values of the bending test results, showing an apparent increase in all mechanical
properties compared to the results of the first experimental matrix. However, differences
between the values are minor, indicating a stabilization in the improvements produced
by post-processing. Particularly relevant is the increase in the strain at maximum stress,
attributed to increased cohesion between the layers.

Statistical processing of the results established that a vacuum pressure post-treatment
at 201 °C for 4.4 h could provide optimum mechanical properties. This point’s mechan-
ical property prediction intervals were calculated, and the corresponding confirmatory
experiments were carried out. The values ofEflex, σmax and ε(σmax) obtained with a 95%
prediction interval were 2359 ± 204 MPa, 117 ± 9 MPa, and 7.2 ± 1%, respectively.
Looking at those intervals, it can be seen that, except for experimental points 3, 8, and 9,
all other points of the second iteration have resulted in optimal. Thus, rather than a single
optimum point, an optimum zone comprised of heat and vacuum pressure treatments
ranging from 198 °C for 3.2 h to 204 °C for 5.8 h has been reached.

Table 3. Results matrix of the second Doehlert design.

ID Eflex [MPa] σmax [MPa] ε (σmax) [%]

3 2250 ± 35 98 ± 4 4.6 ± 0.4

8 2278 ± 20 93 ± 7 4.3 ± 0.4

9 2300 ± 25 108 ± 0 5.6 ± 0.0

10 2267 ± 69 117 ± 1 7.4 ± 0.0

11 2240 ± 120 118 ± 1 7.7 ± 0.3

12 2444 ± 95 116 ± 3 7.0 ± 0.6

13 2361 ± 18 114 ± 2 6.7 ± 0.2

Finally, Table 4 collects the results of ZX and XY specimens treated under the
optimum conditions. The improvements for the XY specimens are less pronounced, as
expected. The most notable improvements are found at bending stress (75% increase in
ZX specimens) and maximum strain (83% increase in ZX specimens). Figure 3 (left)
depicts the differences between the stress-strain curves of both cases. Comparing ZX
and XY orientations, the differences are reduced to 1% and 23%, respectively, indicating
the suitability of the treatment. The 3D profile in Fig. 3 (right) also shows a much flatter
surface after treatment. This is due to the combined effect of temperature and vacuum
pressure, which shifts the softened material from the peaks to the valleys (filament
bonding). On average, ZX samples have decreased their Ra and Rz by 90%, while XY
samples have decreased their Ra and Rz by 50%. The dimensional changes suffered by
the specimens treated with the optimum conditions were not more significant than a 4%
decrease in height, the changes in the other two dimensions being negligible.



346 G. Gómez-Gras et al.

Table 4. Results of untreated and treated samples under the optimum process conditions.

Sample Eflex [MPa] σmax [MPa] ε (σmax) [%] Ra [µm] Rz [µm]

ZX untreated 1909 ± 70 64 ± 5 3.5 ± 0.3 17.27 ± 0.26 71.06 ± 1.53

ZX treated 2310 ± 49 112 ± 2 6.3 ± 0.5 1.18 ± 0.25 6.30 ± 1.24

Differences ZX +21% +75% +83% −93% −91%

XY untreated 1923 ± 90 85 ± 3 7.6 ± 0.3 16.07 ± 1.39 75.37 ± 4.77

XY treated 2104 ± 21 113 ± 0 7.8 ± 0.0 6.77 ± 0.99 45.20 ± 5.09

Differences XY +9% +34% +3% −59% −40%

Initial anisotropy 1% 33% 120%

Final anisotropy 9% 1% 23%

4 Conclusions

This research demonstrates the feasibility of post-processingUltem9085 parts fabricated
by FFF to improve their mechanical performance and the quality of inter-layer and
intralayer bonds. The main conclusions can be summarized as follows:

• Dimensions of faces perpendicular to the fabrication direction tend to increase when
heat is treated under atmos. Pressure. When using isostatic pressure, these changes
are minimized, and specimens are compacted, i.e., densified.

• The response surfacemethodology has proven to be suitable for evaluating the change
in properties of the treated specimens and finding an optimum zone.

• Experimental results confirm that the optimum point (201 °C for 4.4 h with pressure)
is within the prediction range of the statistical method.

• The treatment has strengthened the intra- and interlayer bonds.

Fig. 3. Comparison of the results of the optimum point with respect to the pristine case in terms
of mechanical performance (stress-strain curves) and surface quality (profiles).
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• The specimens fabricated in both directions using the optimal process parameters
show a significant reduction of mechanical anisotropy, which is one of the main
challenges for the industrial consolidation of this technology.
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Abstract. Micromachining combines a series of material removal processes that
give flexibility and efficiency while manufacturing microcomponents in a wide
range of materials, and geometries. On the micro-scale, some challenges must
be addressed due to size effects, vibrations, tool rigidity, and others. Therefore,
often process parameters tend to be very conservative and may not achieve the
expected performance level. This study proposes an integral methodology for
optimal parameter selection, being applied in the Titanium micromilling. The
results show that it is possible to optimize the process parameters with a hybrid
strategy with efficient use of time and resources.

Keywords: Micromanufacturing ·Microcutting ·Methodology · Optimization ·
Micromilling

1 Introduction

Miniaturization capability has been considered as a significant indicator of technical
development in the modern world. This allows achieving size reductions in mechanical
and electronic components which is a critical task to consolidate a set of functional
characteristics in microdevices [1]. Multiple benefits are associated with this reduc-
tion in size, such as low energy and material consumption, low weight, compact size
and an excellent cost-performance ratio; which are highly demanded in the medical,
transportation and communications sectors, among others [2, 3].

Micromachining processes emerge as a response, consolidating as a set of key tech-
nologies capable of reaching the specifications required by these microcomponents.
Micromachining processes stand out within micromanufacturing technologies because
through the removal of material they allow multiple advantages over other processes in
terms ofworkmaterials, precision and complexity of the geometries that can be produced
[3, 4].
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Material removal processes on the micro scale increase existing problems on the
macro scale such as elastic/plastic deformations, fracture at high strain rates and high
temperature gradients. Additionally, others are added such as the effect of size, influ-
ence of the microstructure, influence of the dynamics that become more relevant on
this scale. There are modeling techniques to analyze these processes based on theoret-
ical approaches by analytical [5] or numerical [6], mechanistic or semi-empirical [7],
empirical-experimental [8] methods. However, there are still challenges for the predic-
tion of micromachining performance such as tool life, surface integrity, chip formation,
which provide vital information for use in the industry [9].

In accordance with the above, the present work presents a new methodological app-
roach towards finding a set of optimal of process parameters for micromachining. For
this purpose, modeling techniques are integrated, numerical (finite element) and exper-
imental (experimental design) methods that allow a cost-effective addressing of opti-
mal operating parameters selection. The developed methodology was applied in differ-
ent micro-milling processes, proving to be effective as a support tool for the process
optimization task.

2 An Integrated Methodology

In micromachining processes, multiple aspects are compromised, such as cutting forces,
burr formation, surface finish, material removal rates, and tool wear among others, which
are affected by the selection of parameters and process conditions such as cutting speeds,
feed, depth of cut, tools, coolants among others.

The parameters optimization is a multi-objective task that must be adapted to the
resources and times available in each scenario. It is a complex process that often requires
intuition, creativity, critical reasoning, added to the implementation of existing informa-
tion (documents, previous experiences, empirical knowledge). Figure 1 illustrates the
steps of the proposed methodology:

1. The starting point is to define the process variables and responses to be considered in
compliance with current needs and available resources. Cutting speeds, feeds, depths
and tools are usually some of the variables considered in micromachining processes
and removal rates, surface finish as some of the responses or performance indicators
of the process that is being measured. This is a critical step where objectives and
constraints are clearly defined.

2. Establish a knowledge base with appropriate information about the selected param-
eters and their effects on process responses. The foregoing may include previous
empirical or analytical knowledge about the process from previous experiences (of
researchers, manufacturers, machinists, etc.) to contribute to the design space of the
parameters to be explored. Material properties such as density, elastic modulus, con-
stitutive and fracture models with their respective parameters, as well as thermal
properties, among others, may be required and even require additional tests for an
adequate measurement of them under desired/expected conditions.

3. Develop and evaluate numerical models with their respective formulation (by finite
elements, smoothed particle hydrodynamics, molecular dynamics, or others) accord-
ing to the resources, skills and required factors. Some fundamental parameters such
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Fig. 1. Proposed methodology flowchart.

as forces, stresses, deformations, strain rates, temperatures, and chip formation can
be explored in this phase. Simulations include only computational cost (as they do
not imply infrastructure or costly equipment) allowing us to evaluate under different
working conditions to focus the successive steps according to the results obtained.

4. Perform experimental tests with recommended ranges defined in previous stages
(steps 1 to 3) by applying systematic design of experiment techniques according to
the requirements that can allow deriving valid conclusions from a statistical approach.
For example, fractional experimental designs or Taguchi orthogonal designs may
permit low-cost screening and rapid assessment of process responses. Other types of
design such as central composite designs, D-optimum or Box-Behnken can also be
used for process optimization, allowing the creation of a response surface, but also
limiting the required time and resources. Through experimentation, industry-relevant
parameters such as tool life, surface finish, and burrs of the machined component can
be measured in this step as required.

5. Apply optimization strategies (Taguchi, fuzzy logic, neural networks, or others) to
obtain a set of optimal parameters that achieve the expected performance.

6. Apply confirmatory tests to verify the quality of the experimental results and the
consistency with the predictions of the numerical and experimental models.

7. Adjustments to the method can arise in any of the previous stages, so it is vital
to provide feedback to each phase towards improvement, for example suggesting
modifications to the process variables, and adjusting their limits or design space,
among others.

2.1 Defining Objectives and Constraints

In micromachining, it is very common to use more conservative process parameters
due to the inherence of other insignificant effects on the macro scale and the relative
fragility of microtools. The market often demands high removal rates as an indicator
of productivity while keeping operating costs low. For this reason, the main objectives
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of micromachining processes can be classified into two large categories such as those
based on quality or related to economic criteria.

• Costs: Machining time and production costs are the main representatives of this
category.

• Quality: In this group different factors are associated that significantly affect the
quality of themachined components. Some of them are toolwear, tool life, component
precision, surface finish, among others.

2.2 Process Modeling and Simulation

Predictive models resulting from simulations can be integrated into process planning to
improve productivity and the quality of the final product. A hybrid strategy is highly
recommended to develop a model from multiple inputs (like material parameters, pro-
cess cutting conditions, machine tool, and interface characteristics) and process different
output variables that may be fundamental (such as forces, stresses and strains which are
significant for the scientific approach) or relevant to industry and product manufacturing
(like tool life, surface roughness, and burrs). A numerical/empirical approach is rec-
ommended, in such a way that the capacities of each modeling scheme are improved,
allowing the validation of the results and a cost-effective methodology.

Some numerical techniques that have been applied to simulate the response of the
micromachining process (shown in Fig. 2) are Finite Elements [10], Smoothed Par-
ticle Hydrodynamics [11], Molecular Dynamics [12], and Multi-Scale [10]. Some of
them have been successfully used to analyze cutting forces, stress-strains, temperature
distributions, chip and burr formation, and residual stresses.

Fig. 2. Simulations for microcutting processes. Source: (a) [13], (b) [11], (c) [12], (d) [14].
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3 Case Study

This case study is focused on increasing the performance of the commercially pure Tita-
nium (ASTMB265GR2)micro-milling process by optimizing basic process parameters
to reduce cutting forces, tool wear, and burr formationwhile preserving amoderatemate-
rial removal rate (productivity). A series of simulations, coupled with a Taguchi orthog-
onal array set of experimental runs, allowed the investigation of multiple parameters
(shown in Fig. 3, and Table 1). Further details can be found in [15].

Table 1. Experimentation tests and results.

No Spindle
Speed
(kRPM)

Feed
(µm/tooth)

Depth
of cut
(µm)

Cutting
Force
(N)

Tool
Wear
(%)

Burr Area
(µm)2

MRR
(mm3/min)

Grey
Rel.
Grade

1 12 1.4 200 0.777 23% 122,660 7 0.810

2 12 2 400 1.468 106% 262,568 19 0.581

3 12 2.6 600 3.855 19% 635,106 37 0.725

4 15 1.4 400 5.124 90% 152,742 17 0.519

5 15 2 600 4.241 22% 1,100,259 36 0.642

6 15 2.6 200 1.659 37% 176,915 16 0.683

7 18 1.4 600 3.417 38% 572,029 30 0.587

8 18 2 200 2.251 61% 119,025 14 0.627

9 18 2.6 400 3.62 22% 194,975 37 0.811

Fig. 3. Finite Element cutting simulation and machined slots burrs.

4 Conclusions

In the present study, a new methodological approach is proposed for the optimiza-
tion of process parameters in micromachining. This approach integrates modeling tech-
niques, particularly numerical and experimental methods supported by statistical anal-
ysis, which allows to effectively address the selection of optimal operating parameters
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reducing the use of time and resources for its application compared to traditional meth-
ods. Thismethodology can also be extrapolated to other subtractive or additive processes,
materials, and responses.
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Abstract. Surface roughness is an essential property in the manufacturing indus-
try to assess the quality of its products after finishing operations. However, the
evaluation of surface quality in wood products usually depends on the subjective
inspection of the operators, which implies a high variability in the final quality of
the pieces. This study proposes a new method to estimate roughness parameters
by applying algorithms on images of wood parts processed by robotic sanding.
For this purpose, this article presents a hybrid approach based on features using
the co-occurrence matrix applied to greyscale images processed with five edge
detection algorithms. For the evaluation of the performance of this method, the
researchers correlated five features for each edge detection algorithm with stan-
dard surface roughness parameters, obtaining high correlations. The results of
this study constitute a first step in implementing the proposed method in inspec-
tion systems for optical roughness measurement of wood products in automated
industrial environments.

Keywords: Robotic Sanding ·Wood · Surface Roughness ·Machine Vision

1 Introduction

Multiple studies are underway to automate the sanding operation using industrial robots
[1]. Advances in this area require further knowledge andmodelling of the robotic sanding
process, considering the operating conditions and material properties. According to
Gurau [2], the results of surface roughness evaluation on processedwood vary depending
on many factors, such as: wood species, cut direction, structural elements of the wood,
moisture content, operating conditions and measuring instrument.

Wood has a strong anisotropy, making the process’s influence on the piece’s rough-
ness challenging to investigate. However, MediumDensity Fibreboards (MDF) are more
homogeneousmaterials, with no distinction in the fibre directions [3]. This characteristic
makes it an appropriate material to investigate the influence of the operating conditions
on the surface quality, reducing the variability in the results.

Gurau & Irle [4] reviewed surface roughness evaluation methods, indicating that
wood products have no standardised procedure for calculating the amplitude parameters.
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A less explored field is non-conventional techniques for estimating wood roughness
based on two-dimensional images.

Techniques based on two-dimensional images make possible fast, low-cost results,
and allow easy integration into inspection lines or intelligent manufacturing devices.
Ghodrati et al. [5] proposed a roughness evaluation method for plastic parts using edge
detection algorithms in images, showing a high correlation between the features extracted
from the images and the standardised roughness parameters, but it also presented varia-
tions at different resolutions. Gadelmawla [6] used features extracted from the grey-level
co-occurrence matrix to estimate the surface roughness of turned parts. However, this
technique is highly dependent on the illumination conditions.

Based on the background, there still needs to be a consensus on applying machine
vision algorithms to evaluate surface roughness. There is also a gap in the literature
on applying this algorithm in wood and its derivatives. To reduce this gap, we propose
to evaluate the application of image-based algorithms to estimate surface roughness
parameters in wood parts processed by robotic sanding.

2 Methodology

We proposed a method based on features using the grey-level co-occurrence matrix,
applied to images processed with edge detection algorithms to reduce illumination
effects. Thenwe evaluate Pearson’s r between the features and the roughness parameters.

2.1 Experimental Trials

The robotic sanding station consists of a servomotor-driven sander integrated with a
structure mounted on the flange of a UR10e collaborative robot. The sanding station
processed 15 MDF specimens (180 × 110 × 15 [mm3]) with the same operating con-
ditions, except for sanding grit size, with levels P80, P120 and P240. The three types
of circular sandpaper were 3M™ Cubitron™ II Hookit™ 127 [mm] diameter, with
perforations for particle suction. The general conditions of the experimental trials were:

• a normal force of 20 [N], controlled by the collaborative robot;
• a rotational speed of 2000 [rpm] on the servomotor; and,
• a feed rate of 0.02 [m/s], defined through a linear movement of the robot.

The total number of specimens was subdivided into three groups of five: the first
group was processed with sandpaper P80, the second with P120 and the third was
processed with two passes, one P120 and one finer pass P240, considering the need for
incremental sanding when using finer grits.

2.2 Roughness Measurement

Weused aMitutoyoSJ-310 contact roughness profilometer tomeasure surface roughness
(three measurements at the centre of each specimen in the feed direction) to calculate
roughness parameters (Ra, Rsm, Rsk , Rz , and Rp) according to ISO 21920-2 [7].
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The mechanical profile was processed in MATLAB (version R2021b). First, we
applied a Gaussian S-filter to remove the small lateral scale components (short wave-
length), with nesting indexNis = 0.008[mm]. Then, we used the F-operation, consisting
of the adjustment and subtraction of a sixth-order polynomial, to remove the profile
shape [8]. Finally, we applied a Gaussian L-filter, which removes the large lateral scale
components (long wavelength) with nesting index Nic = 2.5[mm].

The uncertainty was estimated by pooling the three measurements of the five pro-
cessed specimens with the same grit number, calculating 95% confidence intervals using
a Student’s t-distribution.

2.3 Image Acquisition and Processing

Image acquisitionwas executed in a darkroomwith side LED illumination, with a SONY
STL-A58 camera with DT 3.5–5.6/18–55 SAM II lens, focal length 30 mm, aperture
F14, exposure time 10 s, ISO 100, parallel to the specimen surface at 400 mm. After
capture, images were cropped in the central area of the MDF specimen with a size of 78
× 676 px, equivalent to approx. 4.5 × 39 mm2. The processing included three steps:

• Step 1. Edge detection. Edge detection algorithms typically consider three stages:
a filtering stage to remove noise; an enhancement stage to facilitate edge detection
based on intensity changes; and a detection stage with a thresholding criterion to
discern between points that are edges and those that are not. This work will only
apply the enhancement stage because using a filter or threshold could reduce the
relevant information describing the quality of the surface. We used five enhancement
algorithms, three based on the first derivative of the image intensity (Roberts, Sobel,
andPrewitt) and two on the second derivative (Laplacian andLaplacian ofGaussian).
The derivatives are approximated by differences using convolution masks [9].

• Step 2. Co-occurrence Matrix. The grey-level co-occurrence matrix (GLCM) [10]
is widely used to analyse texture in images, it is a second-order statistical technique
that estimates the probability of spatial relationship between two pixels. The co-
occurrence matrix is added with its transposed, resulting in a symmetric matrix,
which is then normalised. It considers a co-occurrence matrix with a maximum of 8
levels and a displacement vector of d = (1, 0), perpendicular to the sanding marks.

• Step 3. GLCM Features. The features are obtained according to the definitions of
[10]. The five features are:Uniformity of energy (U),Contrast (C),Homogeneity (H),
Correlation (Autocorrelation in this paper) (A) and Entropy (S).

3 Results

3.1 Surface Roughness

In the results, Fig. 1 shows three roughness profiles obtained with the contact roughness
profilometer for each sandpaper grit and the amplitude distribution of each profile. It is
possible to appreciate the reduction of profile heights as the grit size increases and the
amplitude distribution that reduces its dispersion. Figure 2 shows the roughness param-
eter mean for each group of specimens sanded with different grit sizes. All roughness
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parameters show a decrease for finer grit sizes. Parameters Ra,Rz andRp, which describe
the roughness profile height, present a reduction of the confidence intervals as finer grit
is applied. This does not occur with Rsm, and neiher with the skewness Rsk increases its
confidence intervals with finer grits.

Fig. 1. Roughness profiles and amplitude distribution on
sanded specimens with different grit sizes.

Fig. 2. Roughness
parameter means.

3.2 Image Processing

We applied five edge detection algorithms to each image according to the methodology.
Figure 4 shows the result after processing one image corresponding to a piece sanded
with the coarser grit sandpaper (P80). As the image section corresponds to the central
area of the wooden specimen, streaks resulting from the tangential speed of sanding
pad rotation can be distinguished perpendicular to the operation’s feed. Figure 3 shows
feature means extracted from the GLCMmatrix with different edge detection algorithms
for each grit size.

Fig. 3. Result of image processing with
edge detection algorithms.

Fig. 4. Means of features for different edge
detection algorithms and grit size.

In the case of the images resulting from the application of Roberts and the Laplacian
algorithms, it is possible to distinguish a lower light intensity.We obtain a higher contrast
in images enhanced with Laplacian of Gaussian algorithm.
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Figure 4 shows an overlap in confidence intervals between P80 and P120 sandpaper
trials where the means do not show a relevant variation in both sandpaper grit size levels.
However, this does not occur with P240 sandpaper trials, in which the mean value is
distinguishable from the mean values of the other two groups.

3.3 Correlations

The Pearson’s r between the features obtained from images processed with edge detec-
tion algorithms and the roughness parameters are presented in Table 1. These results
show high correlation levels using edge detection algorithms combined with GLCM
features.

Table 1. Correlations between features extracted from the images and roughness parameters.

When analysing the results, the highest correlations occur using the Roberts edge
detection algorithm, while the best-evaluated feature corresponds to Contrast. When
calculating the mean of the correlations in absolute value for each edge detection algo-
rithm, Roberts’s algorithm has the highest result with a mean correlation of 0.93. For
the features extracted from the GLCM matrix, the highest average correlation occurs in
Contrast with 0.90. Equally, the Roberts algorithm and the Contrast feature have the
highest absolute correlations above 0.90.

Although the high correlations suggest that the method proposed in this work is
suitable for assessing the roughness of sanded MDF parts, further tests with images
at different resolutions and illumination modes are needed. In addition, the methodol-
ogy needs to be repeated in other areas of the specimen surface to assess whether the
behaviour is the same. Another relevant aspect necessary to evaluate are the configura-
tions of the GLCM hyperparameters, such as the displacement vector and the number
of levels.
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4 Conclusion

This work studied a new surface roughness evaluation method employing images of the
surface of sanded MDF specimens. We obtain high correlations with the standardised
roughness parameters, suggesting that the Roberts algorithm and the Contrast feature
are suitable for evaluating the surface quality of sanded wooden parts.

Before establishing models to obtain roughness parameters based on the proposed
methodology, it is necessary to optimise the vision system and evaluate the algorithms’
sensitivity with different resolutions and illumination conditions. However, based on the
current results, we realised that this methodology based on the capture and processing of
two-dimensional images has the potential to improve performance and quality control
in the wood sanding industry.
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Abstract. Powder bed laser 3Dprinting performedusing polar coordinates, called
Spiral Growth Manufacturing (SGM), allows manufacturing axisymmetric revo-
lution parts in less time compared to conventional cartesian laser printing or Selec-
tive Laser Melting (SLM). In this work, a device to perform SGM operating under
polar coordinates is presented. The study considered the manufacture of rings by
3D laser printing, both polar (SGM) and cartesian (SLM), from AISI 316L steel
powder. These were compared dimensionally and with regards to density and
build rate efficiency of the process. The rings have a nominal outer diameter of up
to 75 mm and inner one of 45 mm. Results indicate that geometric dimensional
precision, specific and nominal density of the polar rings are very close to those
obtained through cartesian process. Build rate efficiency of rings by polar printing
is on average 5% higher than for cartesian obtained rings.

Keywords: Spiral Growth Manufacturing · Steel AISI 316L · Build rate
Efficiency

1 Introduction

3D printing using a laser and a bed of metal powder is an established technology in the
additive manufacturing market. [1] Its current operation is based on three-dimensional
movements within a cartesian coordinate system (i.e., x-y-z). This makes it possible to
manufacture complex objects by stacking layers of metallic powder, which are applied
discreetly and sequentially by a roller generally in the vertical direction. A high-power
focused laser beam is actuated in the x and y directions over each layer by means of
galvanometric mirrors. The powder layer is thus selectively melted giving the process its
known name and acronym, Selective LaserMelting (SLM).Alternatively, since 2005 [2],
researchers have worked the idea of dispensing the powder in a rotary or polar coordinate
manner, thus giving way to a continuous powder layer process. At the University of
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Liverpool, Egan [3] proposed a new printing technique from a continuous layer in the
form of a spiral. He coined it Spiral GrowthManufacturing or simply SGM. This method
is based on SLM, except that, the part is continuously being printed, due to the rotation
of the powder bed. Later, Zañartu and Ramos [4] designed and built a similar device that
worked under spiral binder-jetting printing. On the occasion, they made rings based on
ceramic powders (e.g., calcium sulphate). Following the same line of research, Vera [5],
redesigned the previous device and created a prototype 3D printer for the consolidation
of molten powder by laser under a controlled atmosphere; here again, the working axes
were in cylindrical coordinates and not cartesian. Achieving rings made from a Cu-
Ni-Sn alloy with layer thicknesses between 400 to 600 µm at an angular speed of one
revolution per minute. Thus, verifying the technical feasibility of the method, but not
yet its effectiveness at the level of functional manufactured parts. More recently in 2020,
Carter et al. [6] began investigating SGM technology in themanufacture of large aviation
engine parts.

According to [7], who carried out the superficial melting treatment of 316L steel
metal rings, thermal fields differ between a cartesian and a polar process, because the
trajectory of the laser beam on the surface of the powder layer is distinct under each
processing scheme; affecting thermal gradients and cooling rates locally. This is expected
to have a favorable impact on the control of residual stresses by avoiding, for example,
post-recovery or annealing heat treatments commonly used today in parts printed using
lasers in cartesian printing processes.

In this work, preliminarymeasurement results of dimensional characteristics of parts
printed using both polar and cartesian techniques and the specific and nominal density
using the Archimedean method are presented. Based on the results, it was possible to
estimate and compare the build rate efficiency (i.e., mass rate efficiency [8, 9]) between
both processes and correlate the values with the volumetric energy density used.

1.1 Build Rate Efficiency

Build rate efficiency, or mass rate efficiency, is defined by Eq. (1) [8, 9] as the quotient
between the real mass rate and the theoretical mass rate. The first is obtained from the
experimental printing process by weighing the part and recording the effective printing
time (subtracting dead times, e.g., time to spread the powder as in the SLM process).
The second corresponds to the maximum amount of mass possible the system can melt
per unit of time considering adiabatic conditions from a given heat source of power P,
applied to the surface of the powder, and its thermophysical properties.

ηb = ˙mreal

˙mtheoretical
= �m/�t

P/(Cp�Tf + �hf )
= ηm (1)

1.2 Volumetric Energy Density

On the other hand, the volumetric energy density for a cartesian printing system is given
by Eq. (2) [1] and is calculated as the ratio between the power of the heat source P and



364 J. A. Ramos-Grez et al.

the product of the scanning speed (v), layer thickness (e) and the spacing between laser
pass lines, i.e. hatch spacing (φ).

Ed−SLM = P

v · e · φ (2)

For a polar system, on the contrary, it is necessary to include the average traverse speed
of the heat front, which is a function of the rpm times the average length of the heat line
(for a ring, it corresponds to one quarter the difference between the outer diameter do
and inner diameter di, both squared). The expression is given by Eq. (3) [10].

Ed−SGM = 4P
π
60 · rpm · e · (d2

o − d2
i

) (3)

Finally, the input variables of the SGM and SLM processes are adjusted so that they
generate comparable results, this to study the effect on the dimensions, specific - nominal
density and build rate efficiency between both printing methods.

2 Methods

The input parameters of the polar (SGM) printing process are illustrated in Fig. 1 (a) and
correspond to: laser power (P in watts), laser scan speed (v in mm/s), layer thickness (e
in mm), and powder bed angular speed (rpm in rev/min); for a certain height (h), outer
(do) and inner (di) diameters of the ring. These parameters allow the fabrication of metal
rings such that they can be compared according to the values of the output variables:
obtained dimensions, specific - nominal density, and build rate efficiency.

2.1 Laser Scanning Patterns

Figure 1(b) illustrates the differences between the laser beam scanning patterns of a
cartesian and a polar process. The cartesian scan pattern is dependent on the scan angle
with respect to the geometry of the cross section of the part, with the possibility of
very long and very short linear heat segments. In the case of the polar process, the heat
segments are shorter, symmetrical, and constant in length in the case of rings. This has
an effect regarding the accumulation of heat at any point on the surface, since the longer
the heat line is, the waiting time between consecutive passes of the heat source is greater
and therefore there is more time for the heat to dissipate towards cold zones. Increasing
the rate of cooling and thus generating residual stresses of greater magnitude [11].
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Fig. 1. (a) I/O parameter set of SGM process. (b) Schematic difference of laser scan patterns.

2.2 Polar and Cartesian Laser Printing Systems

The two laser-powder-bed 3Dprinting systems used are described below and preliminary
results from the rings printed in 316L steel are presented as follows.

SGM Printing System (Polar). Figure 2(a) shows the integration of the polar SGM
system consisting of a 300W (1064 nm) IPG fiber laser, a SINTEC x-y scanner, vacuum
chamber, power and electro-mechanical control system. The possible layer thicknesses
obtained ranged from 140 to 400 microns. The nominal laser power varied between
170 and 240 W, obtaining volumetric energy densities from 6 to 32 J/mm3. Figure 2(b)
shows one of the rings printed. The ring is fused to a build platform of the same steel.
The ring has a nominal inner diameter of 45 mm and an outer diameter of 75 mm, it was
manufactured at 1 rpm with a laser power of 216 W, focused at 75 µm, a layer thickness
of 200 µm and a laser scanning speed of 990 mm/s.

Fig. 2. (a) SGM printing system. (b) SGM printed 316L ring.

SLM Printing System (Cartesian). A commercial SLM-type 3D printing system, GE
Additive MLab 200R, which operates under a cartesian coordinate scheme was used. It
has a 200 W (1064 nm) IPG fiber laser, a Super Scan x-y scanning head with speeds of
up to 7 m/s, a print throughput volume of 10 cm x 10 cm x 10 cm, with a minimum layer
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thickness of 15 µm and laser focal spot of 75 µm. Table 1 presents the parameters used
in the manufacture of the rings by the polar (SGM) and cartesian (SLM) method.

3 Results

Geometric dimensions, mass, and printing time results allowed the calculation of the
specific and nominal density, mass rates and build rate efficiency of the printed rings
under both processes. These are presented and summarized in Tables 1 and 2.

3.1 Geometry Dimensions, Specific and Nominal Density

From the results presented in Tables 1 and 2, the achieved specific and nominal density
of the rings are very close in magnitude under both processes. In relation to the width of
the rings, the cartesian process tends to slightly overestimate the nominal value, while
the polar process underestimates it in certain cases.

Table 1. Process parameters and results under cartesian (SLM) printing of 316L rings.

Table 2. Process parameters and results under polar (SGM) printing of 316L rings.

3.2 Build Rate Efficiency vs Volumetric Energy Density

Figure 3 shows the plot of the build rate efficiency versus the volumetric energy density
for the polar and cartesian parts built. It is observed for SGM parts to achieve a higher
build rate efficiency at energy densities lower than those used in SLM. The average build
rate efficiency of the SGM parts (18.2%) is 5% higher than the SLM process (13.1%).
Dead times between layer applications makes the latter less process efficient.

Global trend shows that higher energy density renders lower build rate efficiency,
since a higher laser power is used, resulting in higher theoreticalmass rate, which reduces
the build rate efficiency; a result previously observed by Ramos-Grez et al. (2022) [10].
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Fig. 3. Build rate efficiency vs energy density: polar ( ) and cartesian ( ) process.

4 Conclusions

The results presented here indicate that the geometric dimensional precision and the
specific - nominal density of rings manufactured using the polar (SGM) process is very
close in magnitude to those obtained by the cartesian (SLM) process.

On the other hand, build rate efficiency is on average 5% higher for the polar (SGM)
process than for the cartesian (SLM). However, a decreasing trend with volumetric
energy density is observed in both processes.

The comparison of the distribution of residual stresses between both processes is
the next step to study; anticipating that the SGM process should concentrate more heat,
since the delay time of the heat front at each point is shorter. This would in turn increase
the temperature locally, reducing thermal gradients and producing an in-situ recovery
heat treatment, allowing to relieve residual stresses in the polar printed object.

Acknowledgements. Fundación COPEC-UC 2018.R.979, FONDEQUIP EQM 180081, ANID
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Abstract. Additive manufacturing technologies, among which is 3D printing, is
one of the fundamental pillars of Industry 4.0, since it allows to obtain prototypes
and manufactured parts in a fast, versatile, and economical way. The result of
the 3D printing process is affected by the effects that the different parameters
of the process have on materials such as PLA, which is the most widely used.
In this article, the effect of layer height, speed and printing temperature on parts
manufactured with 3D printing will be studied, making a dimensional study with
a profile projector. It has been determined that, among the three parameters, the
extrusion temperature has the greatest effect.

Keywords: 3D printing · additive manufacturing · dimensional metrology

1 Introduction

The Fourth Industrial Revolution, also known as Industry 4.0, is changing the way
businesses operate and therefore the environments in which they are forced to compete,
as stated in [1]. The term “Industry 4.0” was introduced in 2011 at the Hannover Fair and
immediately became the focus of attention of both the German government and other
European countries [2]. Industry 4.0 is interpreted as the application of cyber-physical
systems to industrial production chains, extending far beyond the limits of the Internet
of Things, which is typically where many or s approaches to the phenomenon begin
and end [1, 2]. The main economic potential of Industry 4.0 is its ability to accelerate
corporate decision-making and adaptation processes. This applies both to processes to
drive efficiency in engineering, manufacturing, services, and sales and marketing, as
well as to the focus of entire business units or business model changes [2].

AM is a manufacturing technology that basically consists of the manipulation of a
material on a micrometric scale, so that it melts and can be deposited gradually and very
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precisely, generating layer by layer a solidwith the desired geometry [2–4]. This technol-
ogy, in general, and 3D printing, in particular, allows manufacturers to obtain prototypes
and proof-of-concept designs, which simplifies and streamlines the process of designing
and manufacturing new products [2, 5]. The main advantage of this type of technology is
that any geometry that may be needed, however complex, can be reproduced without the
need for tools or complex manufacturing processes [3]. Therefore, the main characteris-
tics that distinguish the process of manufacturing solids by addition of layers of material
from any other industrial manufacturing process, and that give it enormous competitive
advantages, are the following: geometric complexity and customization of the design
process.

As has been explained, AM allows the design of different components with fewer
restrictions than with traditional manufacturing processes and provides a much higher
production capacity, which allows great improvements in production time and flexibil-
ity and cost reduction. However, although it represents a major change and advance,
traditional manufacturing methods cannot be replaced due to the disadvantages of AM
technologies [4]: size restrictions, production time, cost, regulation problems, limited
mechanical strength, difficulty of controlling precision in manufacturing and surface
quality of the parts.

In this work, the influence of different 3D printing parameters to obtain the best
results from the dimensional point of view is studied. As set forth in [6], the mechanical
properties of parts manufactured using 3D printing are affected by the printing param-
eters. This study will study the effect on dimensional stability of the following process
parameters: printing temperature, filament extrusion speed and layer height.

2 Materials and Methods

2.1 Design of the Standard Part

The design has the following characteristics (see Fig. 1):

• A square base of 20 mm side. The size of the design is designed to minimize errors
that may occur in the scales of the 3D printer

• Grooves of 3 mm wide that will serve as a stroke to have reference of the
measurements.

• Protrusions to be able to tie the piece when measuring.

The design is based on a stage micrometer, which is one of the most widely used
reference standards in the calibration of optical amplification measuring instruments [7].
With these measuring instruments, it is necessary to always make the same flushing and,
therefore, the width of the stroke must be considered.

2.2 3D Printing Process

For the process of layering and tracing the print path of the parts, the Ultimaker Cura
4.12.1 software was used. The parts will be manufactured on an Anycubic i3 Mega 3D
printer using the thermoplastic polymer polylactic acid (PLA) as a filament.
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Fig. 1. Design of the material standard.

In this work, the dimensional variation obtained by varying the printing temperature,
extrusion speed and layer height throughout its range will be studied. The effect of each
parameter will be evaluated using five study points. To determine the printing parameters
of each study point to evaluate how each parameter affects, two of the parameters are set
at a reference value and the parameter to be studied is varied. The printing parameters
of the different samples are shown in Table 1:

Table 1. Printing parameters.

# Temperature
(ºC)

Printing
speed
(mm/s)

Layer
height
(mm)

Printing
time
(min)

1 180 50 0.15 24

2 190 50 0.15 24

3 200 50 0.15 24

4 210 50 0.15 24

5 220 50 0.15 24

6 200 50 0.04 92

7 200 50 0.10 37

8 200 50 0.20 18

9 200 50 0.32 12

10 200 20 0.15 55

11 200 35 0.15 33

12 200 65 0.15 20

13 200 80 0.15 18
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2.3 Measuring Process

A calibrated profile projector of horizontal axis profiles of the brand NIKON, model
H14B and with serial number 10129 that allows the illumination of the samples both
diascopically (by transmitted light) and episcopically (by reflected light) The measure-
ment fields of the projector are CX = 200 mm, CZ = 100 mm y α = 360º and its
resolutions are EX = EZ = 0.001 mm taken digitally and Eα = 1′ taken analogically.
For this experiment a 100X amplification will be used.

For themeasurement of parts in generalwith profile projectors, the typical uncertainty
calculated with Eq. (1) must be considered (L is expressed in meters):

u = (1.25 + 1.25 · L)µm (1)

The distance between the midlines of the grooves that are in a vertical position
will be determined. The measurements will be taken with 90º, 180º and 270º turns.
Measurements will be taken at five different heights according to the measurement
scheme in Fig. 2:

Fig. 2. Measuring strategy.

The nominal distances of the grooves are collected in Table 2:

Table 2. Nominal distances of the grooves.

Distance Value (mm)

A – B 1

A – C 13

A – D 14

Z1 – Z2 4

Z1 – Z3 6.5

Z1 – Z4 9

Z1 – Z5 14

The estimation of the uncertainty, will be accomplished considering:

• Nominal distance between grooves (x): 13 mm.
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• Typical uncertainty (u(x)) of the measurement with the profile projector, calculated
with Eq. (1): 0,018 mm.

• For the calculation of expanded uncertainties (U(x)) a coverage factor k = 2 is used,
which is the one that ensures a probability of coverage of approximately 95%.

The uncertainties of the measures shall be calculated according to Eq. (2):

U (x) = k ·
√
s2(x)

5
+ u2PROY + e2

12
(2)

where s(x) is the standard deviation of the measurements, uPROY is the uncertainty
provided by the profile projector and e is the scale division of the profile projector.

3 Results

The results of the different tests are summarized in Fig. 3.

Fig. 3. Results of the different tests.

4 Conclusions

From the data obtained during the present study it can be seen that:

• The parameter that has the greatest influence seems to be the extrusion temperature.
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• There is a difference in the errors the printer makes between the X and Y axis.
• The 3D printer needs corrections in both the X axis and the Y axis, being more

necessary in the latter.

As for the study of the parameters, it seems that the printing speed and layer height
do not have clear effects. However:

• At high temperatures, lower standard deviation is obtained. In this case, the stan-
dard deviation would measure the reproducibility of the printer, that is, the ability
to produce parts with the same dimensions (whatever they are, close or not to the
prescribed nominals). With low temperatures, there can be variations of up to 4*s =
0.2 mm between two manufactured parts one after the other and that for a dimension
of 13 mm. However, for high temperatures the above effect seems to be reduced to
4*s = 0.044 mm.

• At high temperatures, there are fewer differences between the X and Y dimensions
of the part: it goes from about 0.08 mm to only 0.02 mm. The error is divided by four.

Therefore, only temperature seems to affect. And the results are better the higher the
temperature:

• Smaller differences between the dimensions of the part in X and Y.
• Better reproducibility (the manufactured parts have dimensions closer to each other).
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Abstract. Additive manufacturing technologies, among which is 3D printing, is
one of the fundamental pillars of industry 4.0, since it allows to obtain prototypes
and manufactured parts in a fast, versatile and economical way. To ensure the
quality of production, it is necessary that all parts obtained through any manu-
facturing process meet the specifications of the design. However, it is not enough
for a certain part to meet the dimensional design specifications, but most parts
manufactured on the same machine must do so. This paper proposes two pattern
models to study the reproducibility and for the correction of the scales that must
be applied to a commercial 3D printer to obtain printed parts by fused filament
deposition (FDM).

Keywords: measurement · reproducibility · 3D printing

1 Introduction

In the environment of industry 4.0, additive manufacturing (AM) represents one of the
most important technological trends since it allows obtaining small batches of products
with a high degree of customization [1]. AM technologies bring these two characteristics
together and have the potential to be at the center of the industry’s development for years
to come. In fact, they are currently already implanted in very important industries, such
as automotive, naval, military, electronics or medical [2–4]. Additive manufacturing is a
manufacturing technology that represents a breakthrough since it allows the construction
of parts with geometries that are difficult or impossible to achieve through traditional
processes [5]. To do this, the different AM technologies divide the digital 3D models
into layers and the piece is obtained by adding, layer by layer, of material [6, 7].

The main goal of this article is to propose a procedure to determine the corrections
that must be applied in an AM machine to obtain parts accurately. In this case we will
study the particular case of 3D printing, since it is one of themost accessible technologies
on the market. To do this, in this document we will carry out a metrological study on
samples manufactured by 3D printing and we will perform the measurement with a
profile projector.
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2 Materials and Methods

2.1 Material Measures

In literature, material measures with simple geometry (usually parallelepipeds) have
been proposed, from which the distance between the outer faces was measured. Based
on the concept of manufacturing custom measurement standards set out in [8], Two
different models are proposed, one to study the reproducibility of the 3D printer and
another for the correction of its scales. They are based on a stage micrometer, which
is a measuring instrument widely used in the field of dimensional metrology for the
calibration of optical measuring instruments (such as microscopes or profile projectors).
This geometry allows to have more measurement points, which allows to lower the
measurement uncertainty.

In this case, it was proposed that the material standards be calibrated with a profile
projector with reflected light, to simplify the calibration process. Therefore, the charac-
teristics of the measuring instrument have been taken into account in the design of the
measurement standards. To perform the measurements correctly, the maximum possible
contrast is required at the measuring points. This is usually achieved with corners at
90º, without roundings or chamfers. The lower the angle of the chamfer, the lower the
contrast and therefore the quality of the measurement will worsen due to the inability of
the operator to distinguish the edges of the structures well.

Design for the Study of the Reproducibility of the 3D Printer
This design has a parallelepiped base 100 × 100 mm and height 15 mm. The pitch, i.e.
the nominal distance between grooves, is 12.5 mm wide forming a grid (see Fig. 1 left).
The cross-section of the grooves could be also observed in Fig. 1 (right).

Fig. 1. Reproducibility material standard (left) and its cross-section (right).

The reproducibility study shall consist of determining the average step and standard
deviation on 10 samples manufactured under the same conditions.

Design for the Correction of the Scales of the 3D Printer
This design consists of a cube 100 mm side and with a grid on each side (see Fig. 2).
It has eight vertical and horizontal V-shaped grooves (with a 60º angle). The nominal
pitch between the grooves is 10 mm.
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Fig. 2. Scale correction material standard

2.2 Manufacturing of the Parts

The parts will be manufactured on an ANYCUBIC i3 MEGA 3D printer. As for the
printing conditions, it must be taken into account that the printing parameters signifi-
cantly affect the dimensional quality of the manufactured parts. In this case, the material
used as filament is PLA, Considering the parameters proposed in literature [9, 10], the
samples will be printed at 200ºC, with a printing speed of 30 mm/s and producing layers
0.2 mm high.

2.3 Measurement of the Samples

A calibrated profile projector of horizontal axis profiles of the brand NIKON, model
H14B and with serial number 10129 that allows the illumination of the samples both
diascopically (by transmitted light) and episcopically (by reflected light) The measure-
ment fields of the projector are CX = 200 mm, CZ = 100 mm y α = 360º and its
resolutions are EX = EZ = 0.001 mm taken digitally and Eα = 1′ taken analogically.
For this experiment a 100X amplification will be used.

For themeasurement of parts in generalwith profile projectors, the typical uncertainty
calculated with Eq. (1) must be considered (L is expressed in meters):

u = (1.25 + 1.25 · L)μm (1)

Measuring Strategy
The measurement will be carried out in a one-dimensional way, that is, only measure-
ments will be taken on the X axis of the profile projector. The distance between the
midlines of the grooves that are in an upright position will be determined. Measures will
be taken according to the schemes in Fig. 3.

Once the distances with the profile projector have been determined, the part is
measured with 90º, 180º and 270º turns.

Measuring Strategy
Below is a correction model for the scales of the 3D printer, based on [11]

⎡
⎣
x
y
z

⎤
⎦ =

⎡
⎣
Cx θxy θxz

θxy Cy θyz

θxz θyz Cz

⎤
⎦ ·

⎡
⎣
p
q
r

⎤
⎦ (2)
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Fig. 3. Measuring strategy.

where (x, y, z) are the corrected measures, (p, q, r) are the raw data obtained from the
measurement process, the factors Cx, Cy y Cz are those that correct the deviations of the
measurements in each axis with respect to the nominal value and the factors θxy, θxz y
θyz are those that correct the perpendicularity deviations between the axes.

3 Results

3.1 Study of Reproducibility

Table 1 shows the results of this experiment.

Table 1. Process axis results of reproducibility patterns.

Measurement Value Units

Average step in X-axis 12.518 mm

Standard deviation in X-axis 0.014 mm

Difference from nominal −0.018 mm

Average step in Y-axis 12.475 mm

Standard deviation in Y-axis 0.018 mm

Difference from nominal 0.025 mm

Average step 12.497 mm

Standard deviation 0.027 mm

Difference from nominal 0.003 mm

Average percentage errors in X-axis 0.098%

Average percentage errors in Y-axis 0.114%

Global average percentage errors 0.111%
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3.2 Study of 3D Printing Process Scales Correction

Figure 4 shows the error maps corresponding to each face. The vectors represent the
direction in which errors are made on each axis of each face.

Fig. 4. Error maps of each face of the correction material standard.

3.3 Study of Corrections to the Printing Process

Through a least squares adjustment, the corrections to be applied on each face are
determined. It is important to note that each face allows us to estimate the corrections
corresponding to two axes of the machine and that, for each pair of axes, we have two



Determination of Calibration Corrections and Study 381

estimates of each correction factor. Therefore, the correction factor is the average of the
two estimates. The correction matrix is:

⎡
⎣
Cx θxy θxz

θxy Cy θyz

θxz θyz Cz

⎤
⎦ =

⎡
⎣

1, 9 −0, 1 −0, 8
−0, 1 −2, 2 0
−0, 8 0 −0, 7

⎤
⎦ · 10−3 (3)

The uncertainties associated with each correction factor are those shown in Table 2:

Table 2. Uncertainties associated with correction factors.

Correction factor Value

Cx 0.0025

Cy 0.0034

Cz 0.0042

θxy = θyx 0.0031

θxz = θzx 0.0040

θyz = θzy 0.0065

4 Conclusions

In this work it is proposed to manufacture two designs of material standards to study
the reproducibility and calibrate the axes of a 3D printer. These material stantards have
been measured with a profile projector with low uncertainties. This procedure can be
adapted for other additive manufacturing machines and measuring instruments.
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Abstract. Nowadays, on-machine tool measurement (OMM) and coordinate
measuring machine measurement (CMM) are the most common inspection meth-
ods. Although the ex-situ CMMmeasurements usually offers higher accuracy and
reliability, OMM can inspect the workpiece without removing it from the machine
tool. Therefore, it is possible to perform both in-process and post-process mea-
surements, avoiding possible unclamping errors. However, due to the non-constant
conditions in which machine tools usually operate, it is difficult to guarantee the
traceability of measurements over time. For example, thermal fluctuations become
a potential source of uncertainty.

This paper presents a methodology for ensuring the traceability of OMM on
shop floor conditions. For this purpose, several features of a prismatic workpiece
are measured on a five-axis machining center. The measurement results and its
corresponding uncertainty budget are presented. For the uncertainty estimation
the substitution method based on ISO 15530-3:2011 standard is used. In order to
identify the impact of the different error sources on the results, a breakdown of
the relative weights of the factors that may have an influence on the uncertainties
is also given,

Keywords: On-machine measurement (OMM) · traceability · uncertainty

1 Introduction

The incorporation ofmeasurement procedures into the production line has become essen-
tial under the Industry 4.0 framework. It is typical to have at least one measuring probe
built into the machine tool (MT) in order to carry out quality controls where the machin-
ing process is place (in-situ). In addition to usual post-process quality controls, since the
workpiece does not need to be unclamped, in-process measurements can be carried out.
Unlike ex-situ CMM measurements, which are only carried out at the final stage of the
manufacturing process, with OMM the entire machining phase may be monitored and
controlled. Thanks to these in-processmeasurements, enable quicker error detection for
latter correction in following machining operations. In industries like aerospace, where
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high value-added, high-precision customized components are required, this is a particu-
larly appealing solution for lowering the amount of rejected components. Therefore, the
main OMM advantages are [1]:

1. MT geometry monitoring: By quantifying the geometrical errors caused by machine
deformation over time, the machine can be self-calibrated [2].

2. Workpiece alignment on MT:When the coordinate system changes between machin-
ing processes, accurate part alignment is extremely important for non-defect man-
ufacture. The coordinate system can be more precisely reconstructed by using an
appropriate measurement approach.

3. Machining process: The flexibility to use the same alignment and clamping sys-
tem on both the production and measurement processes is the major advantage of
integrating metrology systems into MT. This has proven to be more effective than
simply performing a post-process quality control, where the range of actuation is
more limited.

4. Workpiece quality control: Workpiece quality control: Making sure the part’s key
dimensions are within tolerance before it is taken out of the machine decreases the
probability that it will be deemed unsuitable during a subsequent ex-situ quality
control. If the specified tolerances are not met, corrective measures can be taken
while the workpiece is still clamped.

However, as the machining and measuring operations are performed on the same
equipment, both operations are affected by the same geometric errors. As a result, iden-
tifying and correcting these problems becomes challenging [3]. Schmitt et al. [4] suggest
two solutions to get over this restriction: volumetric calibration of the MT or integrating
an external metrology system to regulate the tool tip location over time. Furthermore,
the uncontrolled environment in which OMM operates (thermal fluctuations, presence
of coolant oils, etc.) represent a potential source of uncertainty. This uncertainty assesses
the reliability of the measurement and determines the quality of the results. Therefore,
decreasing the measurement uncertainty is a challenging task.

Three uncertainty estimation methods have been developed based on GUM ISO
Guide 98-3:2008. The ISO 15530-3 stabilizes the traceability chain using a calibrated
reference artifact and is based on the substitution approach. ISO 15530-4, on the other
hand, calculates the uncertainty through an iterative simulation-based process. Finally,
VDI guideline 2617-11 estimates the influence of each error source on eachmeasurement
independently.

In this study, the substitution method is used to assess the uncertainty of numerous
properties of a prismatic part under OMM conditions (ISO 15530:3 standard). A CMM
was used to calibrate them in order to have their reference value [5].

2 Methodology

2.1 Measurement Strategy

The targeted component is a prismatic workpiece made of 7075 aluminum (100 mm ×
100 mm × 50 mm). The intersection of planes A and B (X-axis), the intersection of
planes B and C (Z-axis), and the intersection of planes A, B, and C (origin “P”) were
used to establish the coordinate system (CS) (see Fig. 1).
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Fig. 1. CS and measured geometrical elements.

Using these geometric elements, five dimensional tolerances (references 101–105)
seven form errors (references 201–207), five orientation tolerances (references 301–305)
and three position tolerances (references 401–403) were analyzed (see Table 1).

Table 1. Description of the evaluated features.

Ref Description Nominal Ref Description Nominal

101 Ø C1 40 mm 206 F Flatness 0 mm

102 A-D distance 15 mm 207 C1 Cilindricity 0 mm

103 B-E distance 100 mm 301 Parallelism of D to A 0 mm

104 C-F distance 100 mm 302 Parallelism of E to B 0 mm

105 A-B angle 100 mm 303 Parallelism of F to C 0 mm

201 A Flatness 0 mm 304 Perpendicularity of C1 to A 0 mm

202 B Flatness 0 mm 305 Perpendicularity of C to B 0 mm

203 C Flatness 0 mm 401 Position intersec. A-C1 (X) 0 mm

204 D Flatness 0 mm 402 Position intersec. A-C1 (Y) 0 mm

205 E Flatness 0 mm 403 Position intersec. A-C1 (Z) 0 mm

2.2 Uncertainty Estimation

The OMM was performed ten times on an Ibarmia THR16 Multiprocess five-axis
machining center using a 100 mm long and 6.048 mm touch probe (1m repeatabil-
ity). Using a coverage factor of k = 2, the expanded uncertainty (UMP) was estimated
(Eq. 1).

UMP = k ·
√
u2cal + u2p + u2b (1)

The calibration of reference values (ucal), process repeatability (up), and systematic
error correction (ub) contribute to the estimation of the measuring process uncertainty.
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Bias (b), which is the difference between the calibrated and measured values, can influ-
ence the uncertainty in two ways. If it remains constant over the measurements, it can
be categorized as a systematic error and corrected using Eq. 2, where ycal is the average
of the calibrated measurement; y is the average of the OMM; yMP is the uncorrected
OMM value and YMP is the corrected value.

b = ycal − y ;YMP = yMP − b ± UMP (2)

If not, bias must be taken into account as an extra source of uncertainty. In this
study, the first option was chosen since bias did not change over the repetitions. Thus,
the component ub is only influenced by the workpiece’s temperature T, the material’s
uncertainty in its thermal expansion coefficient (uα = 4.702 · 10−6mm/ºC) and the
measurement length L (Eq. 3):

ub = (
T − 20 ◦C

) · uα · L (3)

The repeatability of the process, assessed as the standard deviation of the measure-
ments contributes to up, where y is the mean value of the feature, yi is the measured
value for repetition i and n is the number of repetitions (Eq. 4).

y = 1

n
·
∑n

i=1
yi ; up =

√
1

n − 1
·
∑n

i=1

(
yi − y

)2 (4)

The part wasmeasured using a 55mm long, 5mm stylus and aMitutoyo Crysta Apex
S9106 3+2 axis CMM (positional repeatability of 0.4 m at 100 mm). Equations 5 and 6
give the characteristics of the CMM, where MPE stands for the maximum permissible
error, A is equal to 1.7 μm, B is equal to 0.003 μm/mm, L is the measurement length,
MPEp is the maximum probing error (1.7 μm) and σi is the standard deviation of the
calibration error for each stylus configuration.

MPE = A + B · L μm (L : mm) (5)

MPEpcorr = MPEp + Max(σi) μm (6)

This component ucal was estimated according to the ISO 15530:2 standard, with ugeo
indicating the reproducibility of the measurement process uE the calibration uncertainty
of the CMM, and urep its repeatability (Eq. 7) [5].

ucal =
√
u2geo + u2E + u2rep (7)

The ugeo component is related to the geometric inaccuracies of the CMM. The part
was measured using four different probe configurations to evaluate them independently
(Eq. 8). In this equation, n2 is the number of probe configurations, jy is the mean value
in orientation j and y is the mean value across all configurations:

ugeo =
√

1

n2
× 1

n2 − 1
×

∑n2

j=1

(
jy − y

)2 (8)

According to the type of the assessed feature (Table 1), uE was estimated using one
of the following equations [6] (Table 2):

Finally, Eq. 4 was used to estimate urep, replacing the OMM results with those got
in CMM. 20 repetitions were made in this instance (5 per probe configuration).
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Table 2. Estimation of uE according to the type of feature.

Equation Type of feature Equation Type of feature

uE = MPE√
3

Dimensional tolerances uE = 0 Angles

uE = MPEpcorr√
3

Form errors uE = 2*MPE√
6

Paralelism

uE = 2*A√
3

Perpendicularity uE = A√
3

Position error

3 Results

For quality control, reliable measurements are crucial, but as OMM is vulnerable to
numerous variable sources of error, this is difficult to guarantee. To ensure OMM trace-
ability, this study conducts an experimental test in accordance with ISO 15530-3:2011
standard identifying the main error sources that influence the uncertainty (Fig. 2).
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101 39.884±0.004mm 201 10±2.8μm 206 12±7.1μm 304 5±4.2μm

102 15.092±0.004mm 202 12±7.6μm 207 11±3.7μm 305 10±6.6μm

103 99.736±0.011mm 203 12±7μm 301 9±3.1μm 401 -517±6.6μm

104 99.367±0.009mm 204 5±2.4μm 302 11±1.8μm 402 344±11.6μm

105 75.920±0.003º 205 4±2.4μm 303 15±5.7μm 403 343±7.1μm

Fig. 2. OMM and CMM measurement results.
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The findings indicate that the workpiece calibration uncertainty ucal is primarily
caused by the CMM calibration component uE. With the exception of the angular toler-
ance (uE = 0º by definition) and the position tolerances, where reproducibility is more
crucial, its weight exceeds 50% in the majority of circumstances. This, in turn, increases
the subsequent value of UMP.

In contrast, for OMM, repetition becomes the main source of uncertainty. The
repeatability of the measuring process decreases increasing weight of up by as much
as 90%, when rotatory table interpolation is required, as for measuring C or F planes.

It is important to note that the ub component remained less than 1 μm in every case
thatwas examined.Due to the small size of the prismatic part and as the test’s temperature
(18.37 ◦C) remains so close to the reference temperature of 20 ◦C, its impact was nearly
nonexistent. However, the contribution of this component to the uncertainty would be
more substantial for larger components or if the temperature changes rise.

4 Conclusions

An overview of the relative contributions of each measurement uncertainty source to
OMM is given in this paper. The main cause of uncertainty turned out to be the lack of
repeatability brought on by the unpredictable climatic conditions and the presence of
coolant oils, particularlywhen themachine’s rotating axeswere interpolated. In addition,
the use of a different calibration device is suggested for future investigations in order to
decrease the weight of uE in the overall measurement uncertainty.

Acknowledgements. Grant KK-2021/00039 founded by Department of the Basque Govern-
ment’s Ministry of Economic Development, Sustainability and Environment.
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Abstract. In search of an alternative to micro-milling, a new micromachining
technology based on the principles of single-edge cutting has been successfully
developed. Tohave full control of the cutting process, an artificial vision systemhas
been developed, which is able to locate the tip of the cutting tool and thus calculate
the forces that develop along the programmed cutting path. As a complementary
measuring system, a piezoelectric matrix sensor has been developed that through
the composition of the forces in each of the axes of the cutting micro machine can
locate the tip of the tool. Preliminary tests yield results that agree with the artificial
vision system, the use of this matrix force sensor is a competent complement to the
artificial vision system when it does not have the right conditions for its operation.

Keywords: Single edge cutting · micro machining · micro machining
strategies · micro cutting tool

1 Introduction

Micromachining with a single edge tool has proven to be a competent alternative to
micro-milling, due to having a tool with simpler geometry and a robust control system
capable of correcting the tool path as the cut is made. The success of this technology
is based on the development of a hybrid machine with six degrees of freedom, which
consists of a combination of parallel mechanisms, the rotation of the tool in its own axis
and a traditional coordinate stage (3PRS-XY-C) [1].

One key element for trajectory control is an artificial vision system, which can locate
the position of the tool tip during the cutting process. The data obtained is the basis for
the calculations sent to the CNC for the correction of the cutting path [2].

The stability and accuracy of the cutting tip position data are critical to the success
of single edge micromachining, having a concurrent sensor system is a guarantee of a
successful cutting process, with this idea a new sensor is proposed, which by recording
the cutting forces is capable of locating the cutting tip.

Shear forces are a source of information that describe the nature of the process,
however, recording them is not a simple task due to their order of magnitude, the wrong
choice of these sensors would acquire unwanted data, which can be confused with
electronic noise, vibrations [3] or even temperature variations [4].
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2 Methodology

A hybrid machine tool and a single-edged cutting process have been developed as an
efficient alternative to the more widespread micro-manufacturing processes such as
micro-milling, micro-turning or micro-grinding [1].

In recent years, the measurement of forces and momentums has been widely used to
evaluate processes in manufacturing industries [6]. The data is used to guarantee quality
during manufacturing processes [7], or to generate adaptive process control in milling,
grinding and turning.

Typically these 6 DOF measurements are achieved using commercially available
sensors mounted near the center point of the tool. These forces and momentums can
also be obtained from drive currents, but these measurements have limited accuracy due
to non-linear and stochastic influences from mechanics that interfere between the force
application and measurement [8].

In the hybrid machine tool 3PRS + XY + C there are 6 DOF. The 3PRS parallel
mechanism has 3 DOF, one actuation in each of its prismatic pairs Z1, Z2 and Z3. The
tool head has 1 DOF, which is the rotation about the relative axis z3 of the cutting tool.
Finally, the XY stage has 2 DOF, one in each general X and Y axis of the fixed frame
on the machine tool (Fig. 1A).

This configuration allows a wide range of orientations and positions of the cutting
tool which enables it to generate various cutting paths with different characteristics, such
as straight lines, curves in different orientations, circles, etc.

During the single edge micro cutting process, the position of the tool tip is a key
factor in the resulting work piece, for this reason an artificial vision system is used
to acquire the real position of the tip of the tool, which influences the measurements
of forces and momentums [9]. These measurements are used to generate an adaptive
process control that compensates for tool path errors, this minimizes geometric errors
in features generated on the workpiece [2].

Fig. 1. A) 3PRS-XY-Cmachine tool. B) Schematic representation of the configuration of the tool
head in the 3PRS-XY-C machine

Since it is not common for machine tools to have integrated force sensors, a mea-
surement system must be mounted on the machine tool, which is capable of measuring
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in 6-DOF. To achieve a complete reading of these cutting forces a matrix of sensors is
developed, 4KISTLER tri-axial piezoelectric sensors are integrated into the 3PRS-XY-C
machine in the tool head,which are complemented by aKISTLER9265C1dynamometer
where the work piece is placed. (Fig. 1B).

2.1 Measurement Process

To produce work piece surfaces with various features, different paths for the cutting tool
are planned and executed on the hybrid machine. In order to define the cutting paths
and the positions of the tool tip, it is necessary to use three reference systems, a general
frame, which is also known as the machine frame (fixed), a reference frame of the work
piece and a reference frame of the cutting tool (Fig. 2A). The surface quality of the work
piece was characterized using a surface roughness tester and an optical microscope.

Fig. 2. A) Reference systems of the machine tool. B) Arrangement of piezoelectric sensors in the
tool head.

The position of the sensors in the tool head is fundamental for the composition of
the cutting forces, using a matrix arrangement of 4 sensors it is possible to acquire the
6 main reactions, 3 forces and 3 torques that occur during the cutting process (Fig. 2B).
These force and torque measurements allow us to know if there has been a deviation
from the forces expected in the process due to tool wear, change in the geometry of the
tip and other phenomena that alter the cutting section and the point of application of the
cutting force.

The artificial vision system consists of a pair of cameras placed perpendicular to
each other, which are also aligned to the XZ and YZ plane respectively. The planes in
which the cameras are placed are coplanar to those of the tool tip coordinate system
(Rct), which by means of the machine kinematics is related to the coordinate systems of
the tool stage coordinates. X-Y (Rw), and that of the granite base (Rb), which is the basis
for the calculation of the tool path and its position throughout the machining time. The
behavior of the X-Y stage mechanism is accomplished by a direct drive on each axis,
while the serial parallel mechanism requires a combination of the drive of the Z axes and
two rotations, the rotation of the C axis along the trajectory is necessary to compensate
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Fig. 3. 3PRS-XY-C with all sensor systems implemented. A) Head of the tool with the artificial
vision system. B) Top view of the 3PRS system with the piezoelectric sensors in the head. C)
System of acquisition and analysis of cutting forces.

the parasitic movements that exist by the nature of the parallel series mechanism, the
disposition of the elements of the vision system are shown in Fig. 3.

In order to define the real position of the cutting edge, it is necessary to measure
the deviation that the tool has in relation to the coordinate system (Rct), the necessary
values for the correction of the position of tool tip areΔx, Δy and Δθ which correspond
to the deviation in x3, y3 and the angular position around z3 respectively.

2.2 Tool Path Correction with the Obtained Data.

Taking the offset of the tip with respect to the axes x3, y3, (Δx,Δy) and an initial position
of the C axis (Δθ ) that are represented in (1), the necessary calculations are made for
the correction of the position of the tool (4) and (5) to keep the cutting edge tangent to
the path P.

These displacements correspond to the movements of a circle whose radius is the
delta (rΔ)) which is obtained from (3), obtained with a real position of the cutting
edge defined by � and where γ is the angular sum of the parasitic movements of the
serial-parallel mechanism in conjunction with the action of axis C (2).

�θ = atan

(
�x

�y

)
(1)

φ = π

2
+ �θ + γ (2)

r� =
√

�2
x + �2

y (3)

With the calculations obtained from the previous equations, a rotation matrix is
applied to them to relate them to the granite coordinate system (Rb), which is the general
coordinate system (6).

δxr = r� cosφ (4)

δyr = r� sin φ (5)
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⎡
⎣ δx

δy

δz

⎤
⎦
Rb

= R

⎡
⎣ δxr

δyr

0

⎤
⎦
Rct

(6)

As a last step, the displacements corresponding to the axes are calculated, which will
be used as an input in the ISO code of the cutting path, the data is obtained from (7), (8)
and (9).

Xp = X + δx (7)

Yp = Y + δy (8)

Zip = Zi + δz (9)

3 Results

To verify the behavior of the model, in the hybrid machine tool linear micro cuts are
machined with a tool with χr = 60◦ at different inclinations, the machine tool follows
a straight trajectory along a 7075 Aluminum specimen- T6 staggered at 25, 20, 15, 10
and 5◦. In each ramp, cuts are made from 50 × 50 μm down to 5 × 5 μm, which
recreates a wide range of machining conditions, thus is warranted as an adequate test of
the proposed cutting model. In the results obtained, the magnitude of the force varies
according to the size of the cutting area, being the areas with the greatest dimension
those with the greatest cutting force, an additional effect on the forces is not observed,
so the cutting conditions are have been able to maintain regardless of the inclination at
which it is machined, the results of the experiment are shown in Fig. 4. This allows us
to indicate that the corrections made with the artificial vision system allow maintaining
homogeneous cutting conditions during the manufacturing process.
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Fig. 4. Force graph of the cutting process, measured vs. predicted.

4 Conclusions

The results obtained show uniform behaviours when the cutting conditions are main-
tained, then, if the cutting conditions are not disturbed by sudden changes in section,
wear of cutting tools or other phenomena that may affect the cutting forces; the quality
of the generated surface is adequate. The developed vision system is a non-invasive
technique for locating the tool tip which is crucial for achieving precise and controlled
machining of desired geometries, when used in tandem with the matrix of force sensor
is a very powerful technique of concurrent measurement that is capable of ensuring that
the quality of the process will be maintained.
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Abstract. The aim of this work is to improve the productivity of manufactur-
ing cells by reallocating tasks between the machine tools and the robot. The true
working capacity of the robot is established considering the process forces and
taking into account the specified precision of the product to be manufactured by
accurately modelling its behaviour. This modelling has been carried out using the
multi-body method and considering a variable stiffness in the robot joints. The
behaviour of the robot at different points in the work area is determined, determin-
ing where the best results are produced. This results in the possible reallocation
of tasks, the positioning point and the orientation of the workpiece in the working
area.

The simulated or measured cutting force is fed into the model, modified
according to variations in the machining parameters. These variations occur due
to deviations of the robot during the machining path. A function is defined where
the influence on the value of the force is recorded. This input information can be
modified based on feedback from the estimated behaviour of the robot. The results
of the modelling of the robot and its interaction with the cutting forces show the
influence of the type of robot and the work area in which it is working, allowing
the process to be characterised.

Keywords: position · robot · multibody system · machining · milling

1 Introduction

The range of possibilities and expectations for robot applications in machining and
pre-machining tasks is reflected in the large collection of reviews and papers in the
specialized literature [1–3]. The major challenges facing machining with robots versus
machining with machine tools remain today [4] the characterization of robot stiffness
and robot configuration [5], path planning and dynamics, vibration during machining
[6] and robot deformation and compensation [7].

One way to confirmwhether a robot is capable of performing a machining operation,
minimizing the use of expensive tests, is through an efficient model that simulates its
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dynamic behaviour. For this reason, a robot model has been developed using the multi-
body method with mixed natural coordinates (MBSmc). As a result of this application,
a trajectory and its deviation as a function of the process forces can be simulated.

2 Methodology

For the modelling of the robot, the MBSmc method has been selected [8]. The MBSmc
formulation allows to apply driving forces, torques and to evaluate positioning errors in
each of the links. This results in relating the angular response of the link motion to its
corresponding drive.

In this application of theMBSmcmethod, the joints are considered as flexible solids.
The scheme of the proposed model is shown in Fig. 1.

Fig. 1. Model for the robot milling system.

Since the main deformations are located at the joints (compared to the stiffness of
the links), the direction of the forces and torques that will play out during the execution
of the applied machining have a relevant influence, as well as the configuration of the
robot.

3 Robot Model

The model presented is a simulation model of the robot’s behaviour that takes into
account the forces of the milling process. For this purpose, it interacts with the process
based on the estimation of how the evolution of the forces evolves with the robot’s
deviations and, therefore, with the modification of the machining parameters.

In this way, the deviation of the robot path δrobot is defined as the difference between
the nominal movement of the TCP and its real position (Eq. (1)).

This variation is caused by deviations in the positioning of the robot and by deviations
caused by deformations of the robot as a consequence of the forces and torques generated
during the process being performed. The calculation of the estimation of this deviation
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can be done by simulating the behaviour of the robot, determining the deviation as the
difference between the nominal and simulated trajectories or positions.

δrobot = qTCP − qTCPreal (1)

The position q for all points and vectors of the robot (see Fig. 2) is modelled using the
MBSmc method. The robot motion is obtained with a trajectory generated by a discrete
set for each programmed robot position through master positions. All robot positions
must fulfil the function of the non-linear constraint equations for each instant t (Eq. (2)).

By first performing the function of Eq. (2) in the inverse dynamics and then using
the results of the inverse dynamics in the direct dynamics, the coordinates of the robot’s
TCP displacement are calculated for each trajectory configuration.

�(qsim, t) = 0 (2)

Fig. 2. Multibody model of the robot with mixed natural coordinates.

In the formulation of the simulated rotation anglesΨ sim (Eq. (3)), the dependence of
the theoretical rotation angles Ψ and the term ϕ [8] is proposed. The torques τ that each
motor produces at its joint are related to its angular stiffness k (Eq. (4)). The negative
sign explains the direction of the torques from machining, which are the opposite of the
motor torques.

ψsim = ψ + �ψKpos + ϕ (3)

ϕ = −τ

k
(4)

In order to know which are the torques τ i that the motors produce in each joint as a
consequence of the process forces that are playing, it is necessary to solve the inverse
dynamic problem, using the virtual method power (Eq. (5)).

τ = RT InRψ̈ − RT InSc − RTQ − τmach (5)

Operating with the direct dynamic model, the corrected angular accelerations of the
joints are obtained. By applying ODE-type integration methods, the angles and their
corrections due to the gain at each position of the trajectory are calculated (Eq. (6)).

{
ψ̈T + �ψ̈T

Kpos, ψ̇
T + �ψ̇T

Kpos

}
t

ode113→
{
ψ̇T + �ψ̇T

Kpos, ψ
T + �ψT

Kpos

}
t+�t

(6)
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With the simulated anglesΨ sim, the natural coordinates for all the points of the robot
at each instant t of the trajectory are generated using the cubic spline method.

4 Interaction Between the Robot and the Process

Once the robot has been modelled, the process forces are introduced. In this way, the
process is modelled taking into account the influence of the process forces and the
influence of the robot’s deformations on them.

The deviation of the robot in the direction of motion affects the instantaneous cutting
edge feed rate and thus the average chip thickness. Robot deflections in the transverse
direction will affect the cutting width, the engagement angle and the chip thickness. The
robot deviation in the perpendicular direction to the robot base modifies the axial depth
of cut.

The fact that the cutting forces are modified means that the reaction of the robot will
be different. Therefore, it must be known to what extent the values of the machining
forces will be modified, for which a complete model of the process has been chosen as
described in [9] for peripheral end milling operations.

The cutting force in the tangential direction is expressed according to Eq. (7).
Analogously, the forces in the radial and axial directions can be obtained.

Fc
(
ϕj

) = kc0 · ap ·
[

1

ϕj −
(
ϕj − ϕpr

) fz
(
cos

(
ϕj − ϕpr

) − cosϕj
)]1−mc

(7)

The corrections applied to each of the force components are a function of position.
The calculation of the feed rate fzi at each point on the path takes into account the

nominal feed rate fz, the deformation of the robot in the feed direction at that point and
what the previous edge at that point did not cut, according to Eq. (8).

fzi = fz + δroboti + δprev cutting edge i (8)

With respect to the cutting width aei, also for each position of the path, an analogous
expression is used (Eq. (9)) where the cutting width ae is affected by the effect of the
transverse deformation of the robot at that point.

aei = aei + δrobot i (9)

In both cases, the calculation of the robot deformation at each position takes into
account the stiffness of the joints and is simulated by means of the direct dynamics along
the entire path with the torques obtained from the inverse dynamics when the process
forces are introduced.

Once the corrections have beenmade and fzi and aei have been obtained, the corrected
forces for each point are obtained (Eq. (10)).

Qsim forces = Qnom forces · fzi
fz

· aei
ae

(10)

The designed algorithm calculates, individually for each point, the inverse and direct
dynamics with the corrected forces. This process is repeated for each point until the
result converges and the deviation of the robot can be obtained (Eq. (1)). The procedure
is applied to each position in the trajectory.
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5 Results

The modelled (see Fig. 3) and measured (see Fig. 4) milling forces applied at the TCP
are shown, together with their correction by the model, in the transverse direction of the
feed. The effect of the forces on the motion is shown in Fig. 5. As a consequence of the
deformations of the robot and what the previous cutting edge has not cut, the process
forces decrease. This deviation varies as the cutting edge rotates.

Fig. 3. Modelled (blue) and corrected (green) transverse forces at the TCP.

Fig. 4. Measured (blue) and corrected (green) transverse forces at the TCP with runout.

Fig. 5. Movement for the TCP due to measured forces (blue) and their corrections (green) with
runout.

6 Conclusions

From the results obtained it is concluded that:

• The model allows knowing the deviations of the TCP when interacting with the
machining forces.



404 E. Ferreras-Higuero et al.

• The behaviour of the robot reflects the evolution of the variable forces in milling
operations.

• The corrections are calculated from the configuration of the robot and the machining
at each position of the cutting edge, taking into account the situation of the previous
cutting edge in the same position.

• The established procedure makes it possible to predict the deviations of the robot,
depending on its mechanical characteristics.
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Abstract. In the present work robot trajectories are generated and kinematically
simulated. Different data (joint coordinates, end effector position and orientation,
images, etc.) are obtained in order to train a neural network suited for applications
in robotics. The neural network has the goal of automatically generating trajec-
tories based on a set of images and coordinates. For this purpose, trajectories are
designed in two separate sections which are conveniently connected using Bezier
curves, ensuring continuity up to accelerations. In addition, among the possible
trajectories that can be carried out due to the different configurations of the robot,
themost suitable ones have been selected avoiding collisions and singularities. The
designed algorithm can be used in multiple applications by adapting its different
parameters.

Keywords: Industrial robotics · Trajectory planning · Artificial Intelligence

1 Introduction

In recent years, the rapid advance of industrial robotics hasmade it possible to automate a
multitude of operations. However, automation ismore complicated for certain operations
that present some degree of randomness. The development of neural networks (NN) in
the field of artificial intelligence (AI) is making it possible to automate this type of task.
Specifically, in the project in which this work is included, a NN will be used to generate
trajectories from images. The algorithm will be able to identify the object to be picked
up and command the trajectory. This work will focus on generating the data sets in the
form of images and time series necessary to adjust the parameters of the NN in the initial
training phase.

2 Trajectory Generation

In robotics, a trajectory is the desired motion of a manipulator from an initial point to
an end point, described by the position and orientation of the robot’s end effector. The
generation of trajectories seeks to find the functions that describe the position, velocity
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and acceleration as a function of time of the joints, knowing the desired initial and final
position and orientation for the end effector. In this work a series of trajectories will be
generated using the UR10e robot. It is a serial manipulator with 6 degrees of freedom
whose kinematics have been described using the Denavit-Hartenberg parameters [1–3].
The robot has the task of gripping a cable whose positionwill determine the final position
of the end effector.

Trajectories can be defined either in the operation space or in the joint space. Both
are related by means of direct and inverse kinematics. The direct kinematics has only
one solution, while the inverse kinematics has 8 solutions for the UR10e robot. In this
work, both the operation space and the cartesian space will be used, since the trajectory
has been divided into two distinct sections. The first section is called approach and the
robot moves from its initial pose (P1) to an intermediate pose (P2) close to the final pose
(P3). In this stage, the aim is that the robot travels the distance in the shortest possible
time, and it is based on the joint space. An intermediate pose is reached and the necessary
orientation for the subsequent manipulation of the object is achieved. The second section
is called slow, moving the robot from P2 to P3. In this section the manipulator moves
to P3 with reduced speed and without changing the orientation of the end effector. This
section has been defined in the operating space.

2.1 Trajectory Point Calculation

To generate the trajectory given the initial and final pose of the robot, the first step is
calculating the intermediate pose where the two sections of the trajectory meet. This
pose has the same orientation as the final pose and x,y,z cartesian coordinates that are
calculated with the desired distance (in modulus) between the cartesian coordinates that
define P2 and P3. Then, using inverse kinematics [4, 5], the joint coordinates of the
initial, intermediate and final poses are obtained. The same configuration of the robot
has been used for the three calculations so that it uses the same configuration during the
whole trajectory. After this process, the joint coordinates of the robot (vector q) and the
cartesian coordinates of the end effector (vector x) have been obtained for poses P1, P2
and P3.

2.2 Trajectory Design Using Bézier Curves

In this work polynomial Bézier curves have been used to design the two sections that
will compose the complete trajectory of the robot. For the first section of the trajectory,
a total of 6 Bézier curves have been defined since there are 6 joint coordinates. To
guarantee continuity up to accelerations, the control points of the vector of control
points c = [c1, c2, c3, c4, c5, c6]T have been defined in such a way that they fulfill
certain requirements. In order that the joint velocities (q̇) and accelerations (q̈) are zero
at the initial instant, it has been imposed that the first three control points have the value
of the joint coordinates at P1, so that c1i = c2i = c3i = θi,P1 where i refers to the
i-th joint coordinate. To ensure continuity in positions at P2, it must be satisfied that
c6i = θi,P2, i.e., the last control point must be equal to the joint coordinates of P2.
To ensure continuity in velocities and accelerations at P2, the values of c5i and c4i are
calculated in such away that the desired velocities and accelerations are equal to the ones
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from the Bézier curves. In the second section, since the orientation of the end effector is
constant, only 3 Bézier curves are necessary. An analogous procedure to the first section
has been followed and the results have been transferred to the joint. Hence, the complete
trajectory is univocally described Fig. 1.

Fig. 1. (a) Joint coordinate θ2 evolution in first trajectory section. (b) Cartesian coordinate x3
evolution in second trajectory section.

3 Trajectory Selection

Under the assumptions of Sect. 2, a total of 8 trajectories have been generated for
given initial and final poses, so that each trajectory corresponds to each of the robot
configurations. These 8 trajectories represent 8 possible solutions for the robot to move
from the same initial pose to the same final pose.

In order to eliminate trajectories in which there is some type of collision (self-
collision or with an object in the environment), a collision detection algorithm has been
designed. The robot has been modeled using rectangular parallelepipeds in order to
simplify and speed up the algorithm, as shown in Fig. 2.

Fig. 2. (a) Original solid modelled robot in Gazebo. (b) Collision solid modelled robot.

On the other hand, the trajectories in which the robot passes close to a singularity
[6, 7] have been eliminated by establishing a threshold value of the condition number
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of the Jacobian matrix. When this threshold is exceeded trajectory is rejected. Figure 3
shows an example of trajectory rejection due to collision and singularity.

Finally, three criteria have been defined in order to select among the trajectories
not rejected: minimization of the maximum joint velocity, minimization of the distance
covered by the end effector and minimization of the maximum value of the condition
number. The final trajectory selection algorithm is described in Fig. 4.

(a)                                                     (b) 

0 1 2 3 4 5 6 7 8 9

101

102

103

104

Fig. 3. Trajectory rejection criteria application. (a) Collision based example. (b) Singularity based
example (trajectories 2 and 8 rejected).
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Fig. 4. Trajectory selection algorithm diagram.

4 Generation of Data Based on the Optimal Trajectory

In order to feed the neural network, a single trajectory is not enough, being necessary
a large number of trajectories in which some of their parameters are varied. In order to
generate this set of trajectories, the following parameters of the cable to be taken by the
robot have been randomly varied: position, radius, opening angle, torsion angle of the
terminals and length of the cable. Thus, the final pose to be reached by the robot can
be varied and a large number of random trajectories can be created. The generated data
sets are composed of a series of images and text files with time series (position, joint
velocity and acceleration, position and orientation of the end effector, etc.) organized as
shown in Fig. 5.

The images of the manipulator carrying out the trajectory at different time instants
is the part that provides the most information to the AI since after the training with these
images it will be able to generate trajectories autonomously. These images have been
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obtained using the free robotics simulation softwareGazebo,where a virtual environment
as close as possible to the real one has been created. Thus, at each discrete instant of the
trajectory, the position of the robot has been varied and the necessary images have been
taken.

Set of 
simula�ons Simula�on 2

Simula�on 1
data.txt

Cameras

Cam 1

Cam 2

Cam m

Image 1
Image 2
…
Image n

Simula�on n

Fig. 5. Organization of a data-set.

On the other hand, the time series data is stored in a text file containing the header
in the first row with all the names of the variables to be stored: time, joint coordinates,
velocities and accelerations, and position and orientation of the end effector in cartesian
coordinates. The remaining rows represent the value of each of these variables at a given
time instant.

5 Results

In this Section the results obtained after generating several datasets that can be used to
feed the AI will be analyzed. First, a single trajectory will be analyzed as an example
and then some general results of the data sets obtained will be discussed.

Fig. 6. Example trajectory evolution.

In this example, 4 of the 8 trajectories have been discarded (trajectories 3–6) due to
collisions with the table on which the cable is located. These configurations are called
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“elbow down” configurations. Configurations 2 and 8 have also been discarded since
they exceed the threshold established for the condition number of the jacobian matrix.
Among the remaining valid trajectories number 1 has been chosen based on the criterion
of minimizing the maximum number of condition. Images of different instants of the
selected trajectory can be seen in Fig. 6.

Regarding the results of the complete data set composed of 1000 trajectories, it has
been found that trajectories 1 and 7 are the most used with usage percentages of 42.84%
and 26.35% respectively. Configurations 3 to 6 have not been used in any occasion
because they always collide with the table as they are “elbow down”. Trajectories 2
and 8 have a very low percentage of use of 3.2% and 0.46%, the rest (27.15%) are
erroneous trajectories where all the trajectories have been rejected due to collisions
and/or singularities.

6 Conclusions

This work presents a methodology to create robotic trajectories and select between them
in order to obtain a data-set to train a neural network. The advantages of generating
trajectories in a kinematic way in terms of simplicity of trajectory generation and ideality
of the trajectories have been tested. An algorithm has been created to avoid collisions
and also singularities and their neighborhood. The generated trajectories have been used
to export a series of data (images and time series) that will be used for the first training
phase of the neural network. In addition, the algorithm has been designed parametrically
so that it could be used for other similar applications.
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Abstract. Industrial maintenance is undergoing a process of digitalization and
automation through the use of Industry 4.0 technologies. An example is the
employment of digital twins which allow virtualizing assets such as a fleet of
Autonomous Mobile Robots (AMR) . In this paper, we analyze two local nav-
igation algorithms for AMRs navigation in a digitized environment: Dynamic
Window Approximation (DWA) and Time Elastic Band (TEB) . For this purpose,
a digital twin is implemented in the ROS ecosystem. In this environment, a com-
bined mission of a fleet of three AMRs is simulated where they navigate together
in order to compare the behavior of the algorithms in dynamic industrial environ-
ments. As a result, the trajectories of each AMR that are key for production cost
planning are analyzed. Finally, we introduce in this work a web server to interact
with the developed digital twin facilitating its use.

Keywords: Industry 4.0 · Autonomous robots · Digital twins · Simulation

1 Introduction

The manufacturing industry is undergoing a digital transformation process where dif-
ferent technologies are converging towards flexible, individualized, and efficient pro-
duction. For this purpose, the digitization of assets in industrial processes is essential
in the creation of a collaborative environment to generate greater added value. Under
this paradigm, the concept of Industry 4.0 is born where the integration of heteroge-
neous technologies is a requirement to achieve more efficient production [1]. In this
sense, Cyber-Physical System (CPS) are key to merge the physical level with the digital
level enabling the interconnection of the entire value chain [2]. The Industrial Internet
of Things (IIoT) concept is being developed where policies and methods for data and
information transmission are used to enable a collaborative manufacturing.

Within this context of digitization and connectivity, industrial handling is an asset
where coordination of othermanufacturing processes is needed in order to be efficient. To
achieve efficient transportation, data generation of the different processes through SCF
is necessary to obtain information for decision making. In this sense, decision making
can be executed by an expert system because the necessary information is digitized.
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However, for full automation of internal transportation, autonomous vehicles capable of
safely navigating the manufacturing plant are required. These vehicles are referred to as
AutonomousMobile Robots (AMR) in the scientific literature. AMRs are equipped with
different sensors that allow them to recognize the environment as well as some on-board
intelligence to navigate safely.

However, the adaptation of AMRs to industrial environments is unknown due to
the heterogeneity of machine distributions as well as the dynamic location of person-
nel. Nevertheless, the evaluation of AMR behavior is essential for cost forecasting and
production planning. In this context, Digital Twins (DT) enable the virtualization of an
environment as well as the modeling of AMRs. By using DT, it is possible to analyze tra-
jectories, times and even battery consumption, which are key to planning and optimizing
the production activity.

In this context, there is a study [3] which analyzes the behavior of a single AMR
in a DT compared to a real robot. In this study, two scenarios with static obstacles are
recreated, reaching a high level of similarity; however, this work does not analyze the
behavior with several AMR simultaneously. Moreover, the navigation of an AMR fleet
presents several peculiarities in the field of navigation, planning or simulation. For this
reason, this work studies the navigation behavior of an AMR fleet making use of a DT
which is a novelty in the literature to the authors’ knowledge.

In this work, in addition to the creation of the DT with several AMRs, we intend
to evaluate the behavior of two different local navigation algorithms. The objective of
this study is to establish which one offers lower transport times once its parameters have
been configured and adapted to avoid collisions between them. Furthermore, to make the
evaluation comparable, it is performed in the same industrial simulation environment
with identical case studies supposing the same requirements for AMRs navigation.

2 Case Study

AMRs are a fundamental asset for internal transportation in the industrial plant [4]. To
perform this demonstrator and study with a fleet of AMRs, an industrial plant for the
manufacturing of parts will be recreated virtually. For this purpose, the parts need to be
moved from one machine to another to be stored in a warehouse.

With this case, the objective is to analyze the trajectories and times associated with
the autonomous transport of these vehicles. However, in order to analyze the behavior
of the navigation algorithms with moving obstacles, a scenario of small dimensions has
been recreated to maximize the encounters with the AMRs.

2.1 Description of the AMR Used in This Paper

The autonomous industrial vehicle used is a non-holonomic mobility robot [5]. In this
case, the robot has two independent driving wheels providing two Degrees Of Freedom
(DOF) as opposed to the 3 DOF of the holonomic robots (i.e., two for position and one
for orientation).

As for its kinematics, it is based on a differential traction movement by means of
two conventional fixed wheels. However, at its ends, it has off-center steerable wheels
for load distribution and stability, which are not driven.
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The driving wheels are located on the sides of the geometric center of the robot,
allowing it to rotate on itself without the need to move. In this way, a high mobility in
confined spaces is achieved, which is considered in the navigation algorithms.

In addition, this autonomous vehicle under study ismarketed by the companyMobile
Industrial Robots (MIR) and is widely used in industry. Specifically, the model is the
MIR100, which is capable of carrying 100 kg of payload with a maximum speed of
1.5 m/s.

2.2 Mission Definition

To evaluate both algorithms, the environment and objectives must be the same to be
comparable. For this purpose, a mission has been established for each of the AMRs. In
this way the environment and circumstances are identical, in order to attain comparable
results for both algorithms.

For this case study, all AMRs are sent missions at the same time, moving to two
different targets. The mission constraints stipulate that two vehicles cannot be parked
on the same machine. The missions defined for each AMR are shown in Table 1.

Table 1. Definition of missions for the evaluation of navigation algorithms.

AMR missions

Position AMR-1 AMR-2 AMR-3

Initial Saw Milling Lathe

Intermediate Lathe Warehouse Saw

Final Milling Saw Warehouse

Once the missions and the case study have been established, we proceed to the
resolution of the problem.

3 Methodology

For the comparative analysis of the navigation algorithms, the ROS ecosystem has been
used, where the interconnection between a set of libraries and tools has been estab-
lished. The navigation stack is summarized in themove_base_nodewhere it receives the
positioning information according to the theoretical framework [6].

To integrate multiple robots, the authors have decided to create prefixes in order to
load the same features and parameters without cloning the code. In this way with a single
XML file, we can reproduce the AMRs in the same simulation environment.

The virtualized dynamic simulation environment is realized with gazebo where
AMRs are spawned for navigation. The environment has been designed and exported in
Spatial Data Files (SDF) for interpretation in the ROS ecosystem [7]. Themanufacturing
plant is quadrangular in shape with a size of 16 m on a side.

After the creation of the environment, the AMR poses have been defined at the points
of interest defined in the mission.
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4 Results and Discussion

This section shows the sailing times of each AMR, as well as the trajectories for
comparison purposes.

4.1 Trajectories

The AMR trajectories is an indication of how the navigation algorithms work. In this
case, the actual AMR trajectories are shown as a result. To reach the resulting trajectory,
the local planning algorithms also rely on the global trajectory, as well as its nearest
environment. The authors have employed the rviz tool to obtain the resulting trajectories
as well as the mapped environment.

First, the trajectories with the DWA local planning algorithm will be shown. For the
sake of clarity Fig. 1 shows only the resulting trajectory, ignoring the global trajectories
of each AMR.

Fig. 1. AMR trajectories in the digital twin with the DWA local planning algorithm.

According to Fig. 1, each AMR is differentiated with a number. Furthermore, the
mission has been divided into two maps as a consequence of the two trajectories. In the
same way as in the DWA algorithm, the trajectories of the local planning algorithm TEB
are presented in Fig. 2.

In addition, the maps in Figs. 1 and 2, which have been generated by rviz, show the
cost map and its value by means of a color gradient in shades of blue. However, the
dynamic obstacles caused by the AMRs have not been represented for clarity.

4.2 Navigation Times

In addition to the trajectories, the time taken to navigate the AGVs has been measured
with the DWA and TEB algorithms, the results of which can be seen in Table 2.



416 A. Martínez-Gutiérrez et al.

Fig. 2. AMR trajectories in the digital twin with the TEB local planning algorithm.

Table 2. Comparison of navigation times between the DWA and TEB algorithms.

Navigation times [s]

Mission DWA TEB

Initial-intermediate 31.23 28.12

Intermediate-final 30.25 25.24

Total 61.48 53.36

4.3 Discussion

The TEB algorithm, being based on the temporal optimization of trajectories, seeksmore
optimal times compared to the DWA algorithm. Therefore, the results are consistent with
the mathematical principles on which these two algorithms are based.

5 Conclusions

DTs are key for the virtualization of the environment and the generation of information
for intelligent decision-making. In this sense, two navigation algorithms have been ana-
lyzed: DWA and TEB. For this purpose, an industrial environment has been virtualized
with three AMRs in order to acquire the trajectories and navigation times for the same
mission. Consequently, the ROS ecosystem has been used to evaluate the algorithms.
According to the results obtained, the TEB algorithm offers reduced operation times
than the DWA for dynamic obstacles. Therefore, it can be concluded that TEB is still
better when dealing with moving obstacles. Also, the trajectories with TEB are more
suitable for the objective function, although the fulfillment of the constraints is not guar-
anteed. In addition, a web interface has been developed to allow interaction between
users and the DT within the ROS ecosystem, facilitating its use. Therefore, the initial
objectives of this work have been successfully completed by analyzing and extracting
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interesting conclusions on local navigation algorithms for AMRs fleet navigation using
an interactive digital twin.
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Abstract. The advent of Industry 4.0 has revolutionised the way in which all
aspects of a product or service are approached, and the railway sector is moving
toward the adoption of this new paradigm.Maintenance in railways is traditionally
based on a preventive approach that replaces parts at regular intervals or when
a failure occurs. However, the 4.0 revolution implies the use of new strategies
based on condition monitoring and predictive maintenance for moving towards
Maintenance 4.0. In this work, the creation of a digital twin that helps in the
adoption of new technologies is established. The proposed digital twin covers
the trailer bogie of a high-speed train and is composed of three models: a 3D
geometrical model, a finite element model and a multi-body model. These three
models provide the initial information about the dynamic performance of the bogie
that should be completed with feedback from the actual bogie operating in the real
world.

Keywords: Industry 4.0 · Digital Twin ·Maintenance 4.0

1 Introduction

The fourth industrial revolution, called Industry 4.0, is based on the digitalization of
processes thanks to the “Internet of Things”, so every component of the processes is con-
nected to the Internet and can send and receive information. This revolution is changing
not only the ways in which products are designed but also the internal organization of
companies and the relationship between them and society [1]. Connecting thousand or
millions of devices and processing huge amounts of information requires technologies
such as Big Data, Artificial Intelligence, data fusion, etc. In addition, other technolo-
gies such as additive manufacturing and Digital Twin are also used in Industry 4.0.
The application of these new technologies to traditional predictive maintenance leads to
Maintenance 4.0.

The implementation of Maintenance 4.0 in railways is slow and, up to day, focused
mainly on the infrastructure. Kaewunruenet al. [2] proposed the use of Building Infor-
mation Modeling (BIM) to create a Digital Twin embedded in the life cycle of railway
infrastructure. It is applied to Taipei Metro to enhance its performance in operation and
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maintenance. Fuzzy logic is proposed by Karakose [3] for the predictive maintenance of
rails, overhead lines and pantographs. The monitoring of track condition through signals
collected from multiple trains is proposed by Lederman [4].

The most advanced implementation of Maintenance 4.0 in rolling stock is, probably,
thework developed by the company East Japan Railway in the last years [5]. The strategy
followed for implementing this paradigm is based on four pillars: condition-based mon-
itoring, asset management, database integration and work supported by artificial intel-
ligence. East Japan Railways is currently operating the series E235 commuter rolling
stock, which is able to monitor not only its own systems but also infrastructure systems
such as the track and the overhead line.

According toGrieves andVickers [6],“theDigital Twin is a set of virtual information
constructs that fully describes a potential or actual physical manufactured product from
the micro atomic level to the macro geometrical level. At its optimum, any information
that could be obtained from inspecting a physical manufactured product can be obtained
from its Digital Twin”. Although this technology is widely used in product design, life
cycle management or logistics, its application to the railway industry is limited and
mainly focused on infrastructure or traffic management [7].

This work presents an application case for applyingMaintenance 4.0 to a high-speed
train designed and built before the advent of the paradigm through the development of
a Digital Twin.

2 Digital Twin

The high-speed train studied in this work is composed of twomotor cars with two bogies
each and 8 articulated cars that rest on 9 trailer bogies. The train opened the first high-
speed line in Spain and has been travelling through Spain and the south of France up to
300 km/h since then. We will focus on the trailer bogie of the eighth car which is the
nearest to the second motor car. One wheelset of this bogie is equipped with uniaxial
accelerometers in the three space directions to measure vibrations.

The bogie’s digital twin presented in this work is developed from technical data to
characterise it and develop improvements if needed. The digital twin is composed of
three models: a 3D CAD model, a FEM model and a multibody model.

TheCAD3Dmodel ismade using the PTCCREOParametric software. This detailed
model (see Fig. 1) includes the bogie frame, two wheelsets, four axle boxes, the brake
system, the primary and secondary suspensions, and the car-bogie joints. There are three
accelerometers placed in the real bogie for signal acquisition and processing purposes
that are also modelled.

The FEMmodel is developed using ANSYS software from the 3D CADmodel. The
geometry of key elements such as the bogie frame (see Fig. 2) is imported into ANSYS
in order to perform modal analyses and obtain their natural frequencies.

The multibody model is developed with the help of Universal Mechanism software,
which includes specific tools for the dynamic simulation of rail vehicles. The multibody
model is assembled taking into account the data from the 3DCADmodel, paying special
attention to the inertial properties of the bodies and the physical relationship between
them. Thanks to this multibody model, it is possible to better understand the behaviour
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of the real bogie under different traffic operating conditions. This model is shown in
Fig. 3.

The accelerometers are placed on the axle box, so the performance of the roller
bearings is easily accessible. In case a fault in the roller bearings occurs, it should be
visible in the spectra. These frequencies are calculated by using the equations proposed
by Palmgren [8].

Fig. 1. Bogie 3D CAD model developed in CREO Parametric.

Fig. 2. FEM model of the bogie frame in
ANSYS.

Fig. 3. Multibody model of the bogie in
Universal Mechanism.

3 Results

Due to the limited space available, only a selection of the characteristic frequencies of the
bogie is listed in Table 1. Roller bearing fault and sleeper pass frequencies are computed
from theory. Natural modes of the bogie frame, wheelset and axle box are computed by
FEM. It should be noted the proximity between the BSF (Ball Spin Frequency) and the
sleeper pass frequency, which can lead to mixing up both phenomena and inferring false
roller bearing failures.

Irregularities on the track and the wheels can be simulated in the multibody model,
trying to represent the actual conditions of the train. For this, harmonic irregularities
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Table 1. Selection of characteristic frequencies calculated theoretically and using FEM.

Phenomenon Frequency Phenomenon Frequency

BPFI 372.60 Hz Wheelset 2nd&3rd mode 76.79 Hz

BPFO 303.03 Hz Bogie frame 1st mode 30.43 Hz

BSF 139.06 Hz Bogie frame 2nd mode 54.40 Hz

FTF 13.19 Hz Axle box 1st mode 219.67 Hz

Sleeper Pass 138.9 Hz Axle box 2nd mode 326.94 Hz

are introduced both in the two wheels of the front axle of the bogie and on the track. In
the wheels, these defects have an amplitude of 0.01 mm and a total of 100 waves along
the wheel perimeter. In the track, very short wave defects (wavelength of 0.04 m and
amplitude of 0.05 mm) are combined with random irregularities generated according to
the indications of the European Rail Research Institute (ERRI) [9].

Random irregularities are created from Eqs. (1) to (3), which define the frequency
spectra for the track horizontal irregularities, half the sumof the vertical irregularities and
half the difference of the vertical irregularities, respectively. The values of the parameters
used are listed in Table 2.
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Table 2. Values for generating frequency spectra according to [9].

Parameter Value

ah 0.6125·10–6 cm2·rad/m

av 1.08·10–6 cm2·rad/m

�c 0.8246 rad/m

�R 0.0206 rad/m

�s 0.4380 rad/m

bA 0.75 rad/m

Once the parameters of the irregularities have been established, a simulation of the
bogie is carried out under a load of 15 t/axle at a speed of 300 km/h. The accelerations
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computed by Universal Mechanism in the left end of the front wheelset, in the vertical
direction, are recorded. This measurement point is chosen because it corresponds to the
location of the accelerometers on the actual train.

In order to compare the simulated and the measured signals, the simulation step is
set in a way that the simulated and measured signals have the same sampling frequency.
Figure 4 shows the comparison, in frequency terms, of the simulated signal and the
actual acceleration measured in the train also at 300 km/h.

Comparing both spectra, it can be seen that the frequency components of the simu-
lated signal havemuch less noise than those of the real signal. This affects the amplitudes
of the main components of the simulated spectrum, which are considerably larger than
the ones of the real spectrum. These differences can beminimized by adjusting themodel
accordingly and always keeping in mind its limitations.

The qualitative analysis of the spectra in Fig. 4 is much more interesting because, if
attention is paid to the active zones of the spectra, it can be observed that these zones
coincide. In both cases, three active zones are distinguished: 0 Hz–200 Hz, 800 Hz–
1,100 Hz and 1,900 Hz–2,200 Hz. By selecting one type of defect in the multibody
model, it is possible to study which areas of the spectrum are stimulated by each type of
defect and, extrapolating to actual signals, qualitatively determine the possible physical
origin of the spectrumcomponents. In thisway, it is possible to advance in the detection of
the condition of the state of the mechanical system. Specifically, the frequency regions
higher than 800 Hz are activated when the very short wave defect into the track is
introduced.

Fig. 4. Comparison of power spectra of the simulated and real signals.
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4 Conclusions

This work presents an application case for applying Maintenance 4.0 to a high-speed
train designed and built before the advent of the paradigm through the development of
a Digital Twin.

The Digital Twin of the high-speed train bogie has been developed, which consists
of three interrelated models: a 3D CAD model developed in CREO Parametric, a finite
element model in ANSYS and amulti-bodymodel in Universal. Mechanism. From these
models, it is possible to determine the characteristic frequencies of the actual system and
identify them in the frequency spectrum of the measured vibratory signals. In addition,
they allow studying different operating situations of the real train.

Feedback from the measured data helps to improve the tunning of the multibody
model and, therefore, to build up a Digital Twin which can be used within Maintenance
4.0 to identify the probable causes of the frequency components that appear on the spectra
and establish the condition of the high-speed bogie. Significant frequency components
have been identified that correspond to phenomena such as defects in the track, or the
harmonic coupling of the shaft rotation frequency with certain natural frequencies.
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Abstract. In this work, a computer vision algorithm for the detection and recog-
nition of 2D kinematic diagrams, both from paper schemes and digital files, was
developed. Furthermore, it runs even with hand-made diagrams, which can be
correctly identified. The algorithm is mainly based on the use of the free com-
puter vision library OpenCV, being able to identify each element of the kinematic
diagram, its connection with the other elements and store its pixels, which will
allow in future research the implementation of motion in the sketches themselves.
Allowed elements are revolute, prismatic, fixed, cylindrical and rigid joints and
rigid bars. The main applications of this work are focused on the teaching world,
communication of ideas in a quickly and graphical way and for fast and prelim-
inary designs of new mechanisms as people can draw the diagram in a Tablet or
paper and simulate it in real time, avoiding the necessity to learn how to operate a
specialized simulation software and the time it takes to prepare the virtual model
and obtain its results.

Keywords: computer vision · OpenCV · kinematic diagrams · mechanisms ·
object recognition

1 Introduction

The design of mechanisms is a problem of great interest in the fields of mechanics and
robotics. For this reason, kinematic diagrams or schemes are essential to represent these
designs. In addition, hand-made drawings present advantages in terms of efficiency,
visualization and communication of new ideas in mechanical design or education [1–3].
Nevertheless, analyzing the kinematics on the diagrams per se can be complicated and
using a specialized software for simulation requires time to familiarize with it, create
virtual models and calculate solutions [1, 3]. Consequently, it would be really interesting
that virtual design and simulation tools could interact with those freehand drawings in
order to optimize the process of solving kinematics and dynamics [1].
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On the other hand, computer vision is increasingly present in society. Computer
vision techniques allow the detection of different types of shapes and patterns auto-
matically, with multiple technological and industrial applications in fields as diverse as
military, automotive, agriculture, medicine, security and surveillance, etc. [4].

The aim of this work is to couple kinematic diagram drawings, both on digital board
and on paper, with virtual design and simulation tools. Therefore, it is proposed an
algorithm that, using tools from the open-source library OpenCV, recognizes kinematic
diagrams from digital files (JPG or PNG) and extracts the necessary data to implement
in simulations.

Currently, the state of the art for these applications is scarce. In [2] and [3], authors
propose and test the recognition of kinematic diagrams composed by revolute joints and
rigid bars using computer vision methods and a multi-objective optimization algorithm,
specifically theNSGA-II.On theother hand, in [1] and [5], different freehand engineering
symbols and diagrams are recognized applying convolutional neuronal networks (CNN).
The algorithm presented in this paper, however, stands out for its simplicity. It is based
on finding rectangles, circumferences and segments to subsequently associate these
shapes with the elements that constitute kinematic diagrams, distinguishing between
rigid bars and guides (straight lines), rigid joints (convergence of at least two rigid bars),
fixed joints (three close short lines), revolute joints (circumferences), prismatic joints
(rectangles) and cylindrical joints (rectangles with a circumference inside) (see Fig. 1).
To achieve this, mathematical morphology operations and other basic computer vision
and post-processing techniques are used.

Fig. 1. Allowed symbology. From left to right: revolute, fixed, prismatic, cylindrical and rigid
joints.

Among this symbology, important elements are not contemplated in this first
research. For the specific case of a revolute joint with a fixed joint, as an alternative, the
formulation showed in Fig. 2 is proposed.

Fig. 2. Symbology of a revolute joint attached to a fixed joint (left). Alternative proposed (right).

Lastly, the pixels of each element of the diagram are stored separately, being not
only capable of generating a virtual diagram which represents the original one for the
calculation of kinematics, but also the kinematics could be solved on the drawing itself,
being able to create animations with it.
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2 Methodology

In this section the proposed method will be explained. Figure 3 shows a flowchart of the
operation of the algorithm.

Fig. 3. Algorithm flowchart.

The first step is to import a RGB image with the kinematic diagram and convert it
into a binary one. Then, some basic image filters and morphological operators to clean
the noise and enhance certain properties can be applied [6]. Moreover, a size filter for
symbols will be calculated considering the stroke width and the image dimensions.

After that brief pre-processing, the algorithm itself can start its process. Firstly,
closed contours, which will correspond to circumferences and rectangles, are located by
Minimum Bounding Rectangle (MBR) techniques, which can inscribe figures using the
minimumpossible area. This is a common strategy to store approximations of objects that
can fulfill certain characteristics that will be analyzed in future steps [7]. For this reason,
to ensure all figures are closed, themost common practicewill be, at least, to introduce an
initial dilation. In addition, outer contours could encompass several symbols, therefore
only inner contours will be analyzed. Inner contours may be broken for different causes,
as, for example, if a prismatic or cylindrical joint is drawn on a rigid bar (guide) and this
guide breaks the joint in two parts. To solve this drawback, nearby MBRs are unified.

Then, a first classification is applied. A MBR can enclose a circumference (revolute
joint), a rectangle (prismatic joint) or both shapes at the same time (cylindrical joint).

Before beginning the fixed joints recognition, all the symbols found in the previous
step will be erased in order to simplify the image and avoid false positives. Fixed joints
will be detected from the drawing by analyzing the density of stroke pixels as, after
deleting the other figures, the higher density of points will belong to them.

At this point, only straight lines remain without identifying. They can represent rigid
bars, guides or rigid joints. Since the 60s, the main form of detecting lines is the Hough
Transform (HT) and its later more sophisticated variants [6, 8]. In this work it was
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used the Progressive Probabilistic Hough Transform (PPHT), which is implemented in
OpenCV [9], being more effective and less time-consuming than the traditional Hough
Transform [10]. Due to the fact that line strokes are more than one pixel width and they
are not completely straight as they can be hand-made, if the PPHT was applied, the
result would have duplicate and broken lines [11, 12]. A skeletonization will remove
the repeated information [6] before executing the PPHT and for avoiding broken lines,
considering the initial and final points of the obtained lines, if slopes are similar, they
will be joined together forming a single long line, but if slopes are different, a rigid joint
will be identified [11, 12]. Once lines are detected, connections between elements can
be established analyzing the position of the ends of the lines. Finally, guides will be
recognized when a rigid bar has the same slope than a prismatic or cylindrical joint and
intersection points are found between them.

Once all the elements are recognized, pixel extraction is easy: element by element,
they are isolated in a ROI (region of interest) in which all the stroke pixels will belong
to that figure, hence the only necessary operation will be storing the position of those
pixels with respect to the global image.

2.1 Stroke Dilations: Structuring Element Size

Stroke dilations are essential for the correct functioning of the algorithm. Until four
dilations are applied, being the only mandatory parameters to adjust. The first one is
applied before finding the MBRs in order to close possible openings in figures, as it was
explained above. The last three are intended to improve the capability of detection for
circumferences, rectangles and fixed joints, respectively, since hand-made drawings can
present some imperfections that must be removed.

In order to obtain the stroke dilations, rectangle structuring elements formed by
square matrices are applied. The higher the value of the size of these matrices is, the
wider the dilation of the stroke will be.

3 Results

The results are acquired after a series of tests carried out on a set of drawings made both
in digital whiteboard and paper. These drawings were generated by different researchers,
using different colors and strokes. Below a series of examples and their corresponding
results are shown (Fig. 4) together with a table with the structuring element sizes used
in each case (Table 1).

It is remarkable to say that although there are infinite positive integers to establish
the structuring element size, it was not necessary to apply any number up to 9. Like-
wise, even though the values of the tables are highly variables, knowing the algorithm
execution order, the calibration process is very intuitive. Firstly, if the original image
figures are completely closed, then the first dilation will be small. Then, if the detection
of the circumferences fails, a higher value of the circumference dilation will be needed.
Subsequently, the same process must be followed for the detection of rectangles and
fixed joints.
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Fig. 4. Examples of hand-made kinematic diagrams (A) and their identification (B).

Table 1. Structuring element sizes used for diagram detection in Fig. 4

Stroke dilations Structuring element size (n × n)

1 2 3

Initial (MBR detection) 7 × 7 3 × 3 1 × 1

Circumference detection 7 × 7 7 × 7 3 × 3

Rectangle detection 9 × 9 5 × 5 3 × 3

Fixed joint detection 5 × 5 5 × 5 1 × 1

3.1 Algorithm Limitations

Due to the simplicity and novelty of the algorithm, there are some limitations that future
research will try to solve.

• The use of mechanical symbols not contemplated in this article is not allowed. The
algorithm could collapse or show wrong results.

• Cross bars without contact cannot be used. In this case, the algorithm will correctly
detect all the elements of the mechanism. However, it will fail establishing the con-
nections between the elements, interpreting cross bars as if they had a rigid joint
between them.

• Images with more than 1,5 million of pixels should be avoided. Some errors were
found during experiments if pictures were too big. This is because the size filter
applied in symbols based on the image dimensions and the stroke width was not
intended for this type of images.

4 Conclusions

It was shown how the recognition of freehand kinematic diagrams, both from digital
devices and paper drawings, is possible even in real time. The proposed algorithm is
fast, simple and could be run on any electronic device, such as a tablet or computer.
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Future research will seek to improve the robustness and reliability of the algorithm,
while incorporating new, more complex symbology. Finally, although in this article only
kinematic schemes previously drawn were considered, in parallel work an algorithm
which allows the identification of each element as it is drawn on a digital whiteboard is
being developed. This will allow the correct identification of more difficult geometries
and kinematic diagrams, being the final idea to merge both algorithms into a single one
and, therefore, creating a software with much more potential.
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Abstract. It has been shown that surface microtexturing is useful for improving
lubrication. It offers strong reductions in the friction coefficient under operation
conditions which compromise the maintenance of full film lubrication. To study
the influence of texturing in the reduction of the friction coefficient, an Artificial
Intelligence algorithmwill be used. Its performancewill be optimized.Afterwards,
the algorithm will be applied to a new set of textured surfaces with the objective
of finding the optimal one, that is, the one capable of reducing friction under
different operating conditions. The selection of the optimal texturing will be based
on theWeightedMean Value of the friction coefficient (WMPT), a metric that was
specifically created for this purpose.

Keywords: Tribology · Artificial Intelligence ·Microtextured surfaces

1 Introduction

Controlled surface microtexturing is an interesting option to reduce friction, since it can
improve lubrication conditions, especially when the operation of the system compro-
mises the maintenance of full film lubrication [1, 2]. Therefore, the main effect takes
place in the transition from full film lubrication to mixed lubrication conditions, as is the
case of machine elements that operate with high load and/or low speed, such as bear-
ings, gears, etc. There are numerous references that experimentally quantify the effect
of dimple-based microtexturing on lubricated friction, through the analysis of several
types of patterns, geometries, texturing densities, and manufacturing methods [1, 3–5].
Regarding the mechanisms that reduce friction, the literature describes the capability
of texturing to form lubricant microreservoirs [6], which allow the surfaces to be sep-
arated through the formation of local hydrodynamic wedges [2, 7]. Although there are
study sources, attempts to model the operation of textured surfaces are relatively scarce,
except for those presented in references [8, 9] and some others. The complexity of the
interactions between textured surfaces makes it difficult to model their performance. To
address this problem, the use of Artificial Intelligence (AI) algorithms can be of great
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benefit since they ease the handling of all the experimental information available. These
algorithms can be applied to predict the friction between textured surfaces and to opti-
mize their performance, without the need to model the complex phy-sical phenomena
that take place in the contact. In fact, AI has been used successfully in many tribological
applications as is gathered in references [10, 11]. Echávarri Otero et al. have investigated
the use of neural networks to predict the lubricated friction coefficient in textured point
contacts using the Matlab Deep Learning Toolbox [1].

The present article analyses the use and optimization of an Artificial Intelligence
(AI) algorithm for predicting the friction coefficient (CoF) in lubricated contacts with
different microtexturing patterns. Then, it will be used to find the textured surface that
reduces the friction coefficient to a greater extend under a range of operating conditions.

2 Methodology

2.1 Obtaining the Initial Data

For this study, a series of friction tests carried out on the Mini-TractionMachine (MTM)
are used as data set. 21 microtextured copper test samples with different geometric
patterns are used, in contact with a ¾” diameter (19 mm) steel ball, resulting in a point
contact. The lubricant is a PAO-6 base oil. The test conditions are:

• Slide-to-Roll ratio, SRR (%): it is the quotient between the sliding speed and the
average speed: 5, 10, 20 50, 75 and 100%.

• Average speed (mm/s): value range from 100 to 3500 mm/s.
• Normal contact load (N): 5 and 20 N.
• Lubricant bath temperature (ºC): 40 and 80 ºC.
• The geometric characteristics of the microtextured patterns are as follows:
• Shape: The data set includes specimens with circular, elliptical and radial microtex-

turing pattern, as well as untextured samples. This variable is categorical and allows
differentiating between each type of microtexture.

• Dimension 1 (µm): radius for circular textures or minor axis length in the sliding
direction for elliptical samples or groove width for radial pattern. Values between
0–350 µm.

• Dimension 2 (µm): radius for circular textures or major axis length in the sliding
direction for elliptical samples or groove width for radial pattern. Values between
0–11000 µm.

• Texturing density (%): surface area that has been textured relative to the total area.
Values between 0–25%.

• Depth (µm): depth of the pattern. Values between 0–185 µm.
• Roughness (µm): Average surface roughness of the test sample before texturing.

Specimens with 0.007 and 0.1 µm of Ra roughness have been used.
• Regarding the testswith thesemicrotextured samples, 9 pairs of average speed-friction

coefficient values are obtained, for each Stribeck curve. The curves for each sample
correspond to a typical performance of the Stribeck curves in reference [1].
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2.2 Artificial Intelligence Algorithm, Data Preprocessing, Training
and Evaluation

In order to have a larger data set, the first goal has been to carry out a data augmentation.
To this end, the UnivariateSpline function available in the Scipy python library has been
used. A total of 160 pairs of values of friction coefficient and average speed are obtained.

Machine learning algorithms present optimized performance when the values are in
an identical and small range, the second stage in data preprocessing is the scaling of
each variable in the range of values from −1 to 1. To achieve this, the MinMaxScaler
function available in the SciKitLearn library is used [12, 13]. Then, the data set formed
by 40320 data is divided into two sets using a pseudorandom function by defining a
value called “seed”:

• Training data set: is formed by 90% of the data set.
• Validation set: is formed by the remaining 10% of the data set. From these data, the

prediction of the network can be evaluated through different evaluation metrics. After
this, the algorithms hyperparameters are modified to optimize its performance.

The case study is a supervised learning approach since the values of the output
variable, the friction coefficient, to be predicted are already known. The input variables
are these shown in Sect. 2.1.

The algorithm has been trained following an iterative method, in order to optimize
their operation from the evaluation of their performance according to mathematical
metrics used on the training and validation data set. The metric used to evaluate the
algorithm is the mean squared error quality metric (MSE).

The algorithm selected for this study is a Sequential Neural Network, which is a
model made up of artificial neurons connected to each other and grouped in the form of
layers. The Back Propagation algorithm is selected for carrying out the learning process.

2.3 Optimal Microtexturing Prediction.

Once the best algorithm for predicting theCoFhas been chosen,weproceed to predict this
coefficient with newmicrotexturing patterns which are different from those that form the
training and validation set. Selecting the microtextured surface that achieves the lowest
friction for the two studied loads and six Slide-to-Roll ratios can be an overly complex
task. For this reason, it is decided to apply the calculation of a weighted mean value of
the friction coefficient per test (WMPT), as a method of comparison and selection. In the
calculation of WMPT, “test” alludes to a Stribeck curve. This weighted mean value is
chosen to give more significance to the lowest average speeds (from 100 to 1000 mm/s),
since the microtextures are expected to improve the behavior at these speeds, in which
the test conditions are more severe and mixed lubrication is achieved.

The WMPT value is calculated for each test, considering the 9 predicted friction
coefficient values f_i for the following average speeds: 100, 250, 500, 1000, 1500, 2000,
2500, 3000 and 3500 mm/s in a weighted way, according to Eq. (1). The values c1 and
c2 have been stablished as 0.15 and 0.08 respectively. Each test sample is tested at 2
loads and 6 different SRR for each load, a total of 12 tests are obtained and the WMPT
metric is calculated on each of them. As a control test, an untextured sample is tested
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and the WMPT metric is calculated again for each of the tests, which is called WMPTc.
Then the WMPT of each test is compared with the value of the control test (WMPTc).
With this result, a counting procedure is followed using Eq. 2:

WMPT = c1
∑4

1
fi + c2

∑9

5
fi (1)

x =
{
1, if (WMPT −WMPTc > 0)
0, if (WMPT −WMPTc < 0)

(2)

Finally, the sum of the x values of each test sample is performed, thus obtaining a
criterion that allows deciding which type of microtextured surfaces reduce friction on
average for the combinations of load and SRR.

3 Results

Sequential neural network is a deep learning algorithm, aMachine learning subset which
is typically used to solve highly complex problems. The neuronal algorithm is built with
the so-called Dense layer of Keras programming library [12, 13]. It has been trained
with different network configurations, using different amounts of neurons and hidden
layers. The optimal parameters and the obtained MSE are shown in Table 1.

Table 1. Optimal parameters and mean squared error results for the Sequential Neural Network
algorithm.

Neurons Hidden Layers Optimizer Learning Rate Loss Function MSE validation

64 1 RMSprop 0.001 MSE 1.44e−04

The MSE is very low, revealing an accurate prediction of the friction coefficient on
the validation data. Furthermore, the MSE value for the training and validation data sets
becomes very similar in last training epochs. Thus, it is concluded that no overfitting is
presented. A minimum value of 1.44e−04 can be found in epoch 491.

Once the Neural Network has been chosen as the appropriate algorithm, by using it
and applying the method described in Sect. 2.3 it is made the prediction and selection of
the optimal microtextured surface. To achieve this, a new data set of microtextured test
samples is created. The different geometric variables that define a microtexture are in the
range of values studied. The total number of new microtextured surfaces is 6783. In this
way, the tests results with the same testing conditions shown in Sect. 2.1 are obtained
for each of the different test samples.

According to the friction coefficient data predicted using the Neural Network, it is
determined that the optimal design is a circular shape with dimension 1 and 2 equal to
100 µm; texturing density 8%; depth 110 µm and Ra 0.007 µm. The sum of x (from
Eq. 2) is equal to 7. Figure 1 compares the results of a series of six predictions obtained
for the optimal sample with an untextured sample. This graph shows that the friction
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values predicted by the Neural Network are reduced with respect to the untextured test
sample, in all SRR conditions for a 20 N load. Also, the texturing effect is greater at
low speeds, where theoretically the presence of textures should lead to more favorable
lubrication conditions.

Fig. 1. Comparison between the Stribeck curves for optimal design (solid line) and an untextured
sample (dashed line) at different SRR, load of 20 N and temperature of 40 ºC

The results show that the texturing density and geometry predictions follow the
trend of other empirical studies [1, 6]. It seems logical that greater depths allow a greater
friction reduction, since the microtextures act as lubricant reservoirs. However, there
is no overall optimal value. Rosekranz et al. [14] obtained that the optimal depth was
between 25 and 50 µm.While Echávarri et al. [1] have concluded that the optimal depth
for elliptical textures is around 78 µm, increasing the friction drop as texture depth
increases. Therefore, tests must be performed to verify this effect.

4 Conclusions

This study has shown the use of Artificial Intelligence algorithms for predicting the
friction coefficient in lubricated contacts with microtextured surfaces.

The architecture of the Neural Network is formed with one hidden layer of 64 neu-
rons. The predictions can be obtained on any computer in a few seconds. This gives to
the Neural Network a notable advantage over complex numerical simulations.

The predictions made by the Neural Network on the friction coefficient show a
Stribeck curve with a similar shape to the experimental data, demonstrating that the
network captures the texturing effect on the Stribeck curve. Furthermore, if we compare
all the Stribeck curves of the textured test sample in Fig. 1 with the untextured sample,
they show an improvement in friction. Finally, it is worth mentioning that the network
can accurately predict the influence of the slide-to-roll ratio, allowing the results to be
generalized for other slide-to-roll ratio values within the studied range.

In the future, the authors will compare the results of the Neural Network prediction
with experimentation to verify the friction reduction.
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Abstract. This work introduces a new sort of mechatronic hydrodynamic journal
bearing for controlling vibrations in rotating machinery. This mechatronic design
aims at improving an increasingly demanded bearing. The new mechatronic fluid
pivot journal bearing is built upon a tilting pad journal bearing with a spherical
pivot modified to inject pressurized oil into the pivot-pad gap. It is pursued that the
bearing properties can be affected via controlling the pivot behaviour. The initial
concept is presented followed by the design of each subsystem. An isothermal
model is utilized. Results show a lab-size bearing ready for being experimentally
validated. It is concluded that the proposed design poses a solution for common
problems of hertzian contact based pivot hydrodynamic bearings.

Keywords: Hydrodynamic bearings · Active bearings · Mechatronics

1 Introduction

The Tilting Pad Journal Bearings (TPJBs) [1] are fundamental machine elements for
load supporting in rotatingmachinery with good performance under extreme operational
conditions of load and rotational speed. However, the steadily demanding operational
conditions deplete the bearing capability of dissipating energy. Incorporating elements
of mechatronics such as vibration sensors, hydraulic servo valves, control systems and
laws to inject lubricant in a controlled way, has been proposed as a solution to tackle
high vibration amplitudes by acting directly over the bearing behaviour and expand the
machine operational limits. Santos [2] reviews trends in fluid film bearings linked to
mechatronic redesign. In [3] the author aims at adding flexibility to the pivot point of
a TPJB via membrane chambers. In [4] the same author presents the active lubrication,
the controlled injection of high-pressure lubricant to the shaft load supporting fluid film
through a centered bore at the pad. Active lubrication is modelled through a thermo-
elasto-hydrodynamic approach based on themodifiedReynolds equation.More recently,
Varela et al. [5] proposed and studied theoretically and experimentally a mechatronic
version of a Leading Edge Groove TPJB, obtaining good results in terms of its applica-
bility. TPJBs can feature different types of pivots such as rocker, spherical, flexible, and
fluid. Authors incorporate the pivot flexibility determined by the hertzian contact theory
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[6] by assuming a pad radial movement as a new degree of freedom [7]. It is demon-
strated that the TPJBs behaviour is highly affected by the pivot design [8], specially at
demanding operational conditions where the pivot stiffness becomes larger than the one
of fluid film, therefore decreasing the capability to dissipate energy.

1.1 The Mechatronic Fluid Pivot Journal Bearing

This work proposes a new design that focuses on the fluid pivot dynamics. The proposed
design is inspired in the granite fountain [9] to incorporate a lubricated mechanism at
pivot able to support a high load with small amount of lubricant flow. It is a mechatronic
approach of a TPJB with a spherical pivot to support the pad [10]. This spherical pivot
has beenmodified into an injector to provide, in a controlled way, high pressure lubricant
in between surfaces of the pivot and pad seat. In this way, a fluid pivot with controllable
lubricant injection is obtained. The proposed bearing design aims at becoming a mecha-
tronic alternative to improve the pivot dynamics. As results of this work, the conceptual
design and the design of a first mechatronic Fluid Pivot Journal Bearing (FPJB) proto-
type are presented. In the state-of-the-art review a FPJB was found [11]. However, it can
be considered as non-mechatronic bearing.

2 Bearing Design

2.1 Bearing Fundamentals

The bearing concept surges from the granite ball fountains observations, also known as
ball fountain [9], in which a thin fluid layer of water allows it to develop a hydrostatic
pressure distribution able to support a high load, the granite ball weight. The same
principle can be imposed at the pivot-pad socket gap aiming at this extra source of
lubricant can: 1) to avoid the hertzian contact between surfaces and to remove the friction
resistantmoment, 2) to provide an additional source of damping and 3) to endow the pivot
dynamic properties with the possibility of being controlled. A first isothermal model is
considered although the literature establishes a thermo-elasto-hydrodynamic model to
properly describe the phenomena in tilting pad journal bearings [12].

2.2 Bearing Design

The standard recommendations for designing hydrodynamic bearings were attended
besides further considerations from a mechatronics viewpoint.

Design Parameters. a) Standardization: optimized and standardized sizes to reduce
space and cost of production are considered. b) Lubrication: immersion lubrication is
considered with an ISOVG22 lubricant. c)Material: bronze is utilized instead of babbitt,
fulfilling the same fuse function to protect the shaft in case of surfaces contact. d) Specific
Load: it is necessary to avoid low and high values due to instability and heat transfer
and babbitt fatigue problems. For the bearing is approximately 1 MPa. e) Tangential
Shaft Surface Velocity: it increases with the shaft diameter and shaft rotational speed
and for the bearing is approximately 52 m/s. It is a critical design parameter because it
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can develop a turbulent flow. f) L/D ratio: it is defined as 1 to be utilized in the available
test rigs having lower specific load, hence lower stiffness, and good damping properties.
g) Clearance: the narrowed the tolerances, the higher the cost of producing it. In this
case a value of 1,1 mils per inch in diameter is selected. h) Pivots: a partial contact of a
spherical pivot with the pad socket is utilized in this design.

Mechatronic Design Parameters. They are considered as: i) Actuator. Two electrohy-
draulic servo valves for injecting high pressurized lubricant to provide a plane control
force. ii) Sensors. Displacement sensors for measuring the shaft positioning and feed-
back the control laws. iii) Injector. An injector orifice in the pivot center to create a fluid
film between the pivot and pad socket surfaces. The Table 1 summarizes the main design
parameters of the mechatronic fluid pivot journal bearing.

Table 1. Design parameters of mechatronic FPJB.

Geometrical parameters Geometrical parameters

Rj Shaft radius 49.89 [mm] Rpiv Pivot radius 20 [mm]

n Pad number 4 rmax Pivot Insertion 5 [mm]

Rp Pad radius 50 [mm] mp Preload 0.2 < mp ≤ 0.8

d Pad thickness 17 [mm] Operational Parameters

βo Pad arc 60 º � Max. Rotational speed 10.000 rpm

L/D Lengh/diam. Ratio 1 W Max. Load 10 kN

Cp Pad radial clearance 0.11 [mm] μ Lub. Viscosity ISO VG 22

α Pad offset 50% Mechatronic parameters

Xs Pivot radial clearance 0.1 [mm] Id Injector Diameter 3–5 [mm]

Servovalves number 2

2.3 Design Stages: A System Approach

The hydrodynamic bearing is designed under a constructive approach which allows
unique functional subsystems to be identified. This implies that the system is com-
pounded by a minimum number of pieces easily of machining and installing in the
laboratory test rigs. Furthermore, it is also flexible as the pieces shall be adjustable
and interchangeable to study additional configurations of the bearing. The design stage
considered are: 1) Pivot system: it is compounded by the pad and the spherical pivot.
Pivots are installed in an oil distributor ring. The pivots can be adjusted to change the
pad-pivot clearance. 2) Oil distributor system: It comprises the oil supply channel from
servo valves to the spherical pivots mainly compounded by a distributor ring. The return
lines are also part of the system. 3) Sealing ring: It is meant for sealing the distribution
ring to avoid leakages. 4) Housing and accessories: It comprises the protecting housing,
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oil deposit, servo valve mounting block, seals, bolts and foundation bolts. The hous-
ing is considered stiff, and it allows the simple lubricant recovering. Sensors mounting
structures are also considered.

3 Results

3.1 The Mechatronic Fluid Pivot Journal Bearing

The Fig. 1 a) and b) show the designed bearing assembled and exploited respectively. A
total weight of 109 kg is estimated with the CAD software considering bronze as pad
material and steel for other pieces. Geometrical parameters are stablished in Table 1.
Metric bolts betweenM3 andM20 are utilized. Seals are used in caps, servo valve blocks
and pivots. Two radial shaft seals are also considered tominimize leakages between shaft
and bearing. The Table 2 summarizes the main bearing components.

The following characteristics are highlighted for the proposed mechatronic FPJB: 1)
It allows operating the bearing in load-between-pads and load-on-pads configurations.
2) It allows adjusting the pad-pivot clearance due to the type of o-ring utilized, which
can be deformed up to 25% of its original size. This affects the whole bearing clearance.
3) Simple and flexible oil and heat extraction thanks to its lower oil collector with two
oil outlets. The collector volume is calculated based on the oil flow rate. 4) It allows
bearing alignment thanks to ovals holes for mounting bolts. 5) The insertion percentage
of the spherical pivot in the pad socket is 25%. 6) It allows an actuating active control
force in two perpendicular directions. 7) The injected oil flow, by the nozzle in the pivot,
reaches the pad socket or seat. It is expected that the bottom pads also feature immersion
lubrication. 8) A high-pressure pump is needed to supply the lubricant.

Fig. 1. Mechatronic Fluid Pivot Journal Bearing. a) Assembled. b) Exploited.
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Table 2. Components List of the Mechatronic FPJB.

Nº Element Function

1 4 pads + spherical pivots To Support the load

2 1 oil distributor To inject fluid towards the pivot nozzles

3 1 housing External compartment of the bearing, it contains the pieces
belong to bearing and shaft

4 1 opened collector cap It belongs to the lower reservoir of the bearing; it has the bolt
holes and the hole for connecting the flow line to the
high-pressure pump

5 1 pair of sensors support To fix the displacement sensors

6 2 servovalves bases To fix the servovalves to the housing

3.2 Bearing Simulations

The simulations are performed by solving the isothermal model with the finite difference
method. The correct implementation and convergence study of the method has been
validated in cylindrical journal bearings and TPJBs found in literature. Afterwards, the
method is adapted to the mechatronic FPJB. It is simulated with data of Table 1 and with
the operational conditions reported in the graph legends.

Figures 2a) and 2b) depict the results for the eccentricity and pad tilt. As the rotational
speed increases, the eccentricity decreases. Besides, there is lower eccentricity at higher
thickness hpi for a fixed rotational speed. Conversely, occur with the load W . For the
case of pad tilt, it can be seen in Fig. 2b) that as the rotational speed increases, the pad
tilt also decreases, as in the previous case.

Fig. 2. a) Eccentricity v/s rotational speed, b) Pad tilt v/s rotational speed.

Figure 3a) depicts the hydrodynamic pressure distributions at the Shaft-Pad surface
and Fig. 3b) depicts the hydrostatic pressure distribution at the Pad-Pivot surface. The
difference in magnitudes between them is mainly because the surfaces are different in
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size. By comparing Figs. 3a) and 3b), it can be observed that there is some symmetry in
the pressure fields because a constant hydrostatic thickness hpi is considered.

Fig. 3. a) Hydrodynamic and b) hydrostatic pressure distributions.

4 Conclusions

The present work has presented a prototype of a new design of fluid pivot journal bearing
with a mechatronic approach, the mechatronic FPJB. This approach is applied aiming
at influencing the bearing properties by means of controlling the physics that dominates
the modified spherical pivot behaviour for injecting lubricant behind of each pad. The
proposed design incorporates some industrial aspects, and it can be incorporated into
test rigs for further experimental tests. An isothermal model is used to simulate the
mechatronic FPJB. It is expected that this bearing can provide an extra and controllable
source of damping when compared with Hertzian contact pivot bearings.
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project and to the Universidad de La Frontera, project DIUFRO DI19-0029, for funding this
work.
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Abstract. This article presents the development of an autonomous navigation
system for the intelligent sailboat Sensailor. This vehicle will be equipped with
a Lidar and a camera for obstacle recognition. The recollected data will allow
the sailboat to register the obstacle coordinates and determine the zones for safe
navigation. Based on that, the intelligent system will apply AI algorithms for path
planning, in order to get the shortest safe trajectory. This way, it will be guaranteed
that the Sensailor can translate from an initial to a target position while optimizing
time and resources.

Keywords: Self-manned vehicles · autonomous sailboat · path planning ·
robotics

1 Introduction

The Sensailor is an unmanned surface vehicle, originally developed by the Polytechnic
University of Catalonia [1]. This investigative work has as main objective the develop-
ment of a more robust navigation system. To fulfill this, a NVIDIA Jetson Nano embed-
ded system will be used to obtain data from a Lidar sensor and a camera for obstacle
recognition. Then, the same CPU will be able to process the information and generate
new trajectories to be follow by the controller system. This will increase the Sensailor
versatility, allowing it to perform in different unknown environments and generating
new feasible trajectories in real time.

2 Methodology

2.1 Autonomous Mapping and Localization

The autonomous sailboat will move in a highly changing environment. It is needed
to ensure the integrity of the unmanned vehicle by implementing an estimation of its
position and orientation, as well as mapping its surroundings. Multiple sensors are rein-
forced, information is collected, merging the data obtained from a camera with a Lidar
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point cloud. In the first instance, a layer is created to preprocess the filtering images and
the filter of the LIDAR point cloud. Therefore, to improve the effectiveness of obstacle
detection, a list of steps has been stipulated in Fig. 1 [1].

Fig. 1. Module diagram for obstacles avoidance

The first stage is eliminating the reflection generated on the surface of water since
it interferes when detecting and tracking moving objects on the surface. Therefore, the
input image turns into a grayscale, and the mean threshold function [2] converts it into
a binary image Fig. 2 (a–b); consequently, the 9-square grid method is applied to detect
the outline. If a difference of 8 pixels does not exist near a pixel, a contour is created.

Fig. 2. a) Grayscale image b) Binary image. c) Original image. d) Image with noise. e) Image
with Gaussian filter.

The existing noise interference in the images taken by the USV also affects the detec-
tion of obstacles. If an image has poor quality, a denoising processing is performed, Fig. 2
(c–e), otherwise this step is omitted. To determine the quality of the image techniques
such as MSE (Mean Square Error), PSNR (Peak Signal to Noise Ratio), and SSIM
(Structured Similarity Indexing Method) are used. Some results are in Fig. 3 (a–e). In
addition, if it is necessary to remove the noise due to an unacceptable distortion, the
BM3D (Block-matching and 3D filtering) algorithm is applied.

The Watershed algorithm is applied to segment complex images by detecting con-
tours and finding overlapping objects within the image. For the detection of the sea sky,
the Otsu method [3] is included, calculating the threshold to decrease dispersion in each
segment, but increasing it when contrasted with others (Fig. 4). In contrast, by using
the Hough transform, possible horizons are extracted, and a single horizon is chosen
through probabilistic intervals [4].

It was decided to merge the high-quality images of the camera with the Lidar point
cloud. The camera obtains high resolution, and the Lidar gets depth data more accurate.
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Fig. 3. a) Original image. b) Impulsive Noise with MSE: 10590 and PSNR: 18.11. c) Gaussian
noise. MSE: 619.06 and PSNR: 20:21 d) Impulsive noise suppression with MSE:279.18 and
PSNR: 23.67 e) Noise suppression with Gaussian filter. MSE: 238.15 and PSNR: 24.36.

Fig. 4. Sky and sea line identification.

The relationship between the coordinates of the arbitrary world and the coordinate
system [5], for the image pixels, is estimated by taking the center of the lens as the
system origin. The “X” axis, and the y-axis as parallel to the opposite sides of the phase.
Finally, the “Z” axis, which represents the optical axis of the lens, is perpendicular to
the image plane as shown in Eq. (1).
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On the one hand, the image data from the camera is represented by a three-
dimensional lattice cloud made by Lidar [6], for which a transformation matrix, Eq. (2),
is created that assigns 3D points to 2D points.
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Obstacles were detected through YOLOV3 following certain rules. Some areas in
the image are selected, labeling those regions according to their position. The model
uses a convolutional neural network that extracts data from the characteristic image
by predicting the location and category according to the neural network model. It is
contrasted with the label and the loss function is obtained by evaluating the deviation
between the real scenario and the one predicted based on what the network learned
(Fig. 4). The point cloud obtained from Lidar is continuously processed, obtaining the
point cloud cluster that can detect the obstacle (Fig. 5).

Considering that weather conditions generate dispersion and interference points in
the Lidar point cloud, a conditional elimination filter [7] is used to analyze the neigh-
borhood between each point and calculate the Euclidean distance [8]. If a point has very
few neighbors, it is considered atypical interference.
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Fig. 5. Obstacle recognition with YoloV3.

Fusion of camera and lidar data occurs by projecting the target point cloud cluster
and image bounding boxes, calculating two-dimensional bounding boxes, and joining
the information from both.

JA = JU +
[
L ∗ sen

(
θ ∗ π

180

)]
[
111 ∗ cos

(
WU ∗ θ ∗ π

180

)]WA = WU +
[
L ∗ cos

(
θ ∗ π

180

)]

[111]
(3)

The USV can detect obstacles with its distance and angle direction relative to the
autonomous sailboat. While, through the electronic compass and inertial navigation; the
trajectory latitude, longitude, and angle are obtained. With Eq. (3), the longitude “J” and
latitude “W” of the obstacle is found, being “U” the autonomous sailboat and “A” the
obstacle, considering that the latitude differs by a degree every 111 km.

2.2 Planification

The workspace is discretized to be represented by amatrix where the cell size guarantees
that the sailboat can always fit inside a cell. The coordinates of the obstacles are redefined
based on the equivalent cell in the matrix. The available spaces within the matrix where
the sailboat can move are called safe zones. On the other hand, non-safe zones are those
that have an obstacle or a portion of it inside the cell, or the limits of the workspace.
To guarantee a safe navigation of the sailboat, the norms stipulated in the Convention
on the International Regulations for Preventing Collisions at Sea (COLREGs), must be
considered [9].

It is intended to optimize the trajectories as the shortest safe path. Special atten-
tion must be paid to the redundancy of movements, preventing loops or going through
the same segment several times without justification. For this, it was decided to use a
combination of two trajectory planning algorithms, as shown in Fig. 6.

Fig. 6. Trajectory Planning General Algorithm

The intelligent algorithm A* evaluates the array by classifying its cells as occupied
or free. For this, an admissible heuristic function is taken as a reference, considering the
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best possible scenario. This corresponds to the absence of obstacles in which the motion
can be carried out by a single straight line. The heuristic function h is the Euclidean
distance between the evaluated point and the final point. Each cell has an associated gi
value corresponding to the number of steps that must be taken from the cell of origin to it.
Adding both parameters determine the fi cost of each cell. The algorithm will choose the
cell with the lowest cost to update its current position. If the trajectory reaches a ci cell
with all its paths blocked, the algorithm returns to the previous position ci-1, eliminates
the option of moving to ci cell, and selects the adjacent cell with the second lowest cost.
These actions are repeated until the program finds a path that reaches the destination
position through the cells with the lowest possible cost [10] (Fig. 7).

Fig. 7. a) A* algorithm Flowchart. b) Potential Fields algorithm Flowchart.

Since the system requires constant updating of the sampled space, the trajectory
generation system is complemented with an algorithm based on potential fields. Unlike
the A* algorithm, it can be implemented in real time, constantly updating the trajectory
according to the motion of the obstacles. The direction of movement of the vehicle is
established by the direction of the force resulting from the sum of the attraction and
repulsion forces [11]. This way, the final trajectory followed by the USV is very close to
the optimal route generated by the A* algorithm. This algorithm is guaranteed to work
efficiently updating the trajectory in real time as required (Fig. 8).
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Fig. 8. a) Obstacle coordinate system with respect to the USV. b) Generated Trajectory Example.

3 Conclusions

In this research, it is demonstrated the solution to the autonomous navigation of a Sail-
boat. It was possible to detect obstacles by segmenting and labeling images. For the
sailboat to be able to perceive any object close to it, the image quality has been corrected
and noise has been reduced. Fast response was gotten when implementing Yolo (up to 30
FPS) by tagging obstacles in real-time. By having the data on the location of the obstacle,
the sailboat automatically traces an obstacle avoidance route. First, it uses the intelligent
search algorithm A* to generate the shortest safe path. Additionally, for navigation in
real-time, the algorithm of potential fields was complimented. It was assumed that the
GPS obtained correct coordinates without error. Therefore, in future research, a Kalman
filter could be added to treat the location of the USV.
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