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Foreword

Aught of Woe or Wonder

Horatio. What is it you will see?
If aught of woe or wonder, cease your search.
—Shakespeare, Hamlet V, ii, 11. 362-363

Homo scribens were cyborgs from the first time we extended our linguistic reach
through inscription tools, inscribed media, and written signs. During the first five
millennia of literacy, we invented writing tools (e.g., styluses, brushes, pens, ink,
printing presses, pencils, typewriters), surfaces to write on (e.g., leaves and bark,
stone, clay, wax, papyrus, paper), and sign systems (iconographic, rebus, syllabic,
alphabetic). These technologies changed the physical skills human needed to learn
and the sign systems to become familiar with, but the affective and cognitive task,
the composing work, changed only gradually in relation to the changing socio-
literate arrangements and expectations, calling for different kinds of messages for
different situations. The composing work had always been to find the words to realize
communicative impulses and needs in ways recognizable and effective for audiences.

In a sense, digitization has only changed the surface on which we write. Input
through keyboards and styluses has been around for a while. For most end users, the
alphabets, numbers, languages, and formats are familiar, though information travels
within and between devices in ways intelligible only to programmers. You might
think the surface is perhaps the least radical component of the cyborgian amalgam of
writing, but the surface has become dynamic, animated, no longer the quiet, stable
receptacle for our words. The surface has transformed the resources we have at hand,
the support we have during production, the flexibility with which we write, and the
people we work with. It has transformed how we compose, how we think, and maybe
even how we feel. It has changed what we write. It has also changed what humans
need to learn in order to write well and how they go about learning to write. As the
Apple advertising of a few years ago went, writers are learning to “think different.”

Most of this book documents the history and current set of tools and affor-
dances that have come to form the medium on which we inscribe: the computers, the
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word processers, the internet, the tools of collaboration and feedback, the tools for
inspecting and commenting on what appear on the screen, the tools for assessment,
the tools to assemble and elaborate our messages, the tools we as researchers can
use to analyze the material, and even the tools we use to create the communicative
structure of virtual classes. Each of these changes on the surface we write, however,
has impact on how we think as writers, as coordinators and designers of writing
environments, and as teachers of writing. Which categories of tools we choose and
which specific software we choose for ourselves, our workplaces, and our classrooms
are consequential not only for what we, our workplace colleagues, and our students
wind up writing and how we go about doing that, but how we all think using those
tools, and even more how we come to learn to think using those tools.

The most obvious use of the first three parts of this book, twenty-five of the thirty
chapters, is as a kind of department store; each of the chapters offers a department
of technological products that have come into being in recent decades, and within
each are displayed all the items currently on the shelf. These products are described
with all their affordances for writers, teachers, and researchers of writing. Some of
the chapters caution about the limitations of the class of software (at least in current
versions), and how institutions may use the software and thereby constrain what
students and teachers may do. At times, the implications of these affordances for
thinking and learning are considered. Where research on these different technolo-
gies exist, the chapters review what research has found about their usefulness and
classroom success, but because the technologies proliferate and evolve so rapidly,
the research is limited and lags behind. Ultimately, we are left with our personal
assessment as to what works for us and what will be beneficial for our colleagues
and students—which is why the detailed descriptions of the technologies and their
affordances are so useful.

In a larger way, though, together the chapters provide us an opportunity to think
about what writing and writers are becoming and may become in the future. As
teachers, we are prompted to consider what kind of writers we are fostering in our
classrooms and whether this is what is most needed. The last part of five chapters
makes explicit this larger purpose of the volume, as a tool for thinking about the
future of writing, writers, and the teaching of writing. These final chapters also
use the potentials of these new tools to contest long-standing assumptions about
writers, the kind of thinking associated with writing, and what good writing might
be. We are left with fundamental questions about how we might be conducting our
writing classes, with what goals, with what tools, and what critical skills to foster
in our students so they can make effective choices within their ever-more-intensely-
cyborgian composing world. The human side of the cyborg needs to become as smart
about controlling the cyborg as the mechanical side is clever in extending the cyborg’s
reach.

While much of the volume is framed by our field’s rightful attention to the class-
room, a few of the chapters note that many of the tools being adopted in the classroom
had their origins and continuing life in industry, social life, and civic participation.
This may mean these tools don’t necessarily match all the values and needs of the
classroom. It also reminds us that students will soon be leaving the classroom and
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the university to participate in the broad landscape of life, which itself is becoming
reorganized through the use of the same tools. Some of these tools in fact allow
students already to share their work beyond their classmates and teachers—in creative
writing journals and undergraduate writing journals, in Wikipedia articles, on blogs
and internet webpages, as part of activist campaigns or social media influencing. Our
task may not be so much to help students learn the tools as to learn the roles, but
the tools shape those roles and how one can present oneself in those roles. People
are generally good about learning those tools they need, but they may be challenged
to think about how those tools shape the writing choices they make and who they
will become for which communities by using such tools. By entraining writers into
using technologies, the technologies themselves in a sense become the continuing
education of all writers, shaping values and roles of writers.

In the past, we used to think (probably wrongly) that the artifice of school activi-
ties directed at individual development prepared students with the baseline of skills
they would need in the writing world (though we started to recognize that practices
of professions, disciplines, and social domains would add specific requirements and
environments). Now, however, perhaps it is the technologies that will school people
throughout their lives and form the environment for their learning. Nonetheless, our
classes can help students think critically and wisely, to make choices about the tech-
nologies they will engage with beyond the class. If we do not help students navigate
their choices and think about the affordances and limitations of technologies, they
will become unreflectively limited by the encompassing directiveness of technolo-
gies they fall into or that are mandated by their organizations. Since technologies
most assuredly will continue to evolve rapidly along with the social arrangements
they will be mediating, students will have rough and changing seas to navigate.
Those who cling tightly to the life rafts they may be provided in their high school
or undergraduate writing courses are not likely to fare well. Is the way we go about
teaching writing restricting students as individuals or making them smarter about
the communicative world they will be facing? An even larger question is whether
we are creating a smarter society, better able to use the amazing technologies we
will have at hand to be able to identify and address new problems, to communicate
creatively and affectively. Or will we be narrowing the roles that people take in this
brave new world? The recent advances of Al and its potentials for displacing much
of the work writers currently do make this an especially sensitive issue. What will be
left for humans, and will that be the most significant or the most trivial of decisions?
What effect will those choices have on human and social development? And is there
something we, as teachers, can do to affect that outcome?

This volume itself raises the kinds of critical questions this volume hopes to
foster about the opportunities and challenges of digitization. Even to begin writing,
I had to make uncomfortable choices about questions of the economics and social
distribution of knowledge posed by the volume’s publication arrangements. Histor-
ically, publishers were able to locate themselves at the center of the distribution of
knowledge, because printing presses were expensive and printing houses required
substantial paid labor and capital. As editing, preparing manuscripts for production,
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binding and distribution were combined with printing, publishers became compul-
sory passage points for selecting and organizing works, producing them, publicizing
them, making them available, and setting prices. For many years the values of moder-
ately sized publishers remained sufficiently aligned with those of authors and readers,
grounded in the love of books and book culture. In the latter half of the twen-
tieth century, however, corporatization and digitization changed the economics and
values of the business. Maximization of short-term profits changed priorities for
selecting and pricing publications and more of the preparation and editing could be
shifted to authors with desktop technology. Printing presses, paper, ink, shipping and
book returns were no longer required. Publishers, however, worked to maintain their
gatekeeping role and prestige, while retaining some copyediting, book design, and
publicizing tasks.

At the same time, digitization has created the opportunity for authors and readers
to gain more control over the production and distribution of knowledge and culture,
using many of the tools described in this book as well as other desktop publishing
systems. Corporate publishers are seeking ways to address competition from author-
produced open-access publications. The arrangements for this volume with a major
traditional publisher offer free electronic distribution for readers, providing wider
access for niche-market material that might otherwise have been expensive and of
limited distribution. There is also no cost to the authors. So knowledge seems to flow
as freely as it might in a fully open-access world that works on the basis of authors
and academic sweat equity. This seems good for the growth of knowledge and the
increasing intelligence of all educational institutions in all regions and all of society,
as long as they have access to the internet. Given my own commitment to open-access,
this has given me sufficient warrant to participate in this project. I have, however,
tried in recent years to avoid large corporate publishers when I could, and I remain
uncomfortable with the compromise of this volume. The corporate publication of this
work (a necessary condition for some of the authors’ participation—an indication of
how publishers have been able to leverage their legacy prestige) is dependent on an
institutional subvention from the Swiss Government to the publisher. In the long run,
if this model prevails, it means that only those who have sufficient grant support from
institutions with deep pockets will be able to contribute to the growth of knowledge,
giving them prestige and publicity advantages. Those who do not have access to
those institutional resources will be pushed to less visible corners of the internet, or
not published at all. That is, the rich will continue to get richer, by seeming to share
THEIR wealth, myself included.

So, this is just one case in point about how digitization has great promise, but
is fraught with perils. This volume offers us important tools for reflection about the
future of writing, writing instruction, and writing in society. How should we use these
tools in the classroom to make our students and our society smarter, more flexible,
more observant about our world, able to frame and solve more fundamental prob-
lems? Or will these tools make us more hierarchically rigid, controlled by previous
decisions, leaving fundamental choices in the interests of the few that design the
technologies?
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By laying out the options and implications of each category of tool, this volume
can make us a bit smarter as teachers of future generations. This information might
even make faculty committees and administrators smarter as they ponder curricula,
purchases, assessments, and other campus policies. Now wouldn’t that be something?

Santa Barbara, CA, USA Charles Bazerman



Introduction

Digital writing, in simple terms, is writing using a digital environment or tool. As
with literacy more broadly, for many of us digital environments and tools are increas-
ingly prevalent in our writing endeavors. And yet in the field of digital writing, we
have no comprehensive overview of which technologies are used in writing, how,
when, and where they are used, and what their impact is on writers and their writing
processes. This book aims to fill that gap. This introduction sets the stage for the book
starting from the inception of digital writing and proceeding through three phases
of transformation leading up to the present. We point out the challenges for research
and practice in the field of digital writing targeted in this book. We preview how each
chapter contributes to a systematic account of digital writing technologies, which
builds on past scholarship and sets the research agenda for the future.

By “digital writing,” we colloquially mean the use of electronic computing hard-
ware and software to write, typically involving personal computers in the form of
desktop machines or laptops with programs designed for composing and editing
text. More narrowly, digital writing uses an electronic medium to record, store,
and display text. Letters and words are inputted through an interface that translates
analogue continuous signals into discrete digital ones, removing noise and allowing
for retrieval, reproduction, and modification. In a broader semiotic sense, all writing
can be called digital because every true writing system makes use of a finite set of
discrete and arbitrary elements, the characters or graphemes of the script (see also
Goodman, 1968). This book deals only with digital writing in the narrower sense.

The Advent of Digital Writing

Even for those of us who lived through the digital transformation that has taken
place over the last 40 years, it is difficult to recall how writing happened in the world
before personal computers (PCs) and-smartphones. To understand how digital writing
came into our lives, it is worth going back to one of the most illustrative documents
of its onset: William Zinsser’s book Writing with a Word Processor, published in

xi
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1983. Zinsser (1983) provides a compelling and entertaining retrospection of how
he replaced his trusty typewriter with an IBM Computer named “Display Writer.”
A self-confessed complete technical novice, Zinsser recounts his struggles not only
with a new and demanding technology, but also with new terminology, which he
translated for himself (and for us) into ordinary English.

From his recollection, we learn just how floppy floppy disks were at the time, how
slow printers could be, what the limitation of 20-line displays meant, and how meager
the Display Writer’s working memory was. Before each use of his Display Writer, he
had to upload the program and the content diskettes separately. The screen was dark
green with light script, and Zinsser’s eyes burned from unaccustomed exposure. He
drew us into the various failures of the system that resulted in the loss of a day’s work.
Reading his book, we can imagine how it felt to see a cursor for the first time, or a
“delete” button, or an error code, or the automatic pagination of a paper. Yet despite
the many challenges, his undampened enthusiasm anticipated the future triumph of
digital technology:

I could hardly believe how quickly and easily and silently I typed as my writing gathered

momentum. The physical labor of pounding on a typewriter was gone; the weight of a lifetime

was lifted from my fingers and shoulders. My words leaped instantly onto the screen — and

instantly off again when I changed or erased them. . . . Nirvana! Technology was my buddy
after all. (Zinsser, 1983, p. 39)

Zinsser’s encounter with this new technology is representative of how writing
was entering the digital age. His fear and hesitancy are reminiscent of the anti-
technological affectation of that time as well as the complete digital innocence of
his generation. He makes us feel what basic computer literacy (and the lack thereof)
meant and illustrates what an extraordinary effort it was to catch up with the digi-
talization of his own profession as a writer. Yet as immature as the technology may
have been, Zinsser arrived at the point where he dropped his manual Underwood
for good and felt comfortable with his new electronic writing companion. He made
the transition from a digital novice to a pioneering computer user. As through a
magnifying glass, Zinsser shows us what was to come, both reduced to the very core
of digital writing and beautifully enlarged by his extraordinary sense of humor and
self-honesty.

Forty years later, where do we stand? Today, word processors provide highly
professional working environments for all kinds of text production. Word processors
are not only connected to the internet but also integrated into voluminous business
platforms like Microsoft Teams, Google’s Workspace, or Apple’s iWork apps, where
the writing device is only one icon away from the phone, video call, chat, e-mail,
learning platform, calendar, planner, search engine, statistic package, and more. Each
of them is there to communicate and each of them has functionality to insert text, thus
competing in some way with the word processor. The number of genres, registers,
writing occasions, and exchange channels has grown exponentially and has become
intertwined with sound and visuals. Writing has both increased its range of activities
and lost its privileged superiority over oral communication.

Today, we are approaching or have already reached a stage that matches Licklider’s
(1960, reprinted in Norman, 2005) prophecy of a (hu)man-machine symbiosis in
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which we do not simply use technology but are enmeshed with technology in “socio-
cyborgian activity systems,” as Bazerman (2018, p. 188) has claimed. Human skills
depend on machine skills and vice versa. The reliance on technology for almost any
academic kind of work shapes the new landscapes of literacy that we inhabit today.

As we see from Zinsser’s careful explorations of his own experience with his first
word processor, understanding technology also means understanding users’ learning
and thinking processes. Making sense of technology means knowing its features and
affordances, its potential uses, the adaptations users make in response to the task at
hand and their own thinking, and their digitally mediated social context. This book
aims to explore these relationships to develop a shared understanding of what it
means to write in the digital age.

The Long Farewell from Gutenberg: Evolution
and Revolution of Writing Technologies

Writing has always required tools and symbols and, as such, technology has always
been an integral part of the writing process. Understanding writing therefore entails
understanding writing technologies. Technology is not an add-on to writing, but
something that constitutes its core (Haas, 1996). As Baron (1999, 2012) has docu-
mented, written literacy was influenced by several stages of technological innovation
before the advent of computers. In the pre-digital era, however, technology did not
matter too much for the study of writing because it developed very slowly. It could
be treated as a constant that influenced all kinds of writing in the same way. With
digitalization, the pace of technological development accelerated, and its influence
on writing processes increased. Technology became a highly influential factor in
writing studies, as each change in technology had the likely potential to also change
the nature of writing. Today, three revolutionary or disruptive developments must be
taken into account to understand digital writing.

The introduction of word processors in the 1980s, which made computer-assisted
writing accessible to a mass audience, silently initiated a first writing revolution akin
to the invention of Gutenberg’s printing press. It turned out to be the Big Bang of
digital writing, the starting point of a flood of technical innovations that continues
to expand in many directions, revolutionizing all areas of the production, design,
dissemination, and use of texts. Within a decade, the PC had become widely accepted
as a writing instrument, and a decade later, when laptops and notebooks became
available, typewriters were largely relegated to the status of museum pieces. Unlike
the printing press, the word processor is not a publication medium, but a writing tool
that replaced the inscription of traditional writing materials with standardized and
universally usable digital codes.

With the development of the Internet, a second radical innovation followed, revo-
lutionizing not only the production but also the communication and publication of
writing. This second revolution created the basis for the universal accessibility of
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writings. It also led to the emergence of platforms and cloud computing as transac-
tional media, offering a fundamental alternative to the printing press and creating the
dynamics for further development of writing technologies.

The third innovation was the onset of Natural Language Processing and Artificial
Intelligence, corpus and computational linguistics, and writing analytics. At first,
this revolution did not appear as impactful as that of the personal computer and the
internet, but with the recent advent of ChatGPT and similar Al-based text generation
software, its potential as a cultural game changer has become clear. We follow this
line of technologies back to its beginnings to show how human language has been
technologized.

Today, these technologies also provide automated feedback along many textual
dimensions and enable real-time support to writers in areas such as spelling, grammar,
word selection, sentence completion, translation, and more recently, advanced
thinking and content creation. They now have the capability to write text themselves,
drawing on large language models and providing methods of knowledge extraction,
automatic summarization, and natural language generation. Given the advanced capa-
bilities of these models, writing with the machine, and perhaps even co-authoring
with it, will likely become mainstream in the future, as we see increasing research
in this area (Lee at al., 2022). How the continually progressive technologies may
enhance writing or undermine foundational skills for a learner is yet to be deter-
mined through empirical inquiry (initial findings on desirable writer behaviors are
emerging; see Shibani, et al., 2023).

Digital transformations of writing are happening at a rapidly increasing pace. The
technology of the Gutenberg age was relatively static. For hundreds of years, change
happened at a snail’s pace. The goose quill was the dominant writing tool for many
centuries, before it was succeeded in the nineteenth century by the iron pen, which
lasted half a century until it was replaced by the fountain pen and then again, almost
a century later, by the ballpoint pen (see Baron, 2012). The typewriter, invented in
the late nineteenth century, kept its basic form for almost a century, evolving to the
digital typewriter until being overtaken by the personal computer in the 1980s. Today,
technological change does not allow such time for adaptation. Change has become
the norm, and permanence the exception.

With these considerations in mind, this book is designed to take this moment in
time to explore the changes in writing since the onset of digitalization. It focuses on
all three technological innovations and the impact of these innovations on writing and
writers. We provide a comprehensive map of the current technological landscape and
consider what this implies and entails for current conceptualizations of writing. While
we acknowledge the need for critical appraisal of these changes (e.g., Peters, 2013),
this is not our primary focus. In this book, we take stock of what has happened and
where we are in the digitalization of writing, and then initiate the process of critical
evaluation for writing theory, research, teaching, and future development of digital
writing tools in Part IV. Our hope is to engage all relevant communities beyond
the technological sphere of computer science and industry (writing researchers and
practitioners, linguists, tool developers, educators, etc.) in a substantive discussion
about the writing technologies we use and their impacts.
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Challenges Addressed in This Book

This book provides a consistent and systematic examination of writing technolo-
gies pertaining and adjacent to the field of academic writing studies. However, we
acknowledge that digitalization of writing presents various challenges to both schol-
arship and practice. We build on former reflections of these issues such as those
addressed in the first edition of the journal Computers and Composition in 1983,
or in the works of Haas (1996), Haas and Neuwirth (1994), Hawisher (1986, 1988),
McKee and DeVoss (2007), Moran (2003), Porter (2002), Selfe and Hawisher (2002),
and Williams and Beam (2019), all of which contributed to our thinking about writing,
technology, and research. In continuing these discussions, we are able to look back at
a series of technological innovations, allowing us not only to pursue a more complete
account of technology development but also to formulate specific meta-technological
statements to accompany current and future research. These also refer to the basic
challenges that technology research in writing will have to meet.

First, the term “technology” itself is hard to define and has multiple facets. From
its Aristotelian roots, technology refers to both the skilled or systematic activity
of humans and the tools they use for this. Gudanowska (2016) lists the following
components of technological systems in digital contexts: tools and artifacts, skills
and talents, specifications and regulations, flows and procedures, and virtual envi-
ronments. It is essential not to separate the technology from its developers or from its
users. With this book, we hope to provide a framework for technology studies within
writing research that is inclusive without reducing the focus to pure technology, to
technology use, or to attitudes toward technology.

Second, scholarship on technology is a moving target. It is difficult to isolate and
characterize existing and developing technologies. Since technology is not static, we
cannot assume that a technology we study today will be the same when we apply
it tomorrow. The S-shaped developmental curve for technology (Branson, 1987),
which starts with a slow initial development, then rapidly improves in the middle
phase of its lifetime, and finally flattens again when it reaches its upper limit, means
that the performance, use, and study of a technology are heavily influenced by its
degree of maturity. This severely limits the application of intervention studies or
of comparative designs in technology research (Honebein & Reigeluth, 2021). It is
difficult to come to conclusive judgments on writing technologies unless a view is
adopted that accounts for the progressive, disruptive, and iterative development of
technology. Interpretations of the current state of technology and hypotheses about
its future are both essential for technology research and may differ depending on
the lenses we may see them through. However, given the varying life-time phases
in which technologies discussed in this volume find themselves, it has been some-
times difficult to present a consistent and balanced identification of challenges and
opportunities for each. To compensate for a lack of sufficient empirical evidence or
hindsight, we would be lending ourselves to speculation. This book, thus, provides
examples for research approaches suitable for the writing sciences rather than to
foresee or prescribe uses of technology for writing.
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Third, the range of technologies in use is vast and not restricted to writing alone.
Technologies easily transgress borders between intellectual activities established
in former media generations, for instance, communicating, publishing, learning,
designing, and searching. Borders between these activities have become porous or
have vanished altogether (Bazerman, 2018) and led to the creation of many new
writing spaces connecting and combining different intellectual activities with each
other. In consideration, we include many examples of technologies bridging different
activity fields.

Fourth, complexity is a continuous issue in digital writing research that threatens
our ability to understand even the most common writing tools such as word proces-
sors. Listing and explaining all the functions of word processors is a task that not even
Microsoft is attempting any longer. Currently, there is no handbook for Microsoft
Word or any other systematic description of it. There are simply too many functions,
tools, and add-ons that such platforms host. And these functions are no longer limited
to the tools or platforms themselves. They are additionally extended by operating
systems with their connections to memory functions, mouse and keyboard controls,
internet connections, screen set-up, and the like. Similarly, word processors are subor-
dinated to large business platforms that connect them with many other functions of
the web. It is necessary to address such complexity directly, instead of ignoring it
with research methods that were designed for much simpler writing tools.

Fifth, new technologies generate new terminologies. Speaking about digital
writing makes it necessary to apply such terminologies which, by and large, origi-
nate in the computer and information sciences. Integrating these into writing sciences
discourse is not a simple task. We were confronted with this challenge throughout
this book and in response, added a consolidated glossary with the terms that seem
most relevant for writing studies or may be unfamiliar to those not coming from the
domains of computer or information sciences.

Sixth, how and to what end writing research should engage in tool development is
an open question. Tool development is not only a way to push the boundaries for future
technologies but also a way of learning about technology and understanding its basic
principles. Tool development has also been instrumental in allowing researchers
to study writing in new ways. In a rapidly developing field such as writing, this
may become a core competence not only for developers but also for researchers.
Cooperation with other disciplines is inevitable in such emerging projects. Our book
covers a broad span of relevant disciplines and modes of collaboration between them.

Seventh, the digital writing research community does not have clear-cut bound-
aries. Digital writing research is inherently interdisciplinary or even transdisciplinary
and is therefore faced with disparate discourses and knowledge repositories across
different disciplines, including computer sciences, computational and corpus linguis-
tics, applied linguistics, psychology, second-language studies, media and informa-
tion sciences, cognitive sciences, education, e-learning, and more. We believe that
not only there is a place for all these disciplines in the field of digital writing, but also
that research and theory-building have to cross borders more often than not (Anson,
2021). Hence, a major aim of this book is to explore the positioning and stance of
varied strands of writing research in this domain.



Introduction xvii

This book tackles related challenges directly. First, it provides a systematic
mapping of technologies for writing, locating their current position within the rapidly
moving state of technology. By “systematic” we mean a coherent and comprehen-
sive account of digital writing technologies, both historically and technologically.
Second, it creates a unifying discourse (including terminology) so that technolo-
gists and writing specialists have a shared language and framework within which
to explore the field. With this, we hope to contribute to a theoretical framework for
theory building, teaching, and research on digital writing technologies. And third, it
helps to delineate research fields for writing sciences and highlights areas for future
studies and developments.

Further Considerations

As editors of this collection, we have been preoccupied with one ultimate issue: to get
a grip on the enormous complexity, rapid development, and confusing ramifications
of digital writing technologies. We are convinced that not only we personally but
also our disciplines are at the edge of being overwhelmed by the current flood of
developments. In order not to lose track and control of them, we adopt a hard focus
on technology, which does not result from ignoring other aspects, but prioritizes the
aims of mapping, describing, and analyzing technology. One of the main claims in
our overall argument is that an all-encompassing technological view has to be an
integral part of the study of writing and must not be left to the technical disciplines.
If technology does have a major role in determining what writing is, we have to keep
our hands on it.

By providing a systematic and comprehensive inventory of digital writing tech-
nologies, we hope to pave the way for the systematic investigation and treatment of
some connecting social, cultural, and socioeconomic topics such as access to and
distribution of new technologies. We see the need to expand technology discourses on
issues of inclusivity, diversity, and social justice that have accompanied the dispersion
of digital technology from its very beginning. We are aware that writing technologies
shape not only the work of our institutions but also the lives, identities, and social
relations of our students. Such changes are considered only marginally in this collec-
tion, not because we see them as negligible but because they demand a different
perspective on technology and would deserve comparable in-depth attention. Simi-
larly, the study of ethical issues arising, for instance, from the use of automated text
generation, which is currently shaking educational institutions worldwide, may profit
from our approach to understanding current technologies and their affordances.

We recognize that the issues of access and inequities discussed in the context of
educational technology and artificial intelligence also apply to writing technologies.
With the digital divide and reduced access to writing platforms, educational inequities
in the society can be further amplified because the users who have access to advanced
writing technologies can become more prolific writers compared to those who do not.
However, it may also work the other way because technology can sometimes act as a
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tool to help bridge existing social divides by its widespread deployment in schools for
students who would normally be unable to access them in their home environments
(Warschauer & Matuchniak, 2010). In addition, digital literacy and competency, and
feedback seeking—the skills needed by a learner to effectively engage with tools
and content—are also becoming increasingly important, particularly in the era of
ChatGPT where any question on writing can effectively be answered in seconds by
the technology. Here, the key is recognizing which part to use (if helpful at all), what
needs to be verified (and how), and if it can positively augment learners’ thinking
rather than undermine it (Shibani et al., 2022). These issues, while referenced in the
chapters on analytics and automated writing tools, warrant a much deeper discussion,
which is beyond the scope of the current collection.

We also hope to provide material and motivation for systematic studies of the roles
that the tech giants such as Microsoft, Google, and Apple play in the advancement of
writing technologies, as well as the roles of smaller companies and open developer
communities, to determine how these may be shaping writing technologies. Such
an approach might similarly be applied to the study of the great publishing houses
dominating the distribution and exploitation of the products of academic writing.
Approaching digital writing concerns from these angles, however, demands a decid-
edly economic and sociological perspective. This would be a valuable contribution
for a future volume.

It is also important to acknowledge here that innovations in writing technology
are part of an even broader media revolution that not only affects reading, writing,
sound, and image processing, but also intervenes deeply in the organization of profes-
sional fields in science, business, commerce, culture, and entertainment. It is diffi-
cult to isolate writing from these broader domains, especially since this revolution
is changing not only the way we communicate, think, and use language, but also the
way we perceive reality and gain orientation in the world (Carr, 2010). Within this
context, it is also necessary to set clear limits for what this book does and does not
address. While we recognize the transformative potential of multimedia communi-
cation, this book focuses exclusively on writing and more specifically on writing as
it is used within the academic context of higher education by students, researchers,
and educators for knowledge creation and for fostering learning through academic
papers, essays, theses, reflective writing, and e-portfolios. We cover some of the
changes resulting from the transition to more informal, personal kinds of writing
such as blogs, wikis, portfolios, and learning management systems within academic
contexts, but do not consistently include writing on mobile devices, e-mail commu-
nication, and social media. We also had to draw the line at discourses on e-learning,
distance learning, and blended learning—all of which involve writing in some way
but as a subset in the pursuit of a different aim. These decisions were necessary to
keep the focus tight and to avoid becoming lost in the countless strands and details
of digitalization.
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Overview of the Book

To be coherent and comprehensive within a dynamic field such as digital writing,
we take a mapping approach. We build on the work of Schcolnik (2018) to provide a
classification of tools in academic writing. For precision, we define a tool as a stan-
dardized technical solution that enables users to carry out a specific task in writing.
Tools usually have a defined aim but may have several functions that contribute to
solving the tasks they afford. Tools may be specified by the technology they are
based on and by the kind of writing at which they are directed. Some tools have
primarily a pedagogical function in learning to write while others are used by writers
across all levels of proficiency. For each tool type in our classification, we delve into
its development over time, its primary purpose in the writing domain, and its affor-
dances in the practice of writing. We also provide exemplars of the most common or
paradigmatic tools within each classification.

Finally, we explore the research evidence base for each tool type in the field of
writing and, where appropriate, in other relevant fields. This state-of-the-art synthesis
captures 40 years of development in digital writing and grounds it firmly within
contemporary theories of writing process and practice. It provides the foundation for
a deeper analysis of what has changed in the processes of written communication
and what conceptual re-orientations the new technologies invoke. This foundation,
in turn, establishes the basis for a cohesive, consistent theoretical view of the new
realities of digital writing.

The volume is organized into five parts. Parts I-III provide an extensive synthesis
of the key technological innovations in academic writing, sequenced in terms of
the three transformations in writing of the last 40 years: the introduction of the
word processor, the emergence of the internet and networked platforms, and the
natural language processing revolution. Within these parts, each chapter includes the
following elements:

Overview of the purpose and development of the writing technology
Core idea of the technology

Functional specifications for the technology

Main products (most common or paradigmatic products)

Research evidence base

List of tools referenced

Part I “Word Processing Software”, edited by Christian Rapp, covers the development
of word processors. With three separate contributions, this development is covered
from its first stages to the current mega-platforms, where writing is just one among
many options for communication, organization, learning, and designing. The first
chapter traces the progression from early computer applications to the rise of word
processors and the struggle for usability, hardware, and market share. The second
contribution is devoted to Microsoft Word as the prototype of word processors, which
dominated the market for about two decades. The chapter focuses on basic properties
of word processors and their impact on the practice of writing. The third contribution
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covers the developments since the invention of collaborative online word processing
by Google, which opened many new doors for innovative technologies. Critical
evaluations of MS Word are also offered in this chapter.

Part IT “Web Applications and Platform Technology”, edited by Kalliopi Benetos
and Ann Devitt, addresses writing technologies within a web-based digital envi-
ronment. Where word processors are primarily concerned with the generation and
revision of text, web-based digital environments integrate a wide scope of functions
to support factors and activities that surround and define the writing activity (actors,
contexts, domains, interactions, etc.). The social affordances and the transformations
of writing processes incurred by web-based environments are addressed in the chap-
ters on social annotation, collaborative writing, next-generation wikis, and chats for
writing. Cognitive scaffolding and self-regulation afforded by semantic connectivity
and conceptual mapping tools are considered in the chapters on creativity software,
tools for argumentation development, e-portfolios, and hypertexts. The contribu-
tions of technologies supporting dialogic feedback are discussed in the chapters on
teacher and peer feedback tools. Finally, the uses of tools that extend external memory
and facilitate information management and organization are explored in the chap-
ters on digital notetaking, plagiarism detection, learning management, and reference
management systems.

Part III “Writing Analytics and Language Technologies”, edited by Elena Cotos,
is devoted to language technologies and writing analytics and contains a span of
descriptions of different tools and technologies and their applications in academic
writing contexts. Language technologies that automatically summarize, find and
extract knowledge, and generate texts are discussed in the first two chapters. The
third chapter provides an overview of different analytical approaches to automated
writing analysis. The following three chapters center on tools for automated scoring,
automated feedback, and intelligent tutoring for writing, which have gained popu-
larity in learning and assessment contexts. The next chapter follows on the same focal
point on learning by discussing the applicability of corpora in support of writing
development. The last chapter takes a turn to the research technologies needed for
the study of writing development and production, zooming on keystroke logging for
investigating writing processes.

Part IV “Implications”, edited by Otto Kruse, contains five chapters with implica-
tions for the theory and teaching of writing. These chapters draw on the systematic
overviews in Parts I - III to critically analyze the impact of technologies on core
dimensions of writing. They offer interpretations of the meaning and significance
of technological developments for writing theory, scholarship, and pedagogy. The
topics include writing processes, writing and thinking, writing and learning, language
support for writers, and writing quality. Within this last part, each of the implica-
tion chapters provides a synthesis from existing theory and current technological
affordances to future possibilities, being structured as follows:

e Introduction—serves as the focus of the chapter
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e Existing theoretical assumptions (the past) - frames the chapter discussion with
relevant research and theory

e Current transformations of writing brought about by technology (the present) -
presents transformational processes and current technological solutions

e Conclusions—looks to the future for research and technology trajectories.

In addition to the thematic parts, the book offers a consolidated glossary, edited by
Antonette Shibani, that defines key terms referenced in the chapters and provides a
terminological baseline for future studies on writing technology.

Taken together, the book provides the first comprehensive and systematic account
to the digitalization of academic writing and sets the agenda for future research and
development.

Otto Kruse
Christian Rapp
Chris M. Anson
Kalliopi Benetos
Elena Cotos

Ann Devitt
Antonette Shibani
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The Beginnings of Word Processing: m
A Historical Account e

Till A. Heilmann

Abstract Word processing software evolved from rudimentary yet highly special-
ized tools for programmers in the early 1960s into very sophisticated but user-friendly
PC applications for the general public in the 1980s and early 1990s. The history of
word processing—ifrom debugging code on teleprinter terminals in computer labs
to authoring everyday documents on personal computers with graphical user inter-
faces—is therefore also the story of how computing technology came to the masses
and how it transformed our concepts, instruments, and practices of writing. This
is the first of three chapters on word processing covering the initial stage of the
development. It gives a summary of the early ideas and technologies that would
eventually lead to the ubiquitous writing tools available for PCs, laptops and other
mobile devices today. The beginnings of word processing, however, were not as
smooth as modern applications may suggest. A large set of technological innova-
tions in both hardware and software, conceptual shifts concerning writing and novel
business strategies for the computing business were needed to finally realize today’s
paradigm of digital writing. The chapter’s historical account ends around 1990 with
the emergence of Microsoft Word for Windows as the de facto industry standard for
word processing.

Keywords Word processing * Personal computer - Text editor -+ Text formatting -
Desktop publishing

1 Overview

Today, word processing means using a standard application for desktop or mobile
computers in order to (a) write and revise any kind of text, and to (b) apply formatting
to atext for its output in printed or other form. Hence, word processing software serves
as a technology that combines two distinct modes of text production: the composition
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of a manuscript (from first draft to final version) and the typographic preparation of a
document (for publication and distribution in printed or electronic form). By merging
the typewriter with the printing shop, word processors have fundamentally changed
the process of writing and publishing and have blended the role of the author with
those of the typesetter and the graphic designer.

Daniel Eisenberg (1992), Tim Bergin (2006a, b) and Thomas Haigh (2006) have
given concise historical accounts of word processing with a strong emphasis on
specific PC applications like WordStar, WordPerfect and Microsoft Word. More
recently, Matthew Kirschenbaum (2016) has devoted an extensive study to the “Lit-
erary History of Word Processing”. More research on word processing will be
presented in the next chapter (Kruse & Rapp, “Word Processing Software: The Rise
of MS Word”).

While it originated from a very different technological and economic environ-
ment, word processing is closely tied to personal computers and their spectacular
commercial success since the late 1970s. The widespread adoption of word proces-
sors became possible only with the advent of microcomputers and with the rise of the
IBM PC platform in the 1980s (Haigh & Ceruzzi, 2021, pp. 227-242). Before that,
text editing and formatting tools were confined to time-shared mainframe installa-
tions, minicomputers, and dedicated office computers, they addressed narrow, highly
trained user groups with specific demands, and they were not open the public. PC
word processors, on the other hand, were—and still are—designed for the wider
audience and a broad range of purposes. The two domains are historically demar-
cated by the emergence of a software industry for business and private use of PCs in
the late 1970s (Campbell-Kelly, 2003, pp. 201-228). Whereas the first users of early
text editors had to program their own custom tools (and many committed hackers
and software engineers would continue to do so for a long time), office clerks and PC
owners since the late 1970s have been doing their word processing with off-the-shelf,
commercially—or freely—available applications.

Conceptually as well as technologically, one of the decisive moments in the
evolution of word processing software was the inclusion of the video screen. As
electronic displays were uncommon up until the 1970s, early digital text editing
usually happened character for character and line by line on hard-copy terminals
like teleprinters and customized electric typewriters (Haigh, 2006, pp. 13—15). By
putting characters on a real-time video screen, computers turned written text into a
‘malleable’ visual object and opened a new kind of “writing space” (Bolter, 1991)
in which individual letters and words, whole sentences or larger textual units could
be easily and instantly manipulated. Equally important, bitmapped video screens
allowed for WYSIWYG or “What you see is what you get”, i.e., a mode of display
that shows all the formatting of a text (with different typefaces, sizes and so on) and
its page layout just as it would appear when printed on paper.

Long before video screens for word processing were actually implemented, a few
visionaries had already pondered the possibilities and potentials of modern media
technology for writing. One of the first authors to do so, and a recurring point of
reference in future discussions, was Vannevar Bush. His article “As We May Think”
from 1945 established the idea of a mechanized database of documents projected
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onto ‘translucent screens’ (Bush, 1945, p. 107). Bush’s text exerted a strong influence
on two other visionaries, Douglas Engelbart and Ted Nelson. Engelbart expanded
on Bush’s ideas during the 1960s with his own concept of “Augmenting Human
Intellect”. Displaying text on a computer screen, Engelbart argued, would allow for
completely “new methods of manipulating symbols” (Engelbart, 1962, p. 75).

Nelson also continued on Bush’s work. In his treatise on “A File Structure for
the Complex, the Changing and the Indeterminate” from 1965, Nelson hypothesized
about acomputerized ‘dream file’: an electronic text environment that would assist the
author with “manuscripts in progress” through all stages of the writing process, and
particularly “during the early periods of muddled confusion, when his [or her] ideas
are scraps, fragments, phrases, and contradictory overall designs. And it must help
him [or her] through to the final draft with every feasible mechanical aid—making the
fragments easy to find, and making easier the tentative sequencing and juxtaposing
and comparing” (Nelson, 1965, p. 88). Digital computers, in short, would foster the
creativity of writers by making written text easily modifiable and re-arrangeable on
the screen.

The screen was also instrumental for another decisive shift in writing. For
computer displays can act as more than just intermediaries in the digital produc-
tion of paper documents. Bush, Engelbart, and Nelson all thought about and worked
on the possibility of linking together individual documents and fragments of text
through mechanical and electronic means—an idea for which Nelson coined the
term ‘hypertext’. The concept of strictly digital documents that were not to be printed
on paper but would be written and read exclusively on video screens began to take
shape with early hypertext systems in the 1960s (Barnet, 2013). From the 1980s
on, networked computers with services like bulletin board systems (BBS), Usenet,
and, finally, the World Wide Web (WWW), turned this idea into reality. Today, the
screen has supplanted paper for many purposes and has become a primary medium
for displaying text in its own right. While common word processors are not geared
towards creating hypertexts and webpages, they are routinely used to write documents
that are meant first and foremost for the screen.

After word processing on PCs had become wide-spread and with the revolution
of the Internet and the WWW looming at the beginning of the 1990s, writers like Jay
D. Bolter (1991) and George P. Landow (1992) again discussed the new electronic
‘writing space’ and hypertextuality from a historical and philosophical perspective.
Other notable voices in the debate include Michael Heim (1987), Vilém Flusser
(2011) and Jacques Derrida (2005). The consensus of such theoretical analyses
seemed to be that word processing had changed writing from the task of producing
a fixed, stable, ‘bookish’ text by a single identifiable author to a continual process
of creating and revising ever-changing digital documents that constitute a highly
dynamic hypertext of multiple and shifting authorial agents.

Notwithstanding the substantial changes brought about by digital hard- and soft-
ware, our concept of text and even our basic methods of generating letters, words,
and sentences have proven remarkably resilient. Most digital texts still largely follow
the traditional visual architecture of the “bookish text” that goes back to medieval
scholasticism (Illich, 1993, p. 115). And most digital writing is still done by pressing
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keys on typewriter-like keyboards whose layouts were invented and perfected at the
end of the nineteenth century. It is no wonder, then, that the most successful word
processing applications still adhere to the model of the printed page.

2 Core Idea of the Technology

The core ideas of technology that led to word processing as we know it today are
(roughly in chronological order):

The interactive use of computers.

Entering and editing text on computers.

Using interactive editing tools for “regular” texts (not computer programs).
Formatting digital text according to traditional typographic conventions.
Putting text on a computer screen.

Printing digital text to paper.

Computer systems usable by non-professionals.

Simulating paper documents on computer screens.

Automating clerical work with computers.

Computers available to and affordable for everybody.

A market for standard word processing software solutions.

AN e RO ol

—_

The technological foundation of digital word processing is the interactive use of a
computer while it is running, i.e. the possibility of a rapid back and forth information
exchange between user and system through suitable input/output devices. Interactive
computing started around 1960 with the first time-shared installations and minicom-
puters (Haigh & Ceruzzi, 2021, pp. 109-138). In the beginning, teleprinters were the
preferred interface for this new kind of ‘dialogue’ between man and machine. They
were well-known from telegraphy, relatively cheap, reliable in operation, and, most
importantly, easy to adapt for use with computers: Employing telegraphic character
encodings like the Baudot or Murray code, teleprinters already processed writing in
digital form. As an additional benefit, they could often read and write texts from and
to paper tape, a popular storage medium of early computers.

One of the very first uses of interactive computing was the inspection and debug-
ging of programs. Doing this online was much easier and faster than poring over
paper printouts of faulty code and failed runs (van Dam & Rice, 1971, p. 97). It
was soon realized that computers could also help with the preparation of program
tapes. At the time, computer code was developed using pen and paper, written by
hand (sometimes on special coding sheets), then mechanically transferred to paper
tape or punched cards, and finally fed to the computer. While faulty cards could be
easily swapped, a tape containing an error had to be punched again from scratch.
Harnessing the computer for debugging programs and producing corrected tapes
would considerably speed up the software development process.

Colossal Typewriter, created in 1960 at Massachusetts Institute of Technology
(MIT) for the Programmed Data Processor 1 (PDP-1), the world’s first commercial
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minicomputer, is arguably the oldest known digital text editor. As the name says,
it turned the 120,000 US dollar computer installation into a giant typewriter for the
purpose of “tape preparation and tape editing” (McCarthy & Silver, 1960, p. 1). By
today’s standards, Colossal Typewriter was extremely rudimentary and cumbersome
to use. But it made life much easier for programmers and kicked off a slew of
subsequent text editors with ever more advanced capabilities and features. The most
important of these is probably TECO from 1962, also initially for the PDP-1 (Murphy,
2009). TECO is the direct ancestor of the Emacs editor which was developed by
Richard Stallman in the 1970s and is still used by many programmers and some non-
programmers on PCs even today. Again, the name of the program is revealing: While
it was later renamed Text Editor & Corrector, the acronym TECO originally stood
for Tape Editor & Corrector, pointing to the primary medium of early computing and
text editing.

As Colossal Typewriter, TECO and their successors spread throughout computer
labs and facilities in parallel to the rise of time-sharing systems and minicomputers
during the 1960s, programmers realized that these tools could be used to write not just
code but regular texts in prose as well. Soon they also created technical documents,
office memos, lab reports, and other pieces with the same programs they used for
editing code (Brock, 2018, p. 9). In the process, text editors were gradually extended
and enhanced for the new tasks. And because regular texts were read by humans from
pages of paper (not by computers from paper tapes), they needed to be organized
accordingly for printouts with proper line, paragraph, and page breaks, headers and
footers, page numbers etc. Consequently, the first methods and instruments for digital
text-formatting were invented.

The common way to do this was, and still is, for the user to put special control
characters or commands like .BR or .CENTER into the text at the right places (what is
called “markup” today). When a text was printed, the control characters or commands
in the text were processed by the formatting program and effected the desired typo-
graphic results like page breaks, centered lines, indented paragraphs etc. One of the
earliest tools, Type Justifying Program 2 (TJ-2), again developed for the PDP-1 at
MIT in 1963, already made use of the computer’s electronic display and light pen
for hyphenating words (Massachusetts Institute of Technology, 1963). More influ-
ential would become the RUNOFF program, also created at MIT in 1964 for the
time-sharing system CTSS (Saltzer, 1964). Not only did its control commands allow
for more complex formatting of texts and page layouts than before, RUNOFF also
served as the main inspiration for most other formatting programs and languages to
follow and is the direct precursor to the basic text processing tools at work in every
Unix operating system (including macOS computers) even today.

At the same time as text editors and formatting tools were developed and refined
in university labs, a few visionaries and outsiders of the computer industry began to
build “free form text editors” (van Dam & Rice, 1971, p. 105) that were meant to
enable wholly new ways of thinking and writing. Chief among them was the afore-
mentioned Douglas Engelbart at Stanford Research Institute (SRI) who sought to
“augment human intellect” through computer-aided symbol manipulation on elec-
tronic displays (Engelbart, 1962), a project that was funded by the US Air Force,
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NASA, and ARPA (Advanced Research Projects Agency). Together with his team,
Engelbart created the oNline-System (NLS), a time-shared computer installation for
collaborative work which he famously demonstrated to the public at the Fall Joint
Computer Conference in San Francisco in 1968—an event that has become known
as ‘The Mother of all Demos’. While NLS boasted many ‘firsts’ (including the
computer mouse, linked hypermedia and document version control), it was essen-
tially a screen-based word processor technologically and conceptually far ahead of
its time (Bardini, 2000). The NLS, though never successfully commercialized, had a
profound impact on computer culture. Probably the most important contribution to
digital writing was that it showed to the world what were the possibilities for working
with text when it was displayed on a computer screen.

The failure of NLS was its enormous technological and structural complexity and
the resulting steep learning curve. Non-specialists found the system nearly impossible
to work with (Ittersum, 2008, pp. 156—157). Making computers useable for ordinary
people was a big challenge that the industry had to confront in the 1970s. Some of
the most important contributions in this regard were made at the Palo Alto Research
Center (PARC), founded in 1970 by photocopier giant Xerox in order to invent the
‘office of the future’ (Hiltzik, 1999).

One of the major conceptual breakthroughs at PARC was the enforcement of
modeless editing. Simply put, this means that pressing a key on the keyboard when
editing a text should always result in the corresponding letter being inserted, never
in something else (like, say, the current line being deleted or two paragraphs being
transposed). This was obvious to a secretary at PARC who was asked by the software
engineers how she imagined editing text on the screen was supposed to work (Perry,
2005, pp. 50-51). But it was news to the programmers who had invented digital
writing tools and were accustomed to operate within multiple modes (the aforemen-
tioned TECO, for example was actually more of a programming language than a
text editor). The insight gained from this ethnographic study was, in short: For word
processing, the computer keyboard should serve just a like regular typewriter, not
like the control console of a computer.

Probably the biggest of PARC’s contributions to computing was its advancement
of the mouse-driven graphical user interface (GUI). With their experimental Alto
computer, developed from 1972 on, PARC pioneered high-resolution bitmapped
graphics that turned the screen into a digital canvas able to display all kinds of visual
information: pictures, tables, drawings, diagrams, and, of course, letters (Haigh &
Ceruzzi, 2021, pp. 245-250). Not incidentally, one of the first major applications that
made good use of the Alto’s GUI capabilities was a word processor called Bravo,
created in 1974. Not only did Bravo show all the details of a text’s graphic formatting
on the screen, i.e. the various looks of typefaces, styles, sizes, and so on. It was also
the earliest WYSIWYG application—a text editor that let the users see what they
were writing on the screen just as it would appear in printed form (Kirschenbaum,
2016, pp. 125-126). With Bravo, the text on the computer screen visually matched
the text on the page produced by a laser printer—which was another one of PARC’s
ground-breaking inventions.
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A later version of Bravo that combined the GUI/WYSIWYG display with mode-
less editing arguably counts as the world’s first word processing software in the
modern sense. Its ease of use and graphic text editing capabilities made it an instant
hit—not only with PARC engineers and employees but also with their families and
friends who would come in to create personal documents like newsletters, resumes,
and school reports on the Xerox Alto machine. And although Xerox failed to capi-
talize on the many conceptual and technological innovations concerning personal
computing at PARC (Hiltzik, 1999, pp. 389-398), the Alto computer and Bravo
program would exert a lasting influence on the further evolution of the personal
computer and word processing. In 1979, a team of Apple’s engineers were given
tours of PARC and demonstrations of the Alto. Their subsequent work on the Macin-
tosh, the first commercially successful GUI computer released in 1984, was heavily
inspired by what they had seen. And in 1981, Charles Simonyi, the lead programmer
of Bravo, left PARC to join Microsoft where he would oversee the development of
productivity applications and become the chief architect of Microsoft Word (Lohr,
2002, pp. 135-136).

The beginnings of commercial word processing outside of research labs like SRI
and PARC in the 1970s were much more modest than what Engelbart’s NLS or the
Xerox Alto had to offer. Thanks to advances in semiconductor technology and falling
prices for memory chips, video terminals as computer interfaces were becoming more
common. But they were mostly meant for input of and access to structured data in
large companies and public offices, not the editing of regular texts. At the beginning
of the 1970s, computers were still too costly and too difficult to operate for untrained
clerks and secretaries. Paperwork in offices (and in private homes) was still done
almost exclusively on mechanic or electric typewriters. Fittingly, IBM began to use
the term “word processing”—an invention by one of its German typewriter division
managers (Heilmann, 2012, pp. 141-155)—to promote all of their office products,
typewriters, copiers, and dictating machines alike.

Computer-based word processing for the office was championed by other, much
smaller companies than IBM like Wang Laboratories. Although it is mostly forgotten
today (as are other competitors in the business like Lexitron, Vydec, and Linolex),
Wang Labs actually dominated the market for office word processing systems during
the second half of the 1970s (Haigh, 2006, p. 22). Their dedicated word processors
were, essentially, ‘micros’ like the first PCs released by MITS, Apple, or Commodore
at the time, i.e. computers based on 8-bit microprocessors by Intel, MOS Technology,
or Zilog. Unlike PCs, however, they were marketed to businesses, came with all the
necessary peripherals (keyboard, screen, printer), and were not freely programmable
but designed to do one thing, and one thing only: text editing for clerks and secretaries.
In fact, Wang Laboratories were very careful not to advertise their word processors as
‘computers’. Instead, they pointed out the similarities to familiar office equipment:
“Just type as on a normal typewriter” (quoted in Heilmann, 2012, p. 172). Wang word
processors could in no way match the GUI and WYSIWYG capabilities of the Xerox
Alto and Bravo. But they were actual products available on the market and quickly
garnered a reputation for being easy to use and speeding up paperwork. History has
it that the architects of Wang’s initial word processing system wrote the user manual
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first and only then set about to design the required hardware and software (Haigh,
2006, p. 18).

Despite their early and spectacular success in the word processing market for
businesses, Wang would ultimately not survive the vast expansion and consolidation
of the microcomputer landscape through the dominance of the IBM PC platform in
offices and homes in the 1980s. With personal computers, word processing solutions
were transformed into off-the-shelf applications for everybody. In the face of an ever-
growing market for PC hardware and software, expensive single-task workstations
like Wang’s dedicated word processors had no future.

The story of the PC has been told many times (Bergin, 2006a, b; Campbell-Kelly
etal., 2014, pp. 229-251; Ceruzzi, 1999) and need not be recounted here. A few short
remarks on the relation of personal computers to word processing have to suffice.

Word processing for PCs was not a revolution—neither in technological nor in
conceptual regard. Rather, the problem was one of re-implementing known concepts
and techniques as a commercial software product for a novel hardware platform, the
ready-assembled microcomputer for home and business users. It is not surprising,
then, that the development of PC word processing applications reiterated seminal
moments in the larger evolution of digital writing since the 1960s in fast-forward.

PC word processors grew out of homemade editors to program the new machines
for which no software existed at first—beginning with Michael Shrayer’s Electric
Pencil from 1976 (Freiberger, 1982; see also Bergin, 2006a, pp. 33—35 for Word-
Master from 1978 and EasyWriter from 1979). They spread on the back of mass-
marketed micros and in turn served as one of the ‘killer applications’ that helped
introduce the new hardware paradigm to the general public (together with games
and spreadsheets). They quickly differentiated into a myriad of competing solutions
on the growing range of personal and home computer systems, most of which are
forgotten today (Bergin, 2006a, b, p. 44). Due to the limited resources of early PCs,
the programs were text-based at first—like the popular WordStar (1978) and Word-
Perfect (1979) applications; but as computing powers increased, they gained the
GUIs and WYSIWYG capabilities demonstrated by the Xerox Alto—most notably
with Word for Mac (1985) and Word for Windows (1989). And although there were
some experiments towards a ‘purely’ digital writing on and for the screen with
systems like Storyspace and HyperCard (Bolter & Joyce, 1987; Williams, 1987), the
imperative of printed paper would dominate word processing (along with desktop
publishing pioneered by Aldus PageMaker from 1985 and Adobe’s PostScript and
PDF technology) even after PCs had become networked through the WWW in the
mid-1990s.

According to Bergin (20064, b), the history of word processing for PCs unfolded
in three overlapping stages: an initial phase of ‘origins’, beginning in the mid-1970s
with early microcomputers like the MITS Altair 8800 and the very first rudimen-
tary PC applications like Michael Shrayer’s Electric Pencil and John Draper’s Easy
Writer; a second phase of ‘proliferation’, beginning at the start of the 1980s with the
introduction of the IBM Personal Computer and more sophisticated word proces-
sors, most notably MicroPro’s WordStar and SSI’s WordPerfect; and a third phase
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of ‘consolidation’, beginning around 1990 with the rise of Microsoft Windows and
the eventual monopoly of Microsoft Word for Windows.

The three phases of PC word processing described by Bergin coincide with major
shifts in the ecology of microcomputer hardware and software: the first phase (ca.
1975-1980) was characterized by the initial diversity and mutual incompatibility of
machines, reconciled only by the popularity of the CP/M operating system; the
second phase (ca. 1981-1989) brought a massive standardization of technology
through the homogenizing forces of the IBM PC hardware platform and the MS-
DOS software environment; finally, the third phase (since ca. 1990) saw the break-
through of the GUI paradigm for PCs and completed their standardization through
the hegemony of Microsoft Windows. Thus, the evolution of word processing soft-
ware followed the trend of the PC platform as a whole: from a variety of competing
but incompatible products to a single, ‘universal’ solution; and from simpler, text-
based products to an elaborate graphical system within a common GUI framework.
From this perspective, the success of Microsoft Word can been seen not only as
the result of Microsoft’s ruthless business practices but also as the culmination of a
larger technological and commercial process of increasing standardization and inte-
gration in personal computing. While most essential word processing features had
already been implemented by other programs in the mid-1980s, the addition of true
WYSIWYG capability and the seamless interaction with the Windows framework
was the unique factor that helped Microsoft Word conquer the market at the begin-
ning of the 1990s. (On the Apple Macintosh, Word possessed WYSIWYG capability
since 1985; Microsoft’s main competitor WordPerfect only got it more than a year
after Word for Windows and never really played well with Windows).

In total, PC word processing differs from the earlier digital writing tools and
systems from the 1960s and 1970s discussed above by four main facts:

1. It consists almost exclusively of commercial off-the-shelf products (with a few
exceptions like OpenOffice or LibreOffice Writer).

2. While there was a very lively and diverse market for word processing applications
in the beginning, the field has been monopolized by the de facto standard of
Microsoft Word for Windows since the early 1990s.

3. Since the mid-1990s, word processing has stretched beyond narrow user groups
and reached the general population (at least in so-called developed countries)
where it has mostly replaced the typewriter.

4. Today, the scope of word processing covers almost any field of writing, from
personal notetaking to the preparation of legal documents.

3 Functional Specifications

Word processing applications for PCs typically offer the following four sets of
essential functions:

1. Editing of text (entering and deleting text, copy-pasting and search-replacing
strings etc.).
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2. Handling of documents (creating, saving, deleting files).

3. Formatting of text and documents (choosing different fonts, text sizes, paragraph
alignments, page layouts etc.).

4. Displaying and printing of documents (with video screens and laser or inkjet
printers, especially in WYSIWYG mode).

As shown in the previous section, the first and second set of functions are historically
derived from the text editors used by computer programmers since the 1960s. The
third set stems from the text formatting and document processing tools invented for
time-sharing and minicomputer installations in the 1960s. Finally, the fourth set goes
back to experimental computer systems like NLS and the Xerox Alto from the 1960s
and 1970s.

While word processing applications are most commonly used by authors for
composing their own texts, the four sets of functions actually address them in different
roles: The first set treats the author as editor, the second set as secretary and the third
and fourth set as typesetter and graphic designer. Addressing the author as a creative
and a collaborative writer was not an integral part of word processing until the 1990s.
More information on the corresponding technological functionality will be offered
in the following chapter (Kruse & Rapp, “Word Processing Software: The Rise of
MS Word”).
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Word Processing Software: The Rise m
of MS Word i

Otto Kruse(® and Christian Rapp

Abstract In the mid-1980s, more than 300 different versions of word processing
software existed (Bergin, 2006a, b), but within a decade, Microsoft Word emerged
from the pack and became the standard writing tool. MS Word convinced the public
to exchange their typewriters for microcomputers with writing software. It gave
writing an (inter)face to become familiar with. A new era of literacy had begun and
started to shape writing, thinking, design, and communication in its own way. First,
we provide an overview of the developments that made MS Word successful and
describe in broad terms the core issues of word processing before we look at the
functionalities that MS Word offers. Next, we reflect on the importance of research
on word processors and show that it has dwindled since the initial wave of studies.
Research ceased since the 2000s, even though new technological opportunities to
study word processors arrived, such as key logging and screen recording. The report
ends at the time when the internet had developed sufficiently to change literacy once
more and when word processing had to adapt to the tasks, technologies, and demands
of writing for the web or in the web.

Keywords Word processors « Microsoft Word - Inscription + Writing research

1 Overview

This chapter covers the stage in the history of word processing that Bergin (2006a)
called the “consolidation phase” (see also Heilmann, “The Beginnings of Word
Processing: A Historical Account”). It began with the implementation of Microsoft
Word in MAC OS in 1986 and three years later in Microsoft Windows. Both offered
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comfortable window-like operating systems and were tailored to affordable PCs
such as the one IBM launched in 1981 (Haigh & Ceruzzi, 2021) or, at the same
time, Apple with its II, SE, or Macintosh. The consolidation phase ended around
2006 when Google Docs was launched and a new chapter in word processing as
a platform-based technology started (see Rapp et al., “Beyond MS Word: Alter-
natives and Developments”, and Castell6 et al., “Synchronous and Asynchronous
Collaborative Writing”).

Even though word processing for PCs was not a technical or conceptual revolu-
tion, as Heilmann (“The Beginnings of Word Processing: A Historical Account™)
noted, it was a media revolution—at least when its impact on literacy development
and writing cultures is considered. The revolutionary act was the rapid and almost
complete adoption of word processing as the dominant means of writing in education,
sciences, business, and more. Word processing, along with desktop publishing soft-
ware, marked the end of the age of the letterpress and heralded a new era of literacy
(Baron, 2009; Bolter, 1989; Haas, 1989, 1996; Harris, 1985; Heim, 1987; Mahlow &
Dale, 2014, Porter, 2002; Reinking et al., 1998).

In this chapter, we look at MS Word as the dominant software in the 1990s and
2000s that, for a long time, has set the agenda for digital writing. Its significance
could be compared to that of Henry Ford’s “Tin Lizzy” in the 1910s, which is said to
have put America on wheels. Similarly, MS Word, along with the Mac and Windows
operating systems, put America on screen and made it go digital. The rest of the
world followed suit when MS Word internationalized writing by first adapting itself
to different languages and then also to other script systems.

After 40 years of development, it is increasingly difficult to characterize or
describe MS Word as it covers more changes, additions, and technical adaptations
than can be listed or described here. One attempt can be found on Wikipedia at https:/
/en.wikipedia.org/wiki/History_of_Microsoft_Word. In this chapter, in contrast, we
restrict ourselves to the downloaded, offline version of MS Word and leave browser-
based versions for the following chapter, even if for some questions we had to extend
the focus to a longer period of time. Alternatives to MS Word will be covered in
Rapp et al. (“Beyond MS Word: Alternatives and Developments™).

This contribution also brings up the question of how much we need to know about
word processing and exactly what kind of research writing science can and should
deliver about it. The technical development of word processors has been addressed
in various publications (for example, Baron, 2009; Bergin, 2006a, 2006b; Haigh &
Ceruzzi, 2021; Heilmann, 2012), but we know much less about what word processors
actually do and how writers use them. Word processors are the white elephant in the
living room of the writing sciences. They have continuously changed and integrated
many functions without anyone in our disciplines keeping track of it and commenting
on its transformations. Today, MS Word and similar processors are virtual hubs for
writing technology and keep expanding their functional portfolios in many directions.

For the writing sciences, the word processor is the critical technological element
determining what writing is and how literacy develops, particularly in academic
domains. Even if “digital writing” is a broader term encompassing many kinds of
software for various mobile devices and internet applications (McKee & DeVoss,
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2007), the word processor still forms the core element from which all digital writing
evolved. We refer to MS Word as the prototype of word processing in spite of the
many existing alternatives (see Rapp et al., “Beyond MS Word: Alternatives and
Developments”). In this chapter, we will look at word processors from three different
angles: (i) from the technological principles of word processing and their meaning
for the nature of writing, (ii) from the perspective of technological functionalities
and their meaning for the practice of writing, and (iii) from the viewpoint of research
and the various attempts to understand digital writing technology.

2 Core Idea of the Technology

2.1 Inscription

In all its versions, writing technology consists of fixing letters, words or symbols on
a writing surface, be it a temple wall, papyrus roll, or sheet of paper, with some form
of paint or ink (Ong, 1982). This procedure is generally referred to as “inscription”
(Bazerman, 2018; Kruse & Rapp, 2023). For alphabetical writing systems, this may
be seen as a notation procedure for sounds which allows to reproduce oral language.
Lindgren et al. (2019, p. 347) define: “The point of inscription is always the location
where the writer is currently producing or deleting text.”

If a script was to endure, it had to be fixed permanently; otherwise, like with
slates, blackboards, or wax pads, it could be erased and would lose its permanence.
Durability and changeability were exclusive attributes of all pre-digital writing tech-
nologies. Digital writing did not alter the fact that inscription is a notation procedure
for sounds in letters, but it did change the way to make script permanent by storing
letters as digital codes which can be flexibly arranged and rearranged on screen as
a two-dimensional document. This altered the relation of durability to changeability
of script allowing for an easy inscription, deletion, relocation, and recombination of
letters and words.

To insert letters, computer designers relied on keyboards similar to those used with
teleprinters and type writers. Keys were connected to letters or other symbols which,
in turn, had been assigned digital signatures by the ASCII code (American Standard
Code for Information Interchange) developed in the early 1960 and revised several
times. The original code provided a number and a digital signature to 128 letters
and symbols, making them processible by a machine in a standardized way (see:
https://en.wikipedia.org/wiki/ASCII). Later standardizations, known as “Unicode,”
overcame the limitations of its 7-bit design (allowing for up to 128 characters) by
extending it to 16 bits and later 32 bits. This made it possible to encode more than
65,000 signs, among them 21,000 Chinese symbols. With the latest 32-bit version,
more than four million positions are available, each of which can be defined by a
particular symbol (Lobin, 2014). What is essential for writing is that these codes
connect the keyboard to a universe of signs ready to be accessed and used in writing.
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Any restriction to the Latin alphabet of the early ASCII code was overcome, and all
major script systems are now available for word processing.

2.2 Linearization and Formulation

Unlike a picture, where content can be presented simultaneously, language enforces
linearity where only one sound can be produced at a time and only one word can
be placed in a line of words—never two or more (Kruse & Rapp, 2023). Notably,
this is a matter of language, not technology. Writing technology has to model the
sequentiality of language and support it. A text can be read in one direction only,
and there is a dependency between what is said later from what has been said earlier.
Additionally, transitions from one topic to the next must be managed—a task that de
Beaugrande (1984) called the creation of a “moving focus.” Such a moving focus
can be described at the level of idea development (which linguists call “coherence”)
and at the level of the linguistic connectors and transitional phrases (called “cohe-
sion”). Word processors must support the creation of language and support writers in
transforming whatever they want to say into a coherent line of words that others can
decode. For this, the string of words must follow a defined order, usually governed
by grammar.

Lindgren et al. (2019) distinguish the point of inscription from the “leading edge”
of text production as “the point in writing where new meaning is being created.” While
inscription can be devoted to marginal corrections or revisions, writing at the leading
edge relates to the creation of meaning. The activity involved in creating text (oral
or written) is traditionally called “formulation” (Kruse & Rapp, 2023; Levelt, 2013;
Wrobel, 1997). In writing, formulation is a way of thinking that happens in interaction
with the writing tool along the leading edge. Different from speakers, writers can see
what they think on the writing surface and can modify, extend, delete, and restruc-
ture their thoughts as desired. Formulation is not simply the translation of cogni-
tively generated content into language but the creation and modification of content
using a writing tool (Wrobel, 1997, 2002). Word processors, today, support formu-
lation processes through functionalities such as grammar, style and spell checkers,
synonym finders, sentence completion apps, and more. They are currently at the
edge of creating content, conducting literature searches, proposing formulations,
and translating. As Lobin (2014, p. 95) suggested, formulation has become a hybrid
activity in which the word processor acts as a co-author.

2.3 Formatting

Writing has always been a graphic venture; not only did the letters need to be
designed, but so did the pages that framed the writing. It has always been tied to a
two-dimensional way of displaying script, and so has reading as the eye follows the
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text (see Heilmann, “The Beginnings of Word Processing: A Historical Account”).
However, word processor technology reduces text to a one-dimensional line of digital
code. Hence, one of the tasks facing developers of word processors was to invent ways
of making the stored line of code visible. The formatting instructions are also part of
these lines of code, as are all graphic elements and the commands they follow. Two
inventions were necessary to provide MS Word with user-friendly ways to make code
visible: The first were graphic user interfaces (GUIs) which were programs such as
Mac OS or MS Windows, transforming code into a graphic content to be displayed
on a screen. The second was the “WYSIWYG” principle, which ensures that the
image on the screen matches the image on paper when the line of code is printed
out. The WYSIWYG principle mimics the former writing technologies by making
the graphic appearance of a text as fixed as inscriptions on paper once were.

2.4 Revision

The relation of fixity and changeability of written text determines the options for revi-
sion. In digital writing, text revision has been greatly simplified, where the “delete”
button and the “cut” function stand for an unlimited replaceability of any inscribed
sign. Even if technically insertion and deletion are basic elements of text production,
the boundary between inscription and revision has been blurred by them to such a
degree that it is questionable whether this distinction is still meaningful. They are
both practiced at the same time and have become inseparable in text production.

Opportunities for revision exist not only at the level of inscription but also at the
macro-level of structure and outline. The outline function allows users to shift text
blocks or recycle text that has been temporarily removed. Outlines may be adjusted,
and hierarchical orders can be altered or adapted easily.

2.5 Networking and Interaction Among Writers

Writers relate to other writers in several ways. Traditionally, quoting other authors
was the primary means of interaction and community building among researchers
(Hyland, 2000). Also, co-authoring publications was a common way of connecting
researchers. Since digital code can be read by all computers with similar operating
systems and editor functions, writing in a digital context means not only that the
users can interact with their computers, but that computers can communicate with
other computers and, in turn, their users. Word processors successively support and
enable networking between authors, leading to several forms of collaborative writing.
In addition, texts are interconnected in new ways by hyperlinks and web-based
publications. Even though intertextuality has always been a principle of academic
texts, hyperlinks have simplified these connections and offered new opportunities for
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intertextuality (see Castell6 et al., “Synchronous and Asynchronous Collaborative
Writing”).

3 Functional Specifications

The following compilation of functionalities contained in MS Word makes no attempt
to be complete, nor does it say anything new to readers familiar with word processors.
Instead, we seek to demonstrate what difficulties arise when verbalizing what writers
can do more or less intuitively with MS Word. MS Word is a universal writing tool
designed to suit all purposes of text production in all contexts and domains, and we
focus here on what is essential for the writing sciences rather than what is techni-
cally possible. Furthermore, we make no distinction between when the respective
functionalities were added to MS Word or how they have evolved over time.

3.1 Entering, Editing, and Revising Text

Entering and modifying character strings: The core function of word processors is
to produce chains of characters and words. Characters (and other symbols such as
numbers, connective signs “&”, “+”, and punctuation marks) are entered into the
system and then graphically displayed on the screen. Each keystroke generates (or
better, selects) a letter (for upper cases or special symbols, two or more keys must
be pressed simultaneously, as with a traditional typewriter).

Characters, symbols, and signs: An almost unlimited number of signs and script
systems are available. Character sizes can vary, and dozens of fonts can be selected. In
addition, a wide palette of colours can be used for fonts, graphics, and backgrounds.

Cut, copy, paste, shift, and delete: These are the basic commands that writers have
at their disposal to insert, modify, remove, or dislocate letters or words. Letters and
words can be marked and then deleted, copied, cut out, and shifted to another part
of the text. Also, text from other sources can be imported or vice versa, and existing
text can be exported to another document.

Emphasizing, highlighting, and marking: Several modes of highlighting are avail-
able, such as bold, underlining, italic, and crossed out. Other textual effects such as
shadowed, mirrored, or shining characters can be chosen.

Search and replace: The search and replace function is both a tool for navigation
and revision when words need to be exchanged, deleted, or altered.

3.2 Handling and Formatting Documents

Creating files: As letters are not fixed on paper, it was necessary to create “files” as
containers for digital code that a computer could transform into visible text. Files
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were not stored within the word processing program but in the operating system,
which also provides the file register and directory. Today’s cloud solutions have
expanded the memory capacity of computers almost infinitely.

Save, retrieve, and import text files: Any text produced in the computer’s working
memory can and must be saved as a document if it is to be retrievable. For this
purpose, the operating system enables the creation of directories in which a file name
can identify the document. Files can be opened and edited at any time. Electronic
storage takes a fraction of the space it would take in an analogue environment, with
writing and storage taking place on the same device.

Organizing file structures and personal libraries: Even though file structures are
not a part of word processors but of the operating system, the creation of consis-
tent file structures is an important part of the digital writing, learning, and working
environment.

Document design: MS Word is not only a text creation program but also a
layout program, which can assume many functions of formatting text—and there
is a wide range to choose from. Automatic word wrapping was one of the first
tasks word processors had to solve to arrive at a consistent layout. The typing area
can be determined by specifying line spacing, indents, margin sizes, headers and
footers, page numbers, etc. The text can be arranged either right-aligned, left-aligned,
centred, or arranged in block space. Line spacing and indentations can be generated
automatically.

Styles: To make formatting choices in designing a document easier, the function
“styles” has been included from which a large number of integrated designs can be
selected. A visually represented “styles gallery” of pre-designed formatting choices
can be used or different styles can be customized by the user and then included in
the gallery.

3.3 Text and Idea Organization

Enumerations, lists, sequences: MS Word offers many ways to organize the linear
arrangement of texts that on paper were difficult to implement, such as bullet points,
numbered lists including indentation and modified line spacing and tables. Further-
more, genre-specific text templates are available, e.g., for applications, letters, CVs,
certificates, reports, invitations, and so on, which, in addition to a sample structure,
also offer a plausible layout for the respective task.

Non-linguistic text elements: MS Word provides writers with many graphic
elements and symbols that can be placed into the document or used to create visu-
alizations, such as SmartArt in MS Word and PowerPoint. Videos or audio files
can also be included in the text and hyperlinks can be inserted. The sole connection
between the writing system and printed paper is thus removed in favour of multimedia
technology.
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3.4 Language and Formulation Support

Language interface: Several language preferences can be chosen at the Windows
level. One is the language of the User Interface determining the language of all
commands and instructions. A second is the choice of the authoring language which
refers to the language that is used for writing and connects to the proofreading
services. Over hundred languages and dialects are available for this.

Grammar, spelling, hyphenation, and punctuation: Grammar and spelling services
inform the writer by a wave-like underscoring about errors in a defined part of the
text. Alternative formulations may be displayed by mouse click. Grammar checkers
rely less on grammatical rules but on lists of common linguistic errors. Punctua-
tion, spelling, and hyphenation support is usually included in the grammar checkers.
Automatic checking of spelling is done by comparing the input with lists of correctly
spelled words and their morphologies. Hyphenation is similarly done with lists of
words where the division points are marked and applied when the text approaches
the margin.

Support at the word level: Synonyms can be displayed with a mouse click when
a word is, and a thesaurus provides directories of common words and expressions.

Sentence completion: Autocompletion and word prediction are mainly used in
mobile phones and small or restricted input devices but are now increasingly found
in word processors as optional features. They operate based on word frequencies or
collocation lists but can also be adapted to individual linguistic preferences.

3.5 [Internal and External References

Automatically created tables: Lists of figures or tables can be generated and
numbered; page numbers are adjusted automatically.

Footnotes and endnotes: Both can be selected with a mouse click and graphically
inserted precisely at the bottom of the page or the end of the text.

Tables of content: Marked chapter headings can be assembled to a table of content
with several graphical options for its design.

Hyperlinks: Both, within a document and across documents (provided it owns an
URL address) hyperlinks can be arranged.

3.6 Reviewing Features

Tracking changes: Changes can be tracked and marked so that different text versions
remain visible.
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Comment function: The comment function can insert suggestions for improve-
ment and corrections by others remain visible; these can be accepted or rejected
individually. Comments can be inserted, answered, accepted, or rejected.

Version control: Different document versions can be compared, and deviations
will be highlighted. In earlier versions of MS Word, this could be done when a text
was exchanged by e-mail; in online versions, Share Point is used to compare the texts
(see Rapp et al., “Beyond MS Word: Alternatives and Developments™).

Understanding word processing as a technology needs to refer to the many kinds
of actions users can perform. Writing processes are mediated by these technological
functions and by the actions they allow or request. Even if many of these activities
may concern lower-order processes, enough of them interact with the conceptual,
structural, and rhetorical issues of writing or with the social contexts in which it
occurs that it seems legitimate to speak of the work processor as a co-author (Lobin,
2014).

4 Research on MS Word and Word Processors

4.1 Technological Research: General Considerations

MS Word and similar word processors determine to a large extent what writing means
and how it is done. Accordingly, this should motivate research that includes the tech-
nological aspects of word processors. But MS Word is, as we have shown, a complex
tool with hundreds of specifications, which makes it a somewhat daunting research
prospect. Indeed, there seems to be considerable uneasiness about technological
research in writing and how such research should be done.

Although there is a great demand for this research, there are only a few specified
methods that would particularly suit a study of word processors. Some basic and
obvious questions are: (i) What do writers do in MS Word? (ii) Which functions
do they use and which don’t they use? (iii) How do they organize the interaction of
text input and revision? (iv) What kind of language support are they using? (v) How
do writers shuttle between word processors and other tools for translation, literature
searches, note taking, feedback, collaboration, etc.? and (vi) How do writers choose
their preferred word processors, and what do they think of them?

Such research questions aim to study the quality of word processors as a writing
medium that enables writing and sets the limits. It would, at the same time, include the
writers as actors relying on and responding to the medium. When the mediating force
changes, the writing changes too, has been expressed by Haas (1989). But how can
research react to a constant change? The comparability and generalizability of studies
referring to technologies at different developmental stadiums must be questioned
(Honebein & Reigeluth, 2021). Along with the generalizability, the integration of
knowledge in the writing sciences is also in question.
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4.2 Comparative Research and Intervention Studies

Historically, the first reaction to the new writing technology was to test it against the
traditional one to see whether it led to better papers, made writing more enjoyable,
and enriched writing processes in terms, for instance, of more planning or revision.
Several reviews of this early research (Bangert-Drowns, 1993; Goldberg et al., 2003;
Hawisher, 1986, 1988; Hawisher et al., 1996; Moran, 2003; Selfe, 1999; Susser,
1998) looked at studies comparing the new technology with previous ones. Most of
them came from the K-12 context and sought answers to whether schools should
switch from handwriting to computers (Bangert-Drowns, 1993). Expressed in terms
of impact factors, the results of the meta-analyses were mixed. The impact factors, for
instance, of computer writing on the text quality reported from the individual studies
ranged from —0.75 to +1.75 (Bangert-Drowns, 1993), which gave a slight edge to
positive impact even if reports on negative effects appeared repeatedly. Similarly,
Goldberg et al. (2003) found in their meta-analysis that computer writing led to
longer and slightly better texts. All in all, a small advantage of word processing over
conventional writing can be derived from the comparative literature. From their meta-
meta-analysis of writing studies, Graham, Harris & Chambers (2016) even made a
substantial recommendation for “evidence-based practice” out of the “use of word
processing as a stylus for writing” for students in grades 1 to 12.

Among the studies comparing the digital writing of college students with previous
writing technologies, the work of Haas (1989) is instructive, including its program-
matic title: “How the writing medium shapes the writing process.” Haas restricted her
study to the effects of word processor use on planning and compared three conditions
of writing: One with paper and pencil, another using a computer only, and finally,
a hybrid of the two. All test subjects were equally familiar with the word processor
used—Carnegie Mellons’s EZ word processor from the user interface “Andrew”
which the university had developed in cooperation with IBM. Evaluating think-
aloud protocols, her study was able to distinguish between several kinds of planning
activities at several stages of the writing process. Protocols were transcribed and then
analysed for statements referring to planning activities.

The results of Haas’ studies showed a significant difference between the hand-
writing and the computer condition, but not between any of these two or the hybrid
condition. When using word processors, writers planned significantly less before
beginning to write, and did significantly less conceptual planning but more local or
sequential planning. This effect was the same for experienced and novice writers.
This tendency towards less conceptual planning surprised the author, and she spec-
ulated about the possible adverse effects of word processing. However, she did not
(and certainly could not) consider back then that word processors would develop
powerful tools for conceptual and structural planning such as outline functions or
other text organizers to make up for the tendency of a shallower way of planning.
The study also brings up the question whether planning in digital writing still is the
same as in handwriting. Can we assume that Hayes and Flower’s (1980) cognitive
process theory, on which she relied, still applies to digital writing?
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4.3 Widening the Focus to Include Developments
and Contexts

During the 2000s, comparative research and intervention studies ceased. Writers
now had up to 20 years of experience with computer-based writing, which had
changed their attitudes, social practices, writing habits, and more. Qualitative studies,
including the writers’ personalities and biographies, seemed a more promising way
to react to the new technology (Selfe & Hawisher, 2002). One consequence was the
choice of single or small case studies to document the individual gain from digital
writing (for example, Selfe & Hawisher, 2002).

Hartley (2007) proposed to focus on the changes in writing rather than on the
writing itself. Treating writing as a fluid activity might bring back the generaliz-
ability of the results and account for one of the most salient aspects of today’s
technologies—its rapid development. In a small-case study, Hartley compared the
texts which authors had written over a period of thirty years and showed that despite
of considerable changes in working modes, some personal preferences and styles of
the professional writers remained stable over time and different technologies.

Additionally, teaching contexts had also changed. Writing courses would move
into the computer lab, laptops appeared in the classrooms, LAN and WLAN allowed
for networked writing and learning management systems enabled an exchange of
papers with more ease than before (see, for instance, Selfe & Hilligoss, 1994).
Accordingly, the focus of research started to shift. Digital literacy became a new
focus providing access to cultural change in writing and connecting it better with
reading. Later in the 2000s, the internet made writing global, and word processors
lost ground to browsers, which were the entrance gate to large social networks, new
professional environments, sales platforms, digital library services, and search tools
(see, for instance, Hawisher & Selfe, 2000).

It became clear that word processors were framed socially, economically, polit-
ically, and environmentally and had become part of a more extensive scenery that
expanded the boundaries of digital writing. Consequently, evaluative research chose
a broader focus for studying the effects of digital writing technologies. Purcell et al.
(2013), for instance, surveyed more than 2,400 teachers about their evaluation of
digital writing, from which 96% agreed that digital technologies “allow students to
share their work with a wider and more varied audience”; 79% agreed that these
tools “encourage greater collaboration among students” and 78% agreed that they
“encourage student creativity and personal expression.” As for disadvantages, 68%
noted that digital tools made students more likely “to take shortcuts and not put effort
into their writing”’; 46% said that “these tools make students more likely to write too
fast and be careless,” and 40% said that they made students “more likely to use poor
spelling and grammar” (although another 38% said they made students less likely to
do this). The study of Purcell et al. (2013) suggested that research approaches should
not only look at the interior complexity and sophistication of word processors but
also at the complex digital and social environments they are part of.
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Current research on digital writing similarly has expanded its focus to a broader
view on technology, including “technology-based writing instruction” (Limpo et al.,
2020; Little et al., 2018), “digital support for academic writing” (Strobl et al., 2019),
Writing and digital media (Van Waes et al., 2006), “Digital tools in academic writing”
(Scheolnik, 2018), or simply “digital writing” (DeVoss et al., 2010). Word processing
has become part of a larger complex of communicative, enabling and educational
technologies where it is difficult to single out its influences on writing and the writers.

4.4 Keystroke Logging Studies

New lines of research emerged when technologies for the registration and recording
of digital writing processes became available—one was keystroke logging (or “key-
logging” in short), and the other was screen capture or screen recording. Both provide
insights into what happens during writing, although in different ways.

Eklundh (1994) developed a registry for keylogging activities, which recorded
every input by the keyboard and the mouse along with a time stamp in milliseconds.
Key logging is perhaps the most direct way of studying writing processes as it records
all the commands given to the computer via the keyboard (and mouse) in a separate
table. These tables can be processed and evaluated by statistical tools in various
ways. Research summaries have been provided by the edited collections of Sullivan
and Lindgren (2006) and Lindgren and Sullivan (2019). A profound account of
keylogging technology is given by Wengelin & Johansson (“Investigating Writing
Processes with Keystroke Logging”).

Keylogging led to various tools for writing research, such as “progression anal-
ysis” (Perrin, 2003, 2019), ScriptLog (Stromqvist et al., 2006) or “InputLog”
(Leijten & Van Waes, 2013; Van Waes & Leijten, 2006). Keylogging research focused
mainly on text progress (fluency), pauses, and revision activities as these variables
are what the data reveal most easily. However, it can be connected to many other
aspects of writing, provided respective data recording or evaluation measures are
included (Wengelin et al., 2019).

Although keylogging produces valuable data to study writing processes, it has
some restrictions. Logging data can register mouse clicks but does not cover the
functionalities that the mouse addresses, such as changes in format, the opening of
tables, creating footnotes, graphical insertions, use of outline generator, or literature
management. Since none of these can be represented by keylogging recordings,
logging studies were comparatively unsuccessful in assessing the technology of word
processors and their various functionalities unless combined with other technologies
such as screen recording (for example, Knospe et al., 2019), self-report measures, or
eye tracking (Wengelin et al., 2019). Keylogging studies make it possible to assess
the following variables:

e Linearity: Eklundh (1994), one of the pioneers of keylogging technology, used
this technology initially to study the linearity of writing. She referred to any
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deviation of the generation of text from the final order in which the words appear
as “non-linear writing.” Even though she recognized non-linear writing as part of
the recursivity of text production, she hypothesized that digital writing leads to
new ways of non-linear writing. She built on studies by Lutz (1987) and van Waes
(1992), who had observed that revision in digital writing was somewhat local in
nature, while in her small group research (n = 5; four writing tasks), three of the
participants were linear writers but changed their style to a more non-linear way
of revising with more recursive changes.

® Pauses: The idea of studying pauses as an access point to thinking activities during
writing has a long tradition (for example, Matsuhashi, 1981; Pianko, 1979). Flower
and Hayes (1981) called them “pregnant pauses” to indicate that they are not
simply time wasted but used to prepare the next part of the text or revise something
already written. In cognitive models of writing, this is called “planning.” Wengelin
(2006) described a pause as any interruption that takes longer than the time needed
to find the next letter. Accordingly, pauses can be classified along their lengths,
their frequency, their consequences (resulting in a revision or new text), or their
position in the micro context of text production (“within word,” “between words,”
or “between letter and punctuation mark™).

® Revision: The study of text revision is the most common use of keylogging
research, as Eklundh (1994) demonstrated in a study on linearity. In this context,
revision means to alter, delete, or replace any letter or word in a text. Revisions can
be classified with respect to the time relative to the primary inscription (immediate,
delayed, retrospective) or with respect to size (minor or major revisions).

e Fluency: Words in speaking and writing do not flow at a constant rate but rather as
chunks of words which Chenoweth and Hayes (2001) called “bursts.” The bursts
of experienced writers are longer than those of inexperienced ones, and those of L1
writers are longer than those of L2 writers. Van Waes and Leijten (2015) showed
that by adopting a process perspective fluency should preferably be approached as
a multi-faceted concept. They identified four dimensions to describe fluency: (i)
production (e.g., characters per minute), (ii) process variance (e.g., the standard
deviation in character production during the process), (iii) revision (e.g., product/
process ratio), and (iv) pause behaviour (Leijten et al., 2019, p. 72). Fluency
can either be captured as a product-related measure (how many words result from
writing in a particular time unit) or as a process-related measure (how many words
are written down and eventually deleted again) in a specific unit of time.

Keylogging research opens the door to the study of writing processes as they happen
in word processors and provides valuable indicators for relevant process parameters
of writing, such as linearity, pauses, revision, planning, and fluency, which seem to
apply to all forms of writing. If we see inscription as the defining element of writing,
then keylogging provides access to the most salient aspect of writing. From there,
inferences on the formulation processes and cognitive activities of the writers can be
drawn.
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4.5 Screen Recording and Screen Capture Technology

Screen recording or screen capture technology is a method that records what can be
seen on the screen of the computer used. It runs in the background of the operating
system and can record data from word processors or browsers (Geisler & Slattery,
2007; Seror, 2013). The data provided covers everything visible on the screen, such as
inscription activities, the use of word processor support functionalities, all windows
opened during observed session, all contacts to internal files, web-based sources, and
use of tools other than the word processor. Screen recording is a technology applied
most often in settings conducting usability research, along with eye-tracking and
think-aloud or stimulated-recall assessments (for example, Menges et al., 2018). The
primary difference between screen recording and keylogging is that the former does
not automatically provide a database but must be evaluated manually by examining
the recordings and applying additional analytic methods. The advantage of screen
recording is the larger scope of relevant user data beyond the keystrokes, including
shuttling between different texts, tools, websites, and services.

Screen recording research offers a powerful way to study what writers do with
or in their word processors. Bailey and Withers (2018) used screen-capture method-
ology with 20 university students writing a summary and evaluated the screencasts
in respect of the functions of MS Word they used. They found that the synonym
finder was the most frequently used tool (23%), followed by spell checkers, grammar
checkers, and external resources. Frequent use, however, did not necessarily mean
improved writing. In 62% of cases where the synonym finder was used, the writers
changed their text, but 29% of the chosen synonyms were unsuitable. Good tech-
nology can also result in a worse outcome; unfortunately, only eight of the 20 partic-
ipants in the study were L1 English speakers, so conclusive generalizations about
synonym finder use by either L1 or L2 students were not possible. Still, this research
shows what can be done with screed recording.

A similar, small case study was conducted by Hort (2020) to examine how student
writers manage their workflow in essay writing. As a result, she pleaded for more
investigation into word processing, especially by studies considering the type of
“navigation” through a text that can be seen in screen capture recordings.
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1 Overview

While, for a certain time, MS Word appeared to be the ideal writing tool and was the
unchallenged market leader (Bergin, 2006), it had several shortcomings (see Bray,
2013; Johannsen & Sun, 2017; Sharples & Pemberton, 1990; Wilson, 2012), which
motivated the search for viable alternatives.

— MS Word is tied to the paper world in several ways. It relies on pages as physical
units of text and on the WYSIWYG (what you see is what you get) principle
linking the text editor to the paper format. The programme mimics the format of
a paper page and enables writers to create layouts and produce text. This direct
connection is not inherently necessary as digital word processors can do without
pages and, unlike a typewriter, can create the page design in a second step.

— For a long time, MS Word was limited in its capacity to present the mathemat-
ical equations and formulae needed in writing about science. Other software,
for example, LaTeX, is more flexible in this regard. Similar specializations were
created to accommodate specific domains or genres.

— Many writers have found MS Word to be too overloaded with functions for
their purposes. Their needs led to the idea of plain-text tools allowing users to
fully concentrate on content production while suppressing or masking all other
functions.

— Synchronous collaboration of different authors in the same text was impossible
in the desktop version of MS Word. This situation only changed when it became
accessible as a web service with Office 365.

In the next section, we map the alternatives to MS Word and analyse how the word
processing field has developed. We identify drivers for future developments and
discuss their meaning for writing practice and the teaching of (academic) writing.

2 Core Idea, Functional Specifications, and Main Products

Several alternatives to MS Word are briefly described below, including the basic idea
they follow and their main features.

(1) Office suites such as OpenOffice/LibreOffice include a word processor with
similar features to those of MS Word. They are usually free of charge and open
source.

(2) Google Docs is also part of an office package. It breaks new ground with a new
way of software delivery accessed via a browser and running on a server rather
than locally.

(3) Other word processors try to surpass MS Word in certain features, such as
right-to-left writing support. MS Word usually incorporates these features over
time.
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(4) Distraction-free writing software does away with unnecessary functions
claiming to help writers focus on the writing process itself.

(5) Markup editors separate text production from formatting and layout to give the
user better control of both functions.

(6) Desktop publishing (DTP) programmes supplement rather than replace MS
Word but may have a pivotal role in printing.

In this chapter, rather than adding a separate chapter on research, we integrated
information on the literature, where available, into the description of the technology.
Google Docs is covered in a separate chapter by Castell6 et al. (“Synchronous and
Asynchronous Collaborative Writing”), and research on word processors is reviewed
by Kruse and Rapp (““Word Processing Software: The Rise of MS Word”).

2.1 Parallel Solutions to MS Word

One of the word processors developed more or less at the same time as MS Word
was StarOffice, which later became OpenOffice (now Apache OpenOffice) with the
fork LibreOffice (for a comparison of OpenOffice and LibreOffice see Mohring,
2020). While this Microsoft competitor did not do as well as a business model, it
was technically on par with the Microsoft Office Suite (cf. https://wiki.documentf
oundation.org/Feature_Comparison:_LibreOffice_-_Microsoft_Office).

The precursor to StarOffice was StarWriter, which was released in 1985 and
developed on the OS of Schneider/Amstrad CPC, after which it was exported to
DOS. In 1993, it became available in Windows. The programme was developed by
the Germany-based company Star Division, which added a complete office suite in
1992 called “office pack 2.0” (see StarOffice, 1998). The suite was expanded several
times, and more than 20 million copies were sold. In 1999, Sun Microsystems bought
StarOffice and released Version 6 of the suite under an open-source license as free
software in 2000. This version can still be downloaded today from the openoffice.org
website.

While StarOffice is no longer maintained, OpenOffice and LibreOffice were
continuously advanced by a large community of developers. They are available for
various operating systems such as Windows, MacOS, Linux, FreeBSD, NetBSD,
OpenBSD, and Haiku. Both have no significant shortcomings compared to Microsoft
Office. Like Microsoft’s products, desktop, mobile, and online versions are available.
Neither could, however, ever really compete with Microsoft Office financially, even if
Open-/LibreOffice was, for a long time, one of the few office suites running on Linux.
Incidentally, Open-/LibreOffice was and still is a feasible choice for public admin-
istrations, educational institutions, and companies looking for a free, open-source
alternative to Microsoft Office.
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2.2 Writing in the Cloud: Google Docs

The invention of, and advances in, cloud computing laid the foundations for a new
wave of alternatives to MS Word, of which Google Docs is the best known and most
used. As these solutions are discussed in depth by Castell6 et al. (“Synchronous and
Asynchronous Collaborative Writing”) in the chapter on collaborative software, only
key points are addressed here.

The technology for Google Docs was developed by Tom Schillace, who had co-
programmed a word processor called Writely (Hamburger, 2013). Writely was not
run locally on a conventional operating system such as Windows or Linux but on
a web server; it was implemented to be used remotely via a web browser. It was
acquired and adapted by Google in 2005 (McHugh-Johnson, 2021). Within less than
a year, Google developed a version it called Docs, along with its online spreadsheet
“Sheets”. The beta versions of Google Docs and Sheets had many shortcomings
compared to the sophisticated, convenient MS Office solutions. However, Google
established a collaborative writing feature that allowed synchronous writing as an
integral part of a freely available word processor. More importantly, this development
opened a door to platform technology that all other providers of writing software had
to take: Microsoft did so with Office Online in 2010, and Apple with its iWork apps
in 2013 (see Ingraham, 2021). The announcement of Google Docs read as follows:

With Google Docs & Spreadsheets, Google is taking a set of important tasks and offering
an online solution to completing them individually or with a broader group. With a Google
Account, a compatible web browser, and an Internet connection, users will now easily be
able to:

e Create documents and spreadsheets, and then manage and access them in a single, secure
location

e Easily collaborate with others, online and in real time

e Export to and import from a wide variety of file formats
e Share them with others as view-only

e Publish them to a blog or as an HTML page

Simply put, Google Docs & Spreadsheets is focused on providing users with an innovative
and efficient way to create and share information on the Web. (Googlepress, 2006)

It is instructive to see Schillace’s perspective on this from an interview with Oliver
Burkeman:

‘Word processors today were invented 20 years ago, when the endpoint of the document was
usually print, so they were very focused in that direction,” Schillace says. ‘But nowadays
the endpoint of a document is usually communicating [online]: you’re posting to a blog or
a website, or you’re emailing a document around. (Burkeman, 2006)

With the new browser-based word processors, software no longer had to be installed
and continuously updated on a local computer but could be executed on a server and
accessed through the internet (i.e., software as a service, SaaS). Saving documents
was no longer necessary as the cloud-based software stored every input immediately.
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In addition, by preserving the text’s history, any former version could be restored.
However, it became necessary for Google to create an offline function to make writing
possible when an internet connection was unavailable or had broken down.

Another implication of platform-based software is that the documents, too, are
stored on the server rather than locally. Along with online editors, cloud-based docu-
ment structures were needed. Dropbox, Google Drive, and One Drive offered such a
service with a vast storage capacity. These solutions became the basis for a large-scale
file-sharing ability, a prerequisite for collaboration across larger teams or companies.

It is instructive to see what it took for Google to develop its software package
beyond its beta status and integrate it into the emerging platform structures of
communication, messaging, and networking. This process did not run smoothly but
had severe drawbacks. One of the problems Google encountered was the need for
synchronization of the online text with the locally stored text, a topic that is all but
trivial technologically. In 2007, Google Gears was introduced, a browser extension
for Mac, Windows, and Linux. It proved unstable and was dropped again in 2009 in
favour of HTML 5 (Ingraham, 2021). Another failure was the introduction of Google
Wave in 2009, a web-based platform meant to merge computational, communica-
tive (email, instant messaging, wikis, social networking), collaborative, and writing
software. Additional software such as automatic translation, spelling, and grammar
checking was added or planned (see Google Wave, 2009). After only two years, it
was abandoned, however, and sold to the Apache Software Foundation. Ingraham
(2021) suspected that it happened “because it felt like even less of a finished product
than most of Google’s ‘beta’ launches.”

Still, Google Wave anticipated developments that, ten years later, resulted in
Google’s “Workspace” (May 2021), previously called “G Suite” and “Google Apps”
(a free version for private use with limited features exists as Google Docs Editors,
2022). Microsoft issued MS Teams in 2017 (followed by a free but limited version
in 2018). On its part, Apple launched a version of iWork Apps in 2013, with a fully
collaborative version to follow only in 2016. All three new platforms are not primarily
aimed at individual users but at corporations and institutions that want to help their
staff collaborate across the organization. It includes phone, video, messaging, email,
text collaboration, translation, and more. For a short time, Google was the market
leader in offering these platforms. With a market share of roughly 48 percent, the
Microsoft Office package (Office 365) won back the pole position from Google Apps
(46,44%) in February 2022 (Vailshery, 2022).

When it adopted cloud computing as the new technology, Google changed word
processing forever by enabling truly synchronous writing and, even more, by turning
the internet into the place where writing happens. Writing spaces shifted from local
computers to the internet and the cloud accessed via the webbrowser, rather than
a word processing software. The impact on writing in different contexts and the
related research is discussed in depth in the respective chapter by Castell et al.
(““Synchronous and Asynchronous Collaborative Writing”).
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2.3 Outdoing MS Word

There are only a few applications on the PC word processing market that try to beat
MS Word at its own game by offering a better word processor with regard to text
editing or formatting capabilities. From the dozens—if not hundreds—of competitors
in the 1980s and 1990s, no more than a handful remain today, the most popular
one being WordPerfect. WordPerfect was created by Satellite Software International
(SS]) and is today developed and distributed by Corel (see https://www.wordperfect.
com). WordPerfectis atrue WYSY WIG processor which was popular when DOS was
the dominating operating system and it lost ground when Windows was introduced
(see Bergin, 2006). For a long time, it was operated by key strokes only before it
optionally integrated a menu band with key commands. Different from MS Word,
control characters were visible within the text indicating what would be a headline or
what would be printed in bold. The decline of WordPerfect, which for a period of time
in the 1980s was the markt leader, seems to be owed to the increasing unpopularity
of DOS, not to the unpopularity of the word processor itself.

Other programmes typically offer features that are—or were, at least—missing or
more basic in MS Word and are geared towards audiences with particular needs. A
good example of such a feature is support for right-to-left (RTL) writing in scripts like
Arabic, Hebrew, or Sindhi. During the 1980s and 1990s, only a handful of PC word
processors could handle RTL scripts and text. Even today, a lot of software from the
western world still struggles to process non-Roman writing systems correctly (see
Stanton, 2021).

By addressing otherwise neglected aspects of writing, competitors to MS Word
have highlighted important characteristics and differences between various tech-
niques and practices of writing across cultural, geographical, and linguistic bound-
aries. Catering to specific requirements and tasks, these programmes question the
idea of a universal model for digital writing, a general-purpose word processor, or a
one-size-fits-all technological solution to writers’ wants and needs. It has to be said,
however, that MS Word has always caught up with its competitors by incorporating
features such as RTL and reference management.

In addition to the aforementioned WordPerfect, the most notable WYSIWYG
alternatives to MS Word are probably Nisus Writer Pro, Mellel, Scrivener, and
Storyist. Tellingly, perhaps, all of these, except for Scrivener, are macOS/iOS appli-
cations. While the programmes look and feel very much like MS Word and mostly
implement near-identical GUI menus and commands for editing and formatting text,
they nevertheless seek to differentiate themselves through distinctive functionality.

Nisus Writer Pro, for example, claims superior multilingual text support for
writing in nearly any language and script. Similarly, Mellel provides multilingual
support and commends itself for academic writing with its advanced bibliography
and outlining tools. Storyist, on the other hand, is made explicitly for novelists,
playwrights, and screenwriters with templates and formatting tools tailored to the
respective literary genres.


https://www.wordperfect.com
https://www.wordperfect.com
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Fig. 1 GUI of Scrivener, storyboard view

Scrivener offers unique modes and features for planning, outlining, and organizing
large writing projects in a modular structure. According to Bray (2013), it can be
seen as a combination of a distraction-free tool (as discussed in more depth in the
next section), creative writing software, and document management. Figure 1 shows
one example of an unconventional view provided by Scrivener, in comparison to
other word processors like MS Word or Google Docs, the story board view. Three
alternative views (text, outline, storyboard) are easily provided by one click (red
arrow). Bray (2013, p. 205) pointed out that

These three types of alternative writing software have inspired Scrivener’s key features:
its support of nonlinear and distraction-free composing processes, the ability to view one’s
document in several modes, and the means to manage research and writing documents in one
file. Indeed, it was the failure of standard software like Microsoft Word to support nonlinear
composing processes and document management strategies that led Keith Blount to develop
Scrivener.

Quite another idea is pursued by Thesis Writer (Rapp & Kruse, 2016, 2020; Rapp
et al., 2015), a writing platform tailored to dissertation writing. At any level, disser-
tations and theses are writing situations or writing assignments with similar needs
and demands. Thesis Writer uses an editor that is less elaborate than MS Word but
adds specific functions such as tutorials, a proposal wizard, outline structures, sample
phrases, corpus search tools, a project management tool, and more. At current (2023),
Thesis Writer is available at the authors’ Swiss university only.

2.4 Distraction-Free Tools

As alternatives to full-featured word processor systems, so-called “distraction-free”
writing apps were created. Two examples of this type of software, which has gained
some prominence in recent years, are iA Writer and Ulysses. Rather than adding
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more features or specializing in particular domains of writing, distraction-free tools
emphasize ease of use. As such, they are the antithesis of the GUI and WYSIWYG
models of writing embodied by MS Word.

Distraction-free word processors downplay the visual appearance of text on the
screen and the possibilities for changing that appearance in favour of a much-
simplified presentation and interface. They reject the logic of the printed page and
conventional typography. Instead, they use the computer screen as a writing space
“abstracted” from specific dimensions and materialities of paper and particular typo-
graphic realizations of text. Following the terminology of Bolter and Grusin (1999),
distraction-free writing tools seek to replace the (simulated) immediacy of the printed
page and the hypermediacy of the modern GUI with the immediacy of disembodied,
“purely” digital writing.

Consequently, the options for formatting text are few and, typically—except
for italics and boldface—restricted to semantic styles (i.e., section headings, block
quotes, lists, etc.). Changing a text’s physical aspects (e.g., font and size, indenta-
tion of individual paragraphs, and exact line-spacing) is usually impossible. Text is
presented and processed as a construct of logical pieces rather than a primarily visual
phenomenon laid out on the page.

As the name suggests, distraction-free tools promise to divert an author’s attention
as little as possible from the actual process of writing and the written text. To this
effect, some programmes employ special features. iA Writer’s “focus mode”, for
instance, keeps the sentence under the cursor always centred on the screen and dims
all other visible text.

Of course, most regular word processors allow their interfaces to be customized
by the user and thus can be made less intrusive or cluttered. Many programmes (MS
Word among them) also offer a “distraction-free” modus. And some applications
(e.g., Scrivener) could even be considered distraction-free out of the box as their
graphical interface is relatively minimal.

However, actual distraction-free writing tools like 1A Writer are built on the philos-
ophy of decreasing functionality—and, by consequence, minimizing distraction—by
giving authors only a restricted set of word processing options. Writing happens only
at the level of entering and editing text in ‘plain text’ characters. This is achieved by
replacing WYSIWYG processing capabilities with lightweight markup languages
like Markdown, which is discussed in the following subsection.

2.5 Text Editors and Markup Languages

At the opposite end of the scale to graphical word processing with WYSIWYG is a
return to the beginnings of digital writing. Using a markup language and a processor
like Markdown (see Fig. 2 for an example), one can restrict oneself to a simple editor
like Windows Notepad. Documents can be written and formatted as ‘plain-text’ files
from which the processor generates ‘output’ files for printing or distribution, typically
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Fig. 2 Example of text formatted with Markdown language in Emacs editor

as PDFs. In theory, any WYSIWYG word processor application can be used like a
simple text editor to write documents in markup languages.

Since RUNOFF, the first implementation of a digital markup language in the early
1960s, text markup technology has developed considerably. Today, there are almost
as many different languages and processors for markup as there are editors. However,
the idea has remained unchanged: Formatting and structuring text is achieved not
by manipulating it on the visual level of WYSIWYG but by ‘marking it up’ with
control characters and words that are constructed from ordinary characters and signs.
In Markdown, for example, text can be *enclosed in asterisks* to emphasize it, or a #
sign can be added to a line of text to denote it as a section heading. Only in the resulting
output file produced by the markup processor will the corresponding text be italicized
(for emphasis) or rendered in a larger font and possibly with automatic numbering
(for a section heading). In addition to basic text formatting and structuring, modern
markup languages also support procedures and practices necessary for academic
writing, such as the handling of notes, tables, and figures, automatic citation, and
reference lists.

The separation of content and style enforced by markup languages helps authors
concentrate on the text without having to deal with matters of appearance and graphic
design while writing and editing. Therefore, as in distraction-free writing tools,
markup should be as minimal and unobtrusive as possible. More complex markup,
such as in LaTeX, a user-friendly derivative of the typesetting language TeX, can
easily get in the way of writing and make text files look cluttered and more like
computer code than ordinary prose. This is the reason why distraction-free writing
tools rely almost exclusively on the lightweight solution Markdown or one of its
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many variants. Other popular languages include BBCode, Textile, and reStructured-
Text. (La)TeX, arguably the most versatile and powerful digital markup system, is
used primarily in the sciences to produce documents with complex mathematical
expressions and graphics.

Once early markup languages like roff and (La)TeX had been relegated to special
domains and niche audiences by the success of WYSIWYG word processors in the
1980s, the advent of the World Wide Web with its HyperText Markup Language
(HTML), along with blogging in the 1990s, led to a flowering of new languages and
processors. It is no coincidence that Markdown, probably the most popular markup
language today, was explicitly developed “to make writing simple web pages, and
especially weblog entries, as easy as writing an email” (Swartz, 2004). Yet, the
separation of content from style in Markdown makes it possible to produce output
in multiple document formats from one and the same ‘plain text’ source file. With a
processor like pandoc, text written in Markdown (or a comparable markup language)
can be converted not only to HTML, but also to EPUB, PDF, RTF, or even MS Word
docx.

A not insignificant benefit of using a markup language to write and format text
is that authors are free to choose whatever editor they consider best. Even the most
rudimentary text editor application will do. More powerful programmes such as
Notepad++, Sublime Text, Atom, vi(m), and Emacs offer advanced text editing
capabilities and can often be customized to a user’s needs and preferences.

2.6 Desktop Publishing

A final alternative to MS Word must be mentioned briefly: desktop publishing
(DTP) programmes. Although not designed for writing and editing text, applica-
tions like Adobe InDesign nevertheless play a pivotal role in the digital production
of printed text. DTP programmes are used to generate digital files for professional
print publications.

While there is considerable overlap between the functionality of digital word
processing and DTP, DTP applications are more robust in handling page layouts and
offer more typographical control. And although editing text in DTP programmes
is possible, this is not what the programmes are meant for. Typically, documents
are written and edited by authors with standard word processing software first, then
imported into DTP by the publisher and prepared for printing by typographers and
graphic designers. As an author writing a text on your computer (even if the text is to
be published professionally later on), you will probably never use a DTP programme
yourself. Of course, word processors also do page layouts and typography. And
some publishers will even demand camera-ready PDFs generated from the original
MS Word manuscript (or comparable word processing programmes). Additionally,
some markup languages and processors like DocBook and (La)TeX can produce
high-quality output files suitable for professional printing.
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Adobe InDesign has been the de facto standard for DTP since the early 2000s,
taking over from Quark XPress. The commercial software Affinity Publisher and the
free open-source programme Scribus are noteworthy competitors.

3 Conclusions

The monopoly position of MS Word as the dominating writing software has been
dissolved mainly since Google Docs moved word processing into the cloud and
forced all competitors to follow. Google Docs has been the gamechanger. Therefore,
it is no longer the writing software itself at the centre, but the platform into which
it is integrated. The new platforms host far more functionalities than the former
Office solutions to act as working environments for companies or institutions. They
are extendible, it seems, ad libitum. The creation of mega-platforms bundling a
whole range of office software appears to be the current developmental trend. It
is unclear whether this downgrades writing, but it certainly changes its position in
social contexts and organizations.

Writing in word processors has lost some of its exclusiveness since writing has
become part of almost all communication and learning media (learning platforms,
blogs, email, chat, social media, calendars, mobile phones, etc.). The question arises
as to what the role of the word processor in this orchestra might be or, to use another
metaphor, how the role of word processors in a literate landscape hosting such a
media ensemble should be specified.

The professional contexts of word processing have to be monitored more closely
as the interconnectedness with domain-specific communication and design media is
pushing writing into new directions. This generates activities for which the term “text
work” (Bazerman, 2018) might be more apt than simply “writing”. Also, new working
spaces are being created that “invade” word processors, reducing their spatiality to
a subsection of, for instance, MS Teams.

In addition to the greater variability of writing tools, the ability of word proces-
sors (and most tools contained in the Office packages) to enable collaboration re-
connects writing and communication in new ways. Although synchronous collabo-
ration seems widely accepted and is used routinely, there is little reflection on the
changes this imposes on writing (see Castell6 et al., “Synchronous and Asynchronous
Collaborative Writing”, for a deeper analysis).

With the arrival of alternatives to MS Word, a discussion has started about the
most useful and most appropriate technology for writing. It seems that the one-
fits-all era is over and that writing will have to be (or will be able to be) selective.
Writers will soon be faced with the challenge of choosing the right tool for the right
task. We have discussed a range of alternatives to MS Word that occupy different
niches and serve specific writers’ needs. Bray (2013) showed in her study about
Scrivener how writing support for nonlinear composition can be connected with
better options for outlining and synthesizing materials. In academic writing, we have
very little knowledge about how students or researchers use their word processors



44 C. Rapp et al.

and how linear or nonlinear their writing is (see Kruse & Rapp, “Beyond MS Word:
Alternatives and Developments”).

Other questions to address in this context include: Who supports students in their
choice of writing tools? And can we assume that they can find the best tools by
themselves? The more specialized the writing tools and the more numerous the
solutions on offer, the less likely it is that students will make appropriate choices.
The same goes for decisions such as whether to use online or offline processors and
whether a large platform is preferable to self-organisation of the writing software.

The future of writing is hard to predict. Still, for the writing sciences, it will
be important to understand and keep close track of developments which are too
important to leave up to computer scientists and programmer communities. As we
have seen, writing software will increasingly assume the role of a co-author, not only
by supporting and guiding writers but also by co-producing and co-evaluating the
texts that are written.

4 List of Tools

Name (alphabetically)

Category

URL

Adobe InDesign

Desktop publishing

https://www.adobe.com/pro
ducts/indesign.html

Affinity Publisher

Desktop publishing

https://affinity.serif.com/

Apache OpenOffice Parallel offers to MS Word https://www.openoffice.org/

Atom Text editors and markup languages | https://atom.io/

BBCode Text editors and markup languages | https://www.phpbb.com/com
munity/help/bbcode

DocBook Text editors and markup languages | https://docbook.org/

Emacs Text editors and markup languages | https://www.gnu.org/software/
emacs/ https://emacsdocs.org/

Google Docs Writing in the cloud https://docs.google.com/

iA Writer Distraction-free Tools https://ia.net/

iWork Writing in the cloud https://www.apple.com/iwork/

LaTeX Text editors and markup languages | https://www.latex-project.org/

LibreOffice Parallel offers to MS Word https://www.libreoffice.org/

Mellel Outplaying MS Word https://www.mellel.com/

Microsoft 365 Writing in the cloud https://www.microsoft.com/en/

microsoft-365?rtc=1

Nisus Writer Pro

Outplaying MS Word

https://www.nisus.com/pro/

Notepad++ Text editors and markup languages | https://notepad-plus-plus.org/
pandoc Text editors and markup languages | https://pandoc.org/
Quark XPress Desktop publishing https://www.quark.com/

(continued)
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(continued)
Name (alphabetically) | Category URL
reStructuredText Text editors and markup languages | https://docutils.sourceforge.io/
rst.html
Scribus Desktop publishing https://www.scribus.net/
Scrivener Outplaying MS Word https://www.literatureandlatte.
com/scrivener/overview
Storyist Outplaying MS Word https://storyist.com/
Textile Text editors and markup languages | https://textile-lang.com/
Ulysses Distraction-free Tools https://ulysses.app/
Vi(m) Text editors and markup languages | https://www.vim.org/
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Susan Lang and Craig Baehr

Abstract Hypertext, defined at the most essential level as “linked text,” and the
hyperlink (shortened to simply “link™) serves as the foundation of much writing in
digitally native spaces, impacting print-based writing. The World Wide Web has
stood for nearly three decades as the primary implementation space for hypertextual
writing. The characteristics of hyperlinking, intertextuality, multi-pathed organiza-
tion, hypermedia, content forms, and collaborative authoring practices have come
to replace print-based writing conventions as the dominant features of electronic-
based ones. Research has been conducted on hypertext and the World Wide Web
since their inception by computer scientists and writing specialists, among others, to
better understand technological needs, writing pedagogies and practices, as writers
work from an increasingly diverse input base—from computers to tablets to mobile
devices.

Keywords Hypertext - World Wide Web - Hyperlinks

1 Overview

Hypertext was touted in the 1980’s and 1990’s as a revolutionary concept that was
capable of instantiating much of contemporary critical theory, yet one whose defi-
nition proved difficult. It has been labelled as “non-sequential writing” (Nelson,
1993, p. 17), a “system of linked presences” (Kolb, 1994, p. 335), and as catalyst for
discontinuities in a primary narrative. But with the advent of Berners-Lee’s World
Wide Web (WWW), hypertext became a (some might claim “the”) primary method
of conveying content to users—content developed to take advantage of the brief
attention span of a user seeking information and content developed to be consumed
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in a way more analogous to print media. Given the span of possibility, hypertext
and the WWW have and continue to be explored as places to create and revisit
conceptions of what it means to construct and experience information. This chapter
will explore some of the main trends in hypertext/ WWW research in the last several
years, building on such work as Lang & Baehr (2012 & 2019), particularly as they
apply to writing and writing instruction.

Foundationally, the idea of what would become known as hypertext was developed
in the 1930s and published in 1945 by Vannevar Bush, a science advisor to U.S.
President Franklin Roosevelt. Bush was concerned about the growing volume of
scientific information and the difficulties that sorting through and indexing such
information would pose for scientists. The Memex (MEMory Extender) would enable
a user to keep their own library of texts in which the user could create associative
links (the first hyperlink!) between ideas across documents. Although the Memex
itself was never built, Bush’s ideas were taken up by others in the 1960s. In 1965,
Theodor (Ted) Nelson created the terms hypertext and hypermedia and began work
on a hypertext system known as Xanadu (https://www.xanadu.com.au/projects.html),
work that continues even today. As personal computers became more available, a
variety of'iterations of hypertext and hypermedia systems were constructed, including
Symbolics Document Examiner, Guide, and HyperCard. While all contained the
ability to link topics and paths throughout individual hypertexts, they did not do so
at the scale envisioned by Bush, Nelson, or other early hypertext developers.

The World Wide Web project, developed from 1989 at CERN by Tim Berners-
Lee, dramatically changed the landscape of hypertext. One of the original project
summaries, from an email by TBL from 1991, https://www.w3.org/People/Berners-
Lee/1991/08/art-6487.txt describes the role of hypertext in its genesis: “[the project]
merges the techniques of information retrieval and hypertext to make an easy but
powerful global information system [and] is based on the philosophy that much
academic information should be freely available to anyone.” In 1994, Berners-Lee
left CERN for M.I.T. and founded the World Wide Web Consortium (W3C), which
continues to define standards for web technologies and recommendations for use
(https://www.w3.org/Consortium/mission).

Since its conceptual inception, hypertext has been closely connected to academic
writing in scientific and technical disciplines. For a period of about 20 years, from the
1980s through the early 2000s, the study of hypertext and its potential connections to
modernist and postmodernist literature and literary theory sparked interest in areas of
literature and creative writing, as well. StorySpace, developed by Jay David Bolter,
John Brown, and Michael Joyce, became the platform in which much hypertext
fiction was composed during hypertext’s peak as a literary genre; it is still marketed
by Eastgate Systems (http://www.eastgate.com/). Although the literary shelf life of
hypertext was fairly brief, the implementation of a key feature, the hyperlink has
become a ubiquitous feature of digital writing. Further extensions have become fully
realized as both commercial and personal products, including Berners-Lee’s World
Wide Web, individual Web sites, wikis, blogs, content management systems, learning
management systems, social media applications, and many others.
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2 Core Ideas of Technology

Hypertext is built upon the singular premise inherent in its basic definition, linked
text, including all its possibilities both structurally and semantically. Baehr and Lang
(2019) identify the key tenets of hypertext as an information technology, which
summarizes its features and potential, which include hyperlinks, intertextuality,
multi-pathed organization, hypermedia, content focus, and collaborative authoring
capabilities, derived from both hypertext scholarship and the many applications that
have followed. Hyperlinking includes the basic feature that any section of content,
whether visual, spatial, or textual, can be associatively linked to others based on
a discrete semantic relationship. Intertextuality describes the relationships between
different linked content chunks or sections, suggesting that they also share seman-
tics in terms of their meaning, use, or relationship. Multi-pathed describes the wide
variety of organizational and navigational choices and possibilities within a hyper-
text. When at its full potential, hypertext offers users different navigational options,
which they can employ based on need or interest, and not necessarily following
a set linear content experience or path when interacting and reading. Hypermedia
describes the range of multimodality possible with hypertext, in that content can be
static or dynamic, asynchronous or synchronous, audio or video, passive or interac-
tive in nature. In fact, hypermediated content is unrestricted and fluid, in all of these
aspects, allowing for hybridity in content presentation and form. As such, within a
hypertext, content creates the experience and is the primary element around which
all other aspects are built upon, whether visual, spatial, or interactive. Because, in
theory, hypertext cane be modified by anyone with write/edit privileges to a particular
text or site, hypertext displaces the notion of a singular author or creator of content,
in most cases, fostering the possibility for collaborative authoring of content. Hyper-
text’s use of semantic hyperlinking allows multiple content sources, and information
products, to be interconnected in different ways, which essentially encourages this
collaborative aspect. Whether multiple hypertexts are connected through hyperlinks,
networking, or other techniques, these references enable the inclusion of content
from other sources, into the primary one, suggesting the many different applications
that hypertext affords.

Hypertext’s prescribed use has been primarily as a model for electronic, inter-
active, networked content, which is prevalent throughout virtually all information
technologies today, including the World Wide Web and social media applications.
A wide range of open-source markup and scripting languages have been developed
with capabilities that allow hypertexts to realize their full potential as electronic
information products. The core languages widely used include Hypertext Markup
Language (HTML) and Extensible Markup Language (XML) for content markup,
Cascading Style Sheets (CSS) for design styling and presentation, and JavaScript (JS)
and Hypertext Pre-Processor (PHP) for adding interactive features both client and
server-side. These languages are imbued with many of the core tenets, or character-
istics, of hypertext, including the abilities to hyperlink, create intertextual semantics,
present complex information structures and hierarchies, and integrate interactive and
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multimodal content experiences. In a sense, these languages also comprise part of
the actual literacy of electronic writing. A wide range of development tools can also
be used, which assist developers in the actual coding and implementation of these
languages in creating hypertext systems.

Hypertext, as a technological innovation, describes emergent features of writing
in both hybrid and electronic environments. While it was conceived in an era when
print-based communication products were dominant, many of its characteristics were
simply not possible Because in a print-based environment due to inherent limitations
of printed methods and materials. While printed books could reference other sections
using textual references, they lacked the ability to create complex interactive features,
which hypertext affords. But electronic environments, many of which were designed
specifically for hypertext, could imbue the aforementioned characteristics of hyper-
linking, intertextuality, multi-pathed organization, hypermedia, content forms, and
collaborative authoring practices. In essence, these key characteristics of hypertext
have come to replace print-based writing conventions as the dominant features of
electronic-based ones and even, to some extent, in the production of print supporting
materials (Baehr & Lang, 2019).

3 Functional Specifications

Hypertext provides the fundamental framework upon which virtually all electronic
information products and documents are built and has changed writing at both
authoring and reading levels, Hypertext has changed how information products and
documents are composed and created, creating possibilities for dynamic and interac-
tive content that were not possible under print-based constraints. Hypertext authoring
supports a rich, complex environment in which information products have improved
structural, semantic, and presentational aspects. Hypertext encourages collaborative
and multimodal authoring practices, as well as new ways to network and share infor-
mation resources. It has also changed the ways in which readers approach many
texts. In a pre-hypertextual era, readers approached most texts as something to be
read from a starting point to a finishing point. Only reference texts (encyclopaedias,
dictionaries, manuals) were not assumed to be read end to end, though even manuals
were constructed with a particular (hypothetical) sequence of tasks in mind.

Additionally, the World Wide Web Consortium (W3C) provides functional spec-
ifications for the markup languages and supporting scripting and programming
languages that support hypertext development. Its core mission is to serve as an
international community that develops standards and specifications that support a
thriving World Wide Web (http://www.w3c.org). The specifications provided span
the entire range of markup and scripting languages, which support the Web and hyper-
text development, including HTML, CSS, JavaScript, XML, PHP, and many others.
Additionally, the W3C provides supplementary Web Content Accessibility Guide-
lines, which can be used to help hypertexts improve access to users with specific
limitations or disabilities when accessing content.
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A robust user community and wide breadth of informational resources are avail-
able, which support hypertext, its core markup and scripting languages, and devel-
opment platforms and supporting tools. User communities often have their own
resource libraries and Web sites that allow users to freely comment, troubleshoot,
and share content across a broad user base. Some examples of useful resources
include graphic and media libraries, markup and scripting libraries, automated vali-
dation tools, design templates, site map generators, analytics tools, and many others.
While these communities and resources do not represent formal specifications, they
provide valuable informational resources that support both hypertext development
and its community, as functional assistive tools for developers and users. Many
hypertext’s capabilities have been realized over time and through the development
of various specifications, communities, and resources. However, the tool demands
and relies upon continual development of supporting technologies.

4 Main Products

The main products of hypertext include the World Wide Web, content manage-
ment systems, and the use of embedded hyperlinks throughout electronic documents
and products. While many early iterations of hypertext had their own proprietary
software-based environments, the Web and supporting browser tools have helped
advance more standardized methods for hypertexts, particularly those available on
the Internet. Web browsers are perhaps the most useful tools when it comes to inter-
acting with hypertexts that are essentially Web-based, whether present on an internal
network (intranet) or on the Internet. Web browsers serve as tools, which interpret
markup and scripting languages used in hypertexts, making them accessible through
local files as well as through Universal Resource Locator (URL) address.

Content management systems, and their various extended applications including
blogs, learning management systems, wikis, etc., serve as useful hypertext develop-
ment tools to help developers with the tasks of designing, organizing, and presenting
hypertexts as fully-developed, data-driven Web sites. Other hypertext development
tools include a wide range of text editing and Web development software programs,
which can be used as authoring environments to create hypertexts. Many devel-
opment tools include supporting content libraries to assist developers with more
complex authoring tasks, including interactive forms, built-in applications, media
libraries, and wizard tools that help users drag-and-drop content and make selections
as they develop various hypertext features. Many tools also include robust editing
and validation tools, which assist developers with quality assurance tasks, to ensure
both content and markup conform to project and standardized specifications.

Hypertext continues to evolve as a technology, so its development can be consid-
ered to be actively progressing. Standardized solutions for developing and presenting
hypertexts capabilities have arrived, however, as new technologies and capabilities
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are integrated into the markup and scripting languages and development and presen-
tational tools, these will continue to evolve and realize additional features and capa-
bilities. An example of this is with the core HTML markup language specification,
which for nearly two decades, was used without revision. In the mid-2010s, version
5 of the HTML specification was released, which integrated expanded support for
structural and semantic markup, as well as graphic and media presentation capa-
bilities, while depreciating older features, such as frames and stylistic presentation
attributes. Similarly, over the course of the Web’s development, other languages
have undergone similar progressive transformations. Subsequently, these and other
technological advancements in computer hardware and software have influenced the
changes and capabilities of hypertext and its primary product, the Web, and its various
applications.

5 Research

Research on hypertext and the World Wide Web as academic writing tools has been
conducted since the 1980s on hypertext, and since shortly after the inception of
the web. Nearly 100,000 publications on hypertext have been published since the
1980s and generally fall into one of the following categories: hypertext systems
and specifications; hypertext and critical theory; hypertext and reading; hypertext
and hyper/interactive fiction; hypertext and the materiality of writing; and hypertext
and writing pedagogy. If one adds in publications on hypermedia/digital media/
multimodal composing, as well as publications examining writing for/with the world
wide web, the number of publications may well reach into the hundreds of thousands.

The most sustained source of research into hypertext, the Association for
Computing Machines Hypertext and Hypermedia conference (ACM HT), has
published proceedings of these conferences since 1987 and remains the most
complete source to understand the evolution of hypertext research. The 32" HT
conference, completed virtually in September 2021, provides insight into current
key issues in hypertext/hypermedia research. Atzenbech and Cheong (2021) explain
that only a few of the “original” hypertext topics, such as system infrastructures and
hypertext in electronic literature, have been sustained throughout conference history
and that actions must be taken to ensure that hypertext community does not fragment
and vanish. They propose the International Teaching and Research in Hypertext
(INTR/HT) project as a way to rebuild a teaching and research community focused
on hypertext.

The thread of hypertext scholarship most dominant in the 1980s and 1990s was that
which claimed hypertext as the instantiation of postmodern critical theory; George
Landow (1991), perhaps the most prolific author in this thread, establishes the link:
“critical theory promises to theorize hypertext and hypertext promises to embody and
thereby test aspects of theory” (p. 3). Landow creates links between Barthes, Derrida,
Foucault, and Ong, among others. Bolter (1991, 2001) explains that readers are
experiencing the “late age of print” and similarly connects hypertext to postmodern
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theory as well as reader-response theory as it recreates and reconfigures writing
spaces. While this line of scholarship continues to inform discussion of hypertext in
some areas, McEneaney (1997) posed a challenge to this perspective, arguing that
the break between print and hypertext was not nearly as neat or as simple as Landow,
Bolter, and others had posited.

Two peer-reviewed journals, Computers and Composition (C&C) and Kairos: A
Journal of Rhetoric, Technology, and Pedagogy, have focused since their inception
on digital technologies and (primarily) academic writing. Authors publishing in these
venues explored implications and applications of hypertext and web technology for
students in a variety of post-secondary writing courses. Research focusing primarily
on hypertext flourished in C&C from 1990-2005, although authors continue to
discuss multimodal and web-based writing to the present day. Kairos has published
all works as “webtexts” since its first issue in 1996 and in doing so, mandated that
authors engage in composing hypertextually as they write about digital composing
pedagogies and practice. In Technical Communication, flagship journals, including
Technical Communication, Journal of Technical Writing and Communication, IEEE
Transactions on Professional Communication, and Technical Communication Quar-
terly, have published numerous articles concerning hypertext and its applications. As
well, hypertext and related topics regularly appear on programs of major conferences
in the field, such as Association for Teachers of Technical Writing (ATTW) and the
Conference on Programs of Technical and Scientific Communication (CPTSC).

Usability in regard to hypertext and webtexts has focused on both the functionality
of the construct and the user experience (U/X) while acknowledging the shortcom-
ings of conventional usability measures. Since the early days of hypertext, usability
and U/X researchers have developed a robust research agenda which examines and
tests various features of hypertext’s applications. Many of these are highly situ-
ated studies. Following, a few representative studies. Nielsen (1989) examined 30
usability studies of hypertext and concluded the development of a single hypertext
UI design that worked for the majority of users was unlikely. (Note that this work
pre-dated Berners-Lee’s WWW). Smith (1996) noted that the exploratory nature
of hypertext made typical usability measures difficult; Smith called for measuring
time to find information and charting routes taken through the text to do so. Chen
and Rada (1996) extend Nielsen’s work as they echo his primary finding—that the
complexity and dynamic processes that underlie users’ experience with hypertext
makes evaluating its usability difficult. Naji (2021) provides usability guidelines for
hypertext links, but no testing protocol.

6 Implications for Writing Theory/practice

Prior to the development of the World Wide Web, those interested in writing hypertex-
tually designed and/or developed platforms, including Ted Nelson’s Xanadu, Brown
University’s Intermedia, Eastgate Systems’ StorySpace, and Apple Computer’s
HyperCard to test the tenets of hypertext theory. These systems ultimately were
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dwarfed by the the unveiling and explosive growth of the World Wide Web which
refocused the trajectory of hypertext writing and research, as well as in many ways
redefined the distribution of formerly print-restricted academic texts. Print textbooks
have been supplemented by online, hypertextual resources or replaced by curated
open-source material either available freely on the web, developed locally by instruc-
tors, or curated from university libraries. Many academic journals no longer publish
print copies; increasingly, the entire submission, review, and publication process
occurs online. Even in manuscripts published in pdf format to enable printing often
include hypertext links to sources and supplemental material—this material would
not have been easily accessed in a pre-hypertext age. And in the teaching of academic
writing at all levels, students work with genres and concepts of writing informed by
hypertext, especially if they are creating multimodal work. Hypertext thus repre-
sents one of the foundational theoretical subjects for digital writing and literacy as
we approach the end of the first quarter of the twenty-first century.

7 List of Tools

HTML (Hypertext | a standardized system for tagging text files that https://www.w3s

Markup Language) | enables them to be viewed in a web browser chools.com/html/

CSS (Cascading describes how web pages are to be displayed on https://www.w3s

Style Sheets) screen, on paper, and other media and can be used to | chools.com/css/
format multiple web pages at once

JavaScript An advanced programming language used to make | https://www.javasc
web pages more dynamic and interactive ript.com/

XML (Extensible a fully customizable system for creating tag sets and | https://www.w3.

Markup Language) | markup languages, of which HTML is one example | org/ XML/
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they already existed in the pre-digital era, with digitalization, mind maps and concept
maps have been scrutinized methodologically and the scope of their use has been
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1 Introduction and Background

Creativity techniques in writing had been fairly well established at the time when
digitalization set in. Basic concepts for such techniques came from stage models
of writing which always suggested brainstorming and idea-collecting activities as a
pre-writing phase (Anson, 2014; Murray, 1985; Rohman, 1965). Differing from the
demanding formulation activities, where ideas have to be linearized into a coherent
succession of words, the preparatory activities were assumed to undercut the gram-
matical and linguistic constraints of formulation activities and focus on thought and
concepts instead.

Creative thinking was thought of as an uncensored, associative, and ‘“left-
hemispheric” activity producing more ideas than necessary for a text so that writers
could select the most relevant ones. The most prominent philosophy of idea develop-
ment as a preparation for writing came from Elbow (1981, 2000) who established free
writing and automatic writing as modes of idea generation. To him, there were four
main benefits of free writing (summarized and quoted from Elbow, 2000, pp. 86—88):

— It gets writers going and makes it much easier to begin

— It does not only lead to words on paper but also initiates thinking

— It “puts life into our writing: voice, energy, presence”

— it makes writers experience themselves as writers when enjoying the surprising
results of spontaneous text production.

Cognitive process models of writing, such as that of Hayes and Flower (1980), de-
emphasized the role of brainstorming activities in favour of a rather rational activity
of planning, thus accounting for idea selection more as a problem-solving activity
than as a creative one.

A decidedly creativity-enhancing approach was offered by Rico (1983) who
connected idea development with a graphical arrangement of thoughts which were
placed in circles around a core word. Here too, idea development was enhanced by
abstaining from formulation activity and consisted in jotting down just single words
or expressions and encircle them. Similarly, as in Elbow’s free writing, writers were
instructed to reduce rational control of word production and let the unconscious
guide the pen. Every word can lead to new, associated ideas which are then also
encircled and connected to the first one with a line. When enough associations
have come up, a tentative network of ideas is available to start writing. Rico’s main
idea of creativity involved making use of graphical arrangements to arrive at a bi-
hemispherical engagement of the brain and avoid early rational filtering of the ideas.
Only when the associative process has dried out, a conscious selection and connec-
tion of the ideas should take place. To our knowledge, there is no digital version of
clustering directly based on Rico’s approach, but some versions of the mind map
technology come close to it (for instance, Scapple, see below).

A group of techniques appealing more to the rational side of the mind compared
to Rico’s clustering are mind maps and concept maps (Novak, 2010), here summa-
rized as idea mapping technologies. Other terms for them are “knowledge maps”
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