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2.1	� Background

High-quality patient care relies on the delivery of 
high-quality and comprehensive medical treat-
ments, meeting the needs of each patient. It com-
prises a wide range of healthcare services, 
including diagnosis, treatment, and management 
of illnesses, as well as preventive care and health 
promotion. Physician’s experience is a key factor 
in providing valuable standard of care and in tak-
ing accurate decisions. Obviously, this is a long 
process requiring both financial and time invest-
ments through practice and continuous educa-
tion. Artificial Intelligence (AI) and Machine 
Learning (ML) can offer great support to the 
experienced physicians, by providing them with 
additional insights that otherwise they may not 
have had direct access to. AI can also help to 
automate routine tasks and identify potential 
issues early, assisting expert physicians in their 
diagnostic process and decision-making. If a 
radiologist may review approximately 225,000 
magnetic resonance (MR) or computed tomogra-
phy (CT) exams during his career [1], AI algo-
rithms can process millions of scans in a short 
period; this leads to a higher probability to iden-
tify subtle abnormalities that may have been 

missed by radiologists. This high potential can be 
exploited in “integrated diagnostics,” a term used 
to define the convergence of imaging, pathology, 
and laboratory tests with advanced information 
technology [2]. AI can contribute to creating new 
models, boosting the integration of these differ-
ent data toward a more efficient and straightfor-
ward healthcare [3]. One of the main areas where 
AI is exploited in integrated diagnostics is in the 
analysis of medical images. AI algorithms can be 
trained to analyze images from multiple modali-
ties, such as X-ray, CT, MR, positron emission 
tomography (PET), single photon emission com-
puter tomography (SPECT), and ultrasound (US) 
images and detect phenotyping information that 
may not be obvious to the human eye.

AI is also used in the analysis of genomic 
data. The cost of sequencing a patient’s genome 
has decreased over the years, with the consequent 
exponential increase of the available genomic 
data [4]. AI algorithms analyze these data and 
identify genetic variations that may be associated 
not only with cancers but also with common non-
cancer diseases [5]. This can lead to the develop-
ment of personalized precision medicine and a 
better understanding of the underlying causes of 
disease. AI can also be used in the analysis of 
electronic health records (EHRs). EHR includes 
information about a patient's health history, such 
as diagnoses, medicines, tests, allergies, immuni-
zations, treatment plans, personalized medical 
care, and improvement of medical quality and 

2

L. Milan (*) 
Clinic of Nuclear Medicine and Molecular Imaging, 
Imaging Institute of Southern Switzerland, Ente 
Ospedaliero Cantonale, Bellinzona, Switzerland
e-mail: Lisa.Milan@eoc.ch

© The Author(s) 2023 
L. Giovanella (ed.), Integrated Diagnostics and Theranostics of Thyroid Diseases, 
https://doi.org/10.1007/978-3-031-35213-3_2

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-35213-3_2&domain=pdf
mailto:Lisa.Milan@eoc.ch
https://doi.org/10.1007/978-3-031-35213-3_2#DOI


6

safety [6]. Through AI, it would be possible to 
accurately classify diseases, reclassify preexist-
ing disease categories according to individual 
characteristics, quickly analyze images and med-
ical data in EMR, and provide appropriate ser-
vices [6]. In addition, AI assists in the 
interpretation of lab test results, such as pathol-
ogy reports, and other diagnostic data. Digital 
image analysis in pathology can identify and 
quantify specific cell types quickly and accurately 
evaluating histological features, morphological 
patterns, and biologically relevant regions of 
interest [7, 8]. Quantitative image analysis tools 
also enable the capturing of data from tissue 
slides that may not be accessible during manual 
assessment via routine microscopy reducing the 
analysis time and avoiding human error [9, 10]. 
The power of AI to analyze large amounts of data 
quickly can significantly speed up the discovery 
of novel features that may help predict how a 
patient’s disease will progress and how the 
patient will likely respond to a specific treatment 
[11–14].

2.2	� Artificial Intelligence 
and Machine Learning

McCarthy and colleagues coined the term 
“Artificial Intelligence” during a conference in 
the 1950s and they referred to all the mathemati-
cal algorithms that attempt to perform tasks that 
normally require human cognitive abilities [15–
17]. It encompasses a wide range of technologies 
and techniques, including machine learning, nat-
ural language processing, computer vision, and 
expert systems. AI systems can be trained using a 
variety of techniques, such as supervised learn-
ing, unsupervised and reinforcement learning. 
They can also be implemented using a variety of 
architectures, such as neural networks, decision 
trees, and genetic algorithms. In general, the first 
step in the creation of an AI model starts with col-
lecting the data and checking for their goodness 
and lack of bias. The data has to be harmonized 
and only after they can be used to train the algo-
rithm. The training phase consists of a set of iter-
ations executing mathematical functions and is 

aimed to correlate the input of the endpoint of 
interest with a high level of probability. The accu-
racy of the created model has to be evaluated 
with another dataset called testing set, which 
allowed for adjusting the model parameters. 
Finally, the model has to be confirmed with inter-
nal and/or external validation datasets, in order to 
evaluate the performance with a new and inde-
pendent dataset.

The most common types of AI in diagnostic 
medicine include:

	1.	 Machine learning: ML algorithms are used to 
identify patterns and make predictions based 
on data by multiple layers of analysis. The 
models produced by ML algorithms are infer-
ences made from statistical analysis of very 
large datasets, expressed as the likelihood of a 
relationship between variables [18]. 
According to how the ML algorithms are 
trained, they can be divided into supervised, 
unsupervised, and reinforcement learning. 
Supervised learning requires a set of input 
data as well as their corresponding output 
information, in order to identify a function 
linking inputs to outputs [19]. On the other 
hand, unsupervised learning does not need 
labels, since it searches for patterns that can 
separate the input data into subsets with simi-
lar characteristics [20]. The supervised learn-
ing algorithms can be broadly divided into 
regression and classification based on predic-
tion of a quantitative or categorical variable 
[21]. Unsupervised learning is often used for 
feature extraction, while supervised learning 
is suitable for predictive modelling [22]. 
Different methods can be used for unsuper-
vised learning. For example, clustering is one 
of the most famous methods in which data are 
split into groups according to their peculiari-
ties [23]. The third category of AI algorithm is 
reinforcement learning, which learns by tak-
ing in feedback the result of its action. It con-
sists of an agent that executes an action and 
the environment in which the action is per-
formed. It is based on the concept of reward: 
an agent learns to interact with the environ-
ment aiming to achieve the best reward. The 
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environment sends a signal to the agent that 
performs a specific action. Once the action is 
performed, the environment reacts with a 
reward signal, so the agent can update and 
evaluate its last action. The cycle repeats until 
the environment sends a stop feedback. This 
workflow mirrors what happens in clinical 
situations, where a doctor has to adopt an 
action depending on the patient's condition 
[24]. Reinforcement learning can be used to 
design a decision support system in order to 
provide treatment recommendations to physi-
cians [25].

	2.	 Deep learning (DL): DL, a term coined in 
1986 by Rina Dechter [26], is a new type of 
ML method that uses advanced neural net-
works with multiple layers to analyze the 
data. A neural network is a set of simple com-
putational units, also called nodes, highly 
interconnected. Nodes are then organized into 
layers, i.e., a structure that takes information 
from the previous layers and then passes it to 
the next layer. In general, there are input lay-

ers, hidden layers, and output layers. As the 
name suggests, the number of nodes and lay-
ers in DL algorithms can be very high. DL is 
particularly useful for analyzing images and 
other types of data that have complex struc-
tures and presents not simply linear relation-
ships [27]. Different from traditional 
feature-based ML approaches (Fig. 2.1), DL 
is able to achieve diagnosis automation, 
avoiding human intervention [28]. In medical 
applications, DL algorithms are exploited, for 
example, in the detection and characterization 
of different tissues (normal vs pathological) 
as well as for the analysis of disease progres-
sion [26, 29].

	3.	 Natural language processing (NLP): NLP is a 
branch of AI that is used to understand and 
interpret written and spoken human language. 
It can be used to extract information from 
unstructured data, such as medical records, 
clinical notes, and other free texts. 
Understanding human languages constitute 
some of the most challenging problems faced 

Fig. 2.1  Difference between ML and DL. In contrast to ML, DL does not need to define a priori a set of handcrafted 
features, but it is able to find complex correlations to predict the output
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by AI [30]. As well as for the other AI meth-
ods, often the amount of available data is not 
sufficient and the effort to evaluate their good-
ness by the experts can be very huge and 
expensive. This is particularly true for Clinical 
NLP; in fact, it requires a very important 
amount of time for the revision of these 
unstructured data. Moreover, domain knowl-
edge has also been shown to be important for 
understanding biomedical texts, such as in 
interpreting linguistic structures [31]. The 
knowledge is commonly represented as ontol-
ogies, that organize domain knowledge into 
structures that computers can read, and 
humans can understand. The size and extent 
of background knowledge needed to make 
inferences are great [31]. However, clinical 
NLP benefits from the availability of massive 
knowledge resources, such as, for example, 
medical vocabularies.

2.3	� AI in Integrated Diagnostic: 
Challenges and Future 
Prospects

Recent reports confirm that approximately 86% 
of healthcare organizations use ML solutions, 
and more than 80% of healthcare organization 
leaders have an AI plan for the future [32, 33]. 
Looking at the articles published in the last 
10  years, it is possible to estimate the growing 

interest and effort in the application of AI in 
healthcare (Fig.  2.2). The integrated diagnostic 
field is included in this big picture. In fact, the 
integration of the different diagnostic informa-
tion, e.g., from pathology, imaging, EHRs, and 
its analysis by AI systems is expected to improve 
diagnostic precision and the therapeutic path 
[34]. Until now, many AI models have been used 
in the mentioned disciplines to detect cancers 
[35], cardiovascular diseases [36], neurological 
disorders [37], orthopedic conditions [38], pul-
monary diseases [39, 40], skin diseases [41], 
sequencing genomic [42, 43], drug interactions 
and side effects [44, 45], and so on.

Unfortunately, the integration of the totality of 
diagnostic information into a clinical routine is 
limited by the lack of a suitable information tech-
nology infrastructure, the absence of high-quality 
unbiased data, and difficulties to access and 
exchange data [34]. AI methods need a very large 
database in order to avoid overfitting; however, 
this can be challenging, especially in small insti-
tutions or in the case of rare diseases. Additionally, 
the data must be as good as possible; in fact, the 
model will be a mirror of the type of data used to 
train it. Moreover, it can be possible, especially in 
clinical datasets, to have class imbalance nega-
tively affecting the AI algorithms’ performance. 
For example, if an AI system is trained on a data-
set that is mostly composed of images from a cer-
tain race or gender, it may not perform well on 
images from other populations. This particular 

Fig. 2.2  Number of 
articles retrieved in 
PubMed by using the 
search terms “Artificial 
Intelligence” and 
“healthcare,” grouped by 
year of publication. A 
search performed at the 
end of January 2023
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aspect put light on the necessity of AI to be ethi-
cal: the performance of the AI solutions must be 
the same independent of race, gender, and age.

Explainability and transparency are other big 
problems of AI methods; AI-based systems can 
be difficult to interpret and understand, making it 
challenging to explain the taken decisions to 
patients and physicians. This can lead to uncer-
tainty and a lack of acceptance of the technology. 
That is why there is a growing interest in devel-
oping AI systems that can provide explanations 
for their decisions, known as “explainable AI” or 
“XAI” [46].

AI-based diagnostic systems should be clini-
cally validated and approved by regulatory 
agencies before they are used in clinical practice 
to ensure safety and efficacy [47]. A recent lit-
erature review reported that most studies assess-
ing AI did not include the recommended design 
features for the robust validation of AI [48]. 
There is, therefore, a need to develop frame-
works for the robust validation of the perfor-
mance and safety of AI with reliable external 
datasets [49, 50]. The regulatory environment 
for AI in healthcare is still evolving and there 
are currently no clear guidelines for the devel-
opment, validation, and deployment of AI-based 
diagnostic systems [51]. Additionally, there is a 
lack of standardization in the field, which can 
make it difficult for different systems to com-
municate and work together. It is a very difficult 
task, especially considering the dynamism of 
this technology. ML algorithm can be re-trained 
and improve its performance as soon as addi-
tional data are at disposal; but regularization 
system does not allow that a medical device 
changes without first undergoing a reauthoriza-
tion process. Moreover, there is a need to pro-
tect patient privacy: strong privacy protection is 
realizable when institutions are structurally 
encouraged to cooperate to ensure data protec-
tion [52]. Commercial implementations of 
healthcare AI can be manageable for the pur-
poses of protecting privacy, but it introduces 
competing goals. Manufacturers may not be suf-
ficiently encouraged to maintain privacy protec-
tion if they can monetize the data or otherwise 
gain from them, and if the legal penalties are not 

high enough to offset this behavior. Because of 
these and other concerns, there have been calls 
for systemic oversight of big data health research 
and technology [51, 53].

2.4	� Conclusions

In conclusion, AI is playing a growing role in the 
diagnosis and management of diseases through 
integrated diagnostics. By analyzing images, 
blood test results, and genomic data, AI algo-
rithms can assist in the detection and diagnosis, 
leading to more accurate and personalized treat-
ment plans. However, there are also limitations to 
consider, including the need for large amounts of 
data to train AI algorithms and the need for more 
research to validate the use of AI. Nevertheless, 
the future of AI in integrated diagnostics is prom-
ising and holds great potential to improve patient 
outcomes. For the broad implementation of AI 
and integrated diagnostics, central organizations 
(at the national or even international level) that 
ensure common structures, standards, and data 
safety have to be set up.

References

1.	Yokota H, Goto M, Bamba C, et al. Reading efficiency 
can be improved by minor modification of assigned 
duties: a pilot study on a small team of general radi-
ologists. Jpn J Radiol. 2017;35:262–8.

2.	Lippi G, Plebani M. Integrated diagnostics: the future 
of laboratory medicine? Biochem Med (Zagreb). 
2020;30(1):010501.

3.	Neumaier M, Watson ID. The end of laboratory medi-
cine as we know it? Clin Chem Lab Med. 2019;57:305–
7. https://doi.org/10.1515/cclm-2018-1264.

4.	Wetterstrand MS.  The cost of sequenc-
ing a human genome. 2021. https://www.
g e n o m e . g ov / a b o u t - g e n o m i c s / f a c t - s h e e t s /
Sequencing-Human-Genome-cost.

5.	Dlamini Z, Francies FZ, Hull R, Marima R. Artificial 
intelligence (AI) and big data in cancer and pre-
cision oncology. Comput Struct Biotechnol J. 
2020;18:2300–11.

6.	Lee S, Kim HS.  Prospect of artificial intelli-
gence based on electronic medical record. J Lipid 
Atheroscler. 2021;10(3):282–90.

7.	Bera K, Schalper KA, Rimm DL, Velcheti V, 
Madabhushi A.  Artificial intelligence in digital 

2  Artificial Intelligence and Machine Learning in Integrated Diagnostic

https://doi.org/10.1515/cclm-2018-1264
https://www.genome.gov/about-genomics/fact-sheets/Sequencing-Human-Genome-cost
https://www.genome.gov/about-genomics/fact-sheets/Sequencing-Human-Genome-cost
https://www.genome.gov/about-genomics/fact-sheets/Sequencing-Human-Genome-cost


10

pathology  – new tools for diagnosis and precision 
oncology. Nat Rev Clin Oncol. 2019;16:703–15.

8.	Tumeh PC, et al. Liver metastasis and treatment out-
come with anti-PD-1 monoclonal antibody in patients 
with melanoma and NSCLC.  Cancer Immunol Res. 
2017;5:417–24.

9.	Barisoni L, Lafata KJ, Hewitt SM, Madabhushi A, 
Balis UGJ.  Digital pathology and computational 
image analysis in nephropathology. Nat Rev Nephrol. 
2020;16:669–85.

10.	Neltner JH, et al. Digital pathology and image analy-
sis for robust high-throughput quantitative assessment 
of Alzheimer disease neuropathologic changes. J 
Neuropathol Exp Neurol. 2012;71:1075–85.

11.	Aeffner F, et al. Introduction to digital image analysis 
in whole-slide imaging: a white paper from the digital 
pathology association. J Pathol Inform. 2019;10:9.

12.	Serag A, et al. Translational AI and deep learning in 
diagnostic pathology. Front Med. 2019;6:185.

13.	Barsoum I, Tawedrous E, Faragalla H, Yousef 
GM.  Histo-genomics: digital pathology at the fore-
front of precision medicine. Diagnosi. 2019;6:203–12.

14.	Baxi V, Edwards R, Montalto M, Saha S.  Digital 
pathology and artificial intelligence in transla-
tional medicine and clinical practice. Mod Pathol. 
2021;35(1):23–32.

15.	McCarthy JJ, Minsky ML, Rochester N.  Artificial 
intelligence. Research Laboratory of Electronics 
(RLE) at the Massachusetts Institute of Technology 
(MIT); 1959.

16.	McCarthy J, Minsky ML, Rochester N, Shannon CE. A 
proposal for the Dartmouth summer research project 
on artificial intelligence. AI Mag. 1955;27(4):12.

17.	 Iqbal MJ, Javed Z, Sadia H, Qureshi IA, Irshad A, 
Ahmed R, Malik K, Raza S, Abbas A, Pezzani R, 
et al. Clinical applications of artificial intelligence and 
machine learning in cancer diagnosis: looking into the 
future. Cancer Cell Int. 2021;21:1–11.

18.	Rowe M, Frankish K, Ramsey WM.  An introduc-
tion to machine learning for clinicians the Cambridge 
handbook of artificial intelligence. Cambridge: 
Cambridge University Press; 2017.

19.	Wernick MN, Yang Y, Brankov JG, Yourganov G, 
Strother S.  Machine learning in medical imaging. 
IEEE Signal Process Mag. 2010;27:25–38.

20.	Castiglioni I, Rundo L, Codari M, Di Leo G, Salvatore 
C, Interlenghi M, Gallivanone F, Cozzi A, D’Amico 
NC, Sardanelli F. AI applications to medical images: 
from machine learning to deep learning. Phys Med. 
2021;83:9–24.

21.	Sarker IH. Machine learning: algorithms, real-world 
applications and research directions. SN Comput Sci. 
2021;2:160.

22.	Jiang F, Jiang Y, Zhi H, et  al. Artificial intelligence 
in healthcare: past, present and future. Stroke 
Vasc Neurol. 2017;2. https://doi.org/10.1136/
svn-2017-000101.

23.	Sinharay S.  An overview of statistics in education. 
In: International encyclopedia of education. 3rd ed. 
Amsterdam: Elsevier; 2010.

24.	Zhang Z.  Reinforcement learning in clinical medi-
cine: a method to optimize dynamic treatment regime 
over time. Ann Transl Med. 2019;7(14):345.

25.	Riachi E, Mamdani M, Fralick M, Rudzicz 
F.  Challenges for reinforcement learning in health-
care; 2021. arXiv:210305612.

26.	Hosny A, Parmar C, Quackenbush J, Schwartz LH, 
Aerts H. Artificial intelligence in radiology. Nat Rev 
Cancer. 2018;18:500–10.

27.	Walter W, Haferlach C, Nadarajah N, et al. How artifi-
cial intelligence might disrupt diagnostics in hematol-
ogy in the near future. Oncogene. 2021;40:4271–80.

28.	Aggarwal R, Sounderajah V, Martin G, Ting DSW, 
Karthikesalingam A, King D, Ashrafian H, Darzi 
A.  Diagnostic accuracy of deep learning in medical 
imaging: a systematic review and meta-analysis. NPJ 
Digit Med. 2021;4:65.

29.	Chartrand G, Cheng PM, Vorontsov E, Drozdzal 
M, Turcotte S, Pal CJ, Kadoury S, Tang A.  Deep 
learning: a primer for radiologists. Radiographics. 
2017;37:2113–31.

30.	Wu H, Wang M, Wu J, et al. A survey on clinical natu-
ral language processing in the United Kingdom from 
2007 to 2022. NPJ Digit Med. 2022;5:186.

31.	Tian S, Yang W, Le Grange JM, Wang P, Huang W, Ye 
Z. Smart healthcare: making medical care more intel-
ligent. Glob Health J. 2019;3:62–5.

32.	HealthITAnalytics. 86% of healthcare com-
panies use some form of AI. Healthcare IT 
News; 2017. https://www.healthcareitnews.com/
news/86-healthcare-companies-use-some-form-ai.

33.	HealthITAnalytics. Over 80% of health execs have 
artificial intelligence plans in place. HealthITAnalytics; 
2020. https://healthitanalytics.com/news/over-80-of-
health-execs-have-artificial-intelligence-plans-in-place.

34.	Bukowski M, Farkas R, Beyan O, et  al. 
Implementation of eHealth and AI integrated diag-
nostics with multidisciplinary digitized data: are we 
ready from an international perspective? Eur Radiol. 
2020;30:5510–24.

35.	Khanyile R, Marima R, Mbeje M, Mutambirwa S, 
Montwedi D, Dlamini Z.  AI tools offering cancer 
clinical applications for risk predictor, early detec-
tion, diagnosis, and accurate prognosis: perspectives 
in personalised care. In: Dlamini Z, editor. Artificial 
intelligence and precision oncology. Cham: Springer; 
2023.

36.	Moradi H, Al-Hourani A, Concilia G, et  al. Recent 
developments in modeling, imaging, and monitoring 
of cardiovascular diseases using machine learning. 
Biophys Rev. 2023;15:19.

37.	Chandra J, Rangaswamy M, Banerjee B, Prajapati A, 
Akhtar Z, Sakauye K, Joseph A. Applications of arti-
ficial intelligence to neurological disorders: current 
technologies and open problems. In: Neurological 
disorder prediction and rehabilitation using artificial 
intelligence. London: Academic Press; 2022. p. 243–
72. ISBN 9780323900379.

38.	Kumar V, Patel S, Baburaj V, Vardhan A, Singh PK, 
Vaishya R. Current understanding on artificial intel-

L. Milan

https://doi.org/10.1136/svn-2017-000101
https://doi.org/10.1136/svn-2017-000101
https://www.healthcareitnews.com/news/86-healthcare-companies-use-some-form-ai
https://www.healthcareitnews.com/news/86-healthcare-companies-use-some-form-ai
https://healthitanalytics.com/news/over-80-of-health-execs-have-artificial-intelligence-plans-in-place
https://healthitanalytics.com/news/over-80-of-health-execs-have-artificial-intelligence-plans-in-place


11

ligence and machine learning in orthopaedics  – a 
scoping review. J Orthop. 2022;34:201–6. ISSN 
0972-978X.

39.	Naz Z, Khan MUG, Saba T, Rehman A, Nobanee H, 
Bahaj SA. An explainable AI-enabled framework for 
interpreting pulmonary diseases from chest radio-
graphs. Cancers. 2023;15(1):314.

40.	Ghaffar Nia N, Kaplanoglu E, Nasab A. Evaluation of 
artificial intelligence techniques in disease diagnosis 
and prediction. Discov Artif Intell. 2023;3(1):5.

41.	Escalé-Besa A, Yélamos O, Vidal-Alaball J, Fuster-
Casanovas A, Catalina QM, Börve A, …, Marin-
Gomez FX.  Use of artificial intelligence as a 
diagnostic support tool for skin lesions in primary 
care: feasibility study in clinical practice; 2023.

42.	Williams AM, Liu Y, Regner KR, Jotterand F, Liu 
P, Liang M.  Artificial intelligence, physiological 
genomics, and precision medicine. Physiol Genomics. 
2018;50(4):237–43.

43.	Dias R, Torkamani A. Artificial intelligence in clinical 
and genomic diagnostics. Genome Med. 2019;11:70.

44.	Jang HY, Song J, Kim JH, et  al. Machine learning-
based quantitative prediction of drug exposure in 
drug-drug interactions using drug label information. 
NPJ Digit Med. 2022;5:88.

45.	Hung TNK, Le NQK, Le NH, Van Tuan L, Nguyen 
TP, Thi C, Kang JH.  An AI-based prediction 
model for drug-drug interactions in osteoporosis 
and Paget’s diseases from SMILES.  Mol Inform. 
2022;41(6):e2100264.

46.	Ahmad MA, Eckert C, Teredesai A.  Interpretable 
machine learning in healthcare. In: Proceedings of the 

2018 ACM international conference on bioinformat-
ics, computational biology, and health informatics; 
2018. pp. 559–60.

47.	Park SH, Kressel HY. Connecting technological inno-
vation in artificial intelligence to real-world medical 
practice through rigorous clinical validation: what 
peer-reviewed medical journals could do. J Korean 
Med Sci. 2018;33:e152.

48.	Kim DW, Jang HY, Kim KW, Shin Y, Park SH. Design 
characteristics of studies reporting the performance of 
artificial intelligence algorithms for diagnostic analy-
sis of medical images: results from recently published 
papers. Korean J Radiol. 2019;20:405–10.

49.	The Lancet null. Artificial intelligence in health care: 
within touching distance. Lancet. 2018;390:2739.

50.	Park SH, Han K. Methodologic guide for evaluating 
clinical performance and effect of artificial intelli-
gence technology for medical diagnosis and predic-
tion. Radiology. 2018;286:800–9.

51.	Murdoch B. Privacy and artificial intelligence: chal-
lenges for protecting health information in a new era. 
BMC Med Ethics. 2021;22:122.

52.	Canadian Association of Radiologists (CAR) Artificial 
Intelligence Working Group. Canadian Association of 
Radiologists white paper on ethical and legal issues 
related to artificial intelligence in radiology. Can 
Assoc Radiol J. 2019;70(2):107–18.

53.	Vayena E, Blasimme A.  Health research with big 
data: time for systemic oversight. J Law Med Ethics. 
2018;46(1):119–29.

Open Access   This chapter is licensed under the terms of the Creative Commons Attribution 4.0 International License 
(http://creativecommons.org/licenses/by/4.0/), which permits use, sharing, adaptation, distribution and reproduction in 
any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to 
the Creative Commons license and indicate if changes were made.

The images or other third party material in this chapter are included in the chapter's Creative Commons license, 
unless indicated otherwise in a credit line to the material. If material is not included in the chapter's Creative Commons 
license and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to 
obtain permission directly from the copyright holder.

2  Artificial Intelligence and Machine Learning in Integrated Diagnostic

http://creativecommons.org/licenses/by/4.0/

	2: Artificial Intelligence and Machine Learning in Integrated Diagnostic
	2.1	 Background
	2.2	 Artificial Intelligence and Machine Learning
	2.3	 AI in Integrated Diagnostic: Challenges and Future Prospects
	2.4	 Conclusions
	References




