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5
Consumer Trust and Platformised Retail 

Personalisation

Stefan Larsson and Kashyap Haresamudram

I hardly know when I am sharing my personal data; I do it without 
giving much thought to it, which of course is not a good idea at all.

—Woman, high trust.

 Introducing Trust-Dependent 
Personalised Retail

Picture yourself going to the shopping mall in the near future to purchase 
the groceries you need for dinner and to figure out what ointment you 
need to deal with the dry skin on your cheeks. As you enter the grocery 
store, you initially realise that you’ve forgotten your wallet. Luckily, they 
have recently enabled an automated check-out system, using computer 
vision to detect whatever groceries you pick up and put in the bag you 
brought with you, and facial recognition that allows you to be identified 
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for payments without lifting so much as a credit card. That is, when 
you’re done gathering onions, cucumbers and milk, you just leave the 
store without any physical indication of payment, and the correct amount 
is automatically charged to your bank account.

Then, as you enter the pharmacy, the sales assistant surprises you by 
already having picked a suitable ointment for you:—“Hello sir! This is 
based on the data and images we received from data collaboration and the 
analysis of your earlier purchasing patterns”, he explains. “And”, he con-
tinues, “the prediction is also based on what individuals with your skin 
type normally need, so we’re fairly certain that this will work for you. 
And, for our club members, it comes with a discount too!”

While still a bit perplexed, you accept the small container, look at it, 
put it in your bag, and walk out. The exact amount is charged to your 
bank account as you leave the store.

This scenario has not necessarily arrived yet, but all the individual 
technologies enabling it are present in retail today—that is, the data- 
collection infrastructure, consisting of third-party sharing, pilots (at least) 
using object and face recognition, and the underlying digital and often 
app-based platform structures that enable data sharing and automated 
financial transactions. The social foundation for this, we argue, is a basic 
level of trust in the retailers, in the robustness of the technologies, and in 
the data not being misused by either retailers or any other third parties. 
This trust, in contemporary retail, is in part framed by regulations on 
data protection and structured by user agreements for loyalty card pro-
grammes, apps and bank cards, or cookie consent agreements and other 
types of information intended for digital retail consumers. In this chap-
ter, we draw on four focus-group interviews in order to see what role 
consumer trust plays in data-dependent retail personalisation, particu-
larly with regards to transparency. This means trying to understand what 
so-called datafication and platformisation (cf. Poell et al., 2019), which 
follow a type of platform logic (Andersson Schwarz, 2017), mean for the 
digitisation of retail. We draw on an understanding of platforms being 
“(re-)programmable digital infrastructures that facilitate and shape per-
sonalised interactions among end-users and complementors, organised 
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through the systematic collection, algorithmic processing, monetisation, 
and circulation of data” (Poell et al., 2019, p. 3). Overall, this describes a 
combination of issues that are all related to consumer trust and data- 
dependent, as well as AI-enhanced, retail personalisation.

 The Unevenly Distributed Future

Parts of the opening vignette—object recognition and the automated 
check-out—have been undergoing trials for a couple of years by Amazon, 
in Amazon Go stores. The prediction of consumer needs is mainly known 
from how the ad-tech market, through data collection and scalable auto-
mation, has been trying for several years to target individuals with rele-
vant products and offers. The scale and resources required to do this point 
to platformisation in retail, that is, an organisational logic that can enable 
marketing benefits for retailers, but a logic which has also led to a depen-
dency on a few data-driven and large-scale platform companies, for both 
retailers and consumers alike. Lastly, from a consumer perspective, this 
type of datafied market is perceived as ultimately being characterised by a 
third-party set-up (Larsson et al., 2021). That is, the data collected from 
individual consumers is shared or sold, aggregated, and then used or mis-
used on third-party markets.

One can argue that digital uses of consumer data have already revolu-
tionised e-commerce since they are well suited to collecting and using 
large amounts of data to both accommodate scalable automation in sales 
and recommendations and to influence consumer behaviour online. 
Until recently, the Internet has uniquely been able to provide the neces-
sary framework for data collection through the use of cookies and other 
means of tracking, thus enabling giants such as Amazon to bring custom-
ers and businesses together, and enabling traditional retailers such as 
Walmart to create an equally large online presence in order to remain 
competitive. While it has been speculated that online retail might poten-
tially come to replace bricks and mortar stores during the meteoric growth 
of e-commerce, sometimes termed the ‘retail apocalypse’, some research 
does indicate that physical stores remain an integral part of the shopping 
experience of the customer, and still growing (cf. Lafontaine & Sivadasan, 
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2020). Rather, the rapidly shifting landscape of retailing is forcing physi-
cal retail to evolve to remain competitive, perhaps even being comple-
mentary to e-commerce in some cases. Post COVID-19, for example, 
delivery services have become ubiquitous around the world, linking small 
physical retailers with customers through apps and a logistics infrastruc-
ture that would have been impossible for small retailers to build up on 
their own.

In the next part of Section “Introducing Trust-Dependent Personalised 
Retail”, we develop the ongoing discourses on the role of data and AI in 
retail development in order to present our perspective on consumer trust. 
Subsequently, we point to how data collected both in-store and online 
can be utilised for personalisation. Lastly, we point to both concerns 
regarding consumer resignation (cf. Draper & Turow, 2019) and what 
seems to be a formative period in European regulation concerning data, 
platforms, and AI.  In the subsequent section, Section “Focus-Groups: 
Consumer Sentiment Regarding Data Collection and Personalisation”, 
we present the results from the focus-group interviews, focusing on con-
sumer perceptions of transparency, data collection and personalisation. 
In Section “Discussion: Platformisation and Personalisation”, we draw on 
the results in order to discuss platformisation and personalisation as well 
as how these are interconnected, before summarising the chapter in 
Section “Conclusions”.

 Efficiency, Trust and Lack of Control

Recent datafication in retail shows a potential for increased efficiency and 
individualised customer services through the use of large amounts of data 
and of increasingly sophisticated analysis of customer behaviours and 
needs (cf. Cukier, 2021). Increasingly, this is being discussed using the 
terminology of Artificial Intelligence (AI), largely focusing on recently 
attained capabilities in machine learning to draw insights, detect pat-
terns, and make automated predictions based on the collected data. At 
the same time, several studies show growing concern among, or for, cus-
tomers, for example, with regard to vulnerable groups and AI-driven 
marketing (Mogaji et al., 2020), which is largely due to a lack of control 
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and co-determination of one’s own data in both digital/online (cf. 
Datatilsynet, 2020) and physical retail (cf. Draper & Turow, 2019; 
Turow, 2017). In this chapter, we make empirical observations from 
focus-group interviews in order to outline some of the emerging contours 
of an AI-driven retail that is dependent on immense data collection, pre-
diction and automation, and its relationship with consumer trust. We see 
trust as the main prerequisite for functioning markets per se, which is 
further emphasised as new technologies are utilised in a way bringing 
change to established customs, possibly with a lack of consumer control, 
increased complexity, and a lack of transparency. This indicates a need for 
retailers to be attentive to this social contract with consumers, that is, the 
perceived legitimacy of the collection of their data to be shared in com-
plex third-party set-ups, or with which to analytically match or predict 
aspects of these. The limits to these technological practices in retail should 
not only be seen as set by technological constraints and law alone, but 
also in terms of social sentiment linked to fairness, legitimacy, and trust. 
Before we draw on the focus-group interviews, we need to develop more 
of the combined offline/online practices, which we refer to as hybridity 
in retail personalisation. In addition to this, we will also briefly point to 
some concerns that have been voiced in the literature, and mention 
European legislative activities that are ongoing and of relevance to 
the field.

 Hybrid Retail Personalisation

Now, advancements in various types of sensor technology and analytical 
methods in machine learning are making it possible to track consumers 
and collect rich data, not only in a digital and Internet-mediated context, 
but also in the physical environment, too. Sensors are able to collect spa-
tial data such as in-store location, time spent, and movement, as well as 
personal data such as age, sex, body type, attention span, and mood (cf. 
Mavroudis & Veale, 2018). This, in addition to existing and more tradi-
tionally collected data from loyalty card memberships and purchasing 
histories, but also behaviour when in online stores and using apps, means 
that consumer behaviour can be captured in unprecedented detail both, 
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on- and offline. This creates a wealth of behavioural data, allowing novel 
hybrid retail experiences and the greater personalisation of pricing, rec-
ommendations, and services, but it also leads to questions as regards to 
what end and for whose purpose an experience is personalised (cf. Kohl 
& Eisler, 2021). Think about the scenario outlined above: The data from 
your physical activity while in the grocery store and your purchasing his-
tory, perhaps online, are combined in order to recommend the right oint-
ment for your dry skin. Currently, digital and physical retail are largely 
separate experiences: However, hybrids such as the one in the scenario 
above are being developed, and will mean that the platformised and 
interconnected retail environment is growing. However, with the 
immense growth in digital platforms and their data-dependent markets, 
consumers and retailers alike will be dependent on large platforms to 
handle their interfaces, anything from marketing to app stores, smart-
phones and data storage. While this may increase efficiency, and enable 
useful match-making in times of information overflow, it can create 
dependencies that are problematic from a competition perspective 
(Larsson, 2021). Furthermore, combined with AI and machine learning, 
the ongoing discourse on the lack of transparency for end-users (consum-
ers) provides us with a range of challenges of relevance to this develop-
ment (Larsson & Heintz, 2020).

As recommendations become individualised, automated, and medi-
ated by third-party platforms, it becomes relevant to address this from a 
consumer trust perspective. Dynamic pricing and price discrimination 
are two variable pricing strategies that are well-researched in terms of 
more traditional retail, but not necessarily when it comes to digitised and 
automated pricing methodologies at the individual level. In brief, 
dynamic pricing is when prices vary based on supply and demand, and 
price discrimination is when prices vary based on the willingness to pay. 
Dynamic pricing is already used in several industries. The aviation indus-
try is perhaps the most notable example of the successful employment of 
this technique: However, Uber, AirBnB, and other AI-driven services 
have also had success with it. Price discrimination at the individual level 
is not so commonly seen, but is a practice that can be enabled by auto-
mated and platformised markets. While most pricing, being primarily 
governed by demand and supply, generally does not seem to factor in 
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personal and behavioural data, in the datafied retail environment of the 
future, this concept can be taken to the next level, with real-time, indi-
vidualised pricing changes based on the willingness to pay (as critically 
discussed by Turow in The Aisles have Eyes, 2017). This means that indi-
viduals who are able and willing to pay more for the same product would 
be given a higher price than individuals who might not have been able to 
afford the standardised price, and who would now be offered a reduced 
price. Some research indicates that consumers may not have a favourable 
opinion of differentiated pricing—in particular, that it has a negative 
effect on trust (Garbarino & Lee, 2003). Amazon was famously accused 
of practising price discrimination in 2000 when a customer found that 
the price of a DVD was lower after deleting cookies from his/her browser: 
This led to Jeff Bezos promising to never use this at Amazon. Tinder, the 
dating app, has been scrutinised lately with regards to opaque and com-
plex individual price discrimination, something which we will come back 
to in Section “Discussion: Platformisation and Personalisation” below.

 Resignation and Regulation

In short, before we turn to the focus-groups used in this study, there are 
studies pointing to both privacy concerns and consumer resignation in 
terms of consumer sentiment towards data collection. This can be at odds 
with the development of novel retail experiences that are enabled through 
tracking and automation. Trust, transparency, and accountability, as a 
result, seem to play a key role in enabling innovation, and in fostering a 
fairer course of development without undermining consumer agency and 
autonomy. Lastly, in terms of EU policy, there has been much activity 
over the last few years aimed at finding a balanced regulatory approach to 
the digital- and data-driven markets, also relating to large-scale platforms, 
their lack of transparency, and AI. The EU has been catching up with 
technology innovation with regard to AI during recent times, seen in its 
proposal for an AI Act, its Digital Markets Act, and its Digital Services 
Act, forming an umbrella of regulation for digital- and data-driven mar-
kets, in addition to the already-established General Data Protection 
Regulation (GDPR).
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 Focus-Groups: Consumer Sentiment Regarding 
Data Collection and Personalisation

In the following section, we briefly touch upon three key aspects: (1) the 
non-transparent practical status of user agreements, (2) consumer senti-
ment regarding data collection, and (3) the role of trust in retail person-
alisation, as studied through focus-group interviews. In 2020, four 
focus-group interviews were conducted, as part of a series of studies on 
data privacy and AI transparency, in collaboration with Novus, a com-
pany specialising in market research. The participants were recruited for 
the interviews via the Novus Sweden panel, in relation to their stated 
trust in companies, websites and services that collect data online (e.g., 
through cookies, search behaviour, history, etc.), but also companies/
shops and the like that save personal information (e.g., from customer 
loyalty cards, club memberships and loyalty programmes). Two groups of 
people with a high level of trust (n = 24), and two who had indicated a 
low level of trust, or a level of trust that was neither high nor low (n = 24), 
were recruited. The focus-group interviews were conducted online in a 
chat room environment due to COVID-related constraints. The focus- 
group interviews were divided into two parts. The first part contained 
questions regarding cookies and user agreements, perceived trade-offs, 
web tracking, customer clubs, unstaffed automated shops, and using 
smartphones as data collection tools. The second part contained ques-
tions regarding digital advertising, trust in the retailer, the willingness to 
share information, and targeted recommendations. This includes what 
we refer to as data-dependent, AI-driven, retail personalisation. The 
methods used for this type of targeted recommendation are increasingly 
data-intense, utilising machine learning to make predictions.

 Lack of Data-Collection Transparency: 
So-Called Consent

In terms of data collection, particularly in the form of cookies and user 
agreements, all groups expressed a sense of resignation: They felt as if they 
really had no choice and that they “had to” accept cookies/agreements in 
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order to be able to use services (cf. Larsson et al., 2020). It was apparent 
that, instead of reading agreements, people trusted operators not to scam 
them, which is why many chose to use services from providers that they 
were familiar with, or that they otherwise deemed trustworthy. However, 
few of the participants believed they knew whether their providers were 
trustworthy or not, but reputation and “gut feeling” played a major part.

When it comes to digital tracking by third parties, respondents believed 
it was not possible to read through all the website agreements or to con-
sent to cookies or other information on data collection and data manage-
ment available there. A common opinion was that there were too many 
agreements, with the language being complicated and the layout tending 
to be impenetrable. The interviewees were not particularly surprised by 
the existence of web tracking using third-party cookies per se: However, 
they were amazed at its extent, especially with regard to the widespread 
use of third-party participation.

 Personalisation or Surveillance? The Level 
of Trust Decides

Generally, the level of trust in screening that individuals indicated seemed 
to determine how they perceived data collection and automated services. 
Those in high-trust groups were more likely to feel that the offers and 
recommendations they received in exchange for (even passively) sharing 
their data were valuable, and that the value they received was roughly in 
proportion to the value of the data they shared. Those in low-trust focus- 
groups expressed some scepticism, describing uncertainty regarding 
whether or not the data they were sharing was being resold and seeming 
more likely to perceive data collection as mapping or monitoring. In addi-
tion, participants in these groups described various strategies for circum-
venting data collection, for example, not using their club memberships or 
by purchasing products they would not normally buy, which is quite 
remarkable, in an attempt to sabotage perceived profiling or mapping. 
The high-trust group reacted very positively to unstaffed automated 
shops (the example of Amazon Go was used in the interviews), saying 
they would like to have access to this type of grocery store. The reactions 
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of the low-trust group were not positive. They were hesitant about 
Amazon in general, but mainly here about the lack of human contact.

Thus, agency and control seem to play a key role here. Customer clubs 
and explicit data sharing—for example, situations where customers 
actively share an address—were often described as more trustworthy than 
the more automated data collectors. Retailers with physical stores and 
established names, that were local or national players and larger compa-
nies/chains, generally enjoyed, it seems, greater trust on the part of the 
participants than did their all-digital counterparts. If there were greater 
transparency, and a guarantee that operators would not sell data on to 
third parties, then consumers indicated they would be more willing to 
give up their data to merchants and, above all, more confident in doing 
so. The participants indicated four key pieces of information and assur-
ances they would want before being comfortable with sharing their data: 
(1) What the data would be used for, (2) why it was being collected, (3) 
that it would not be used for tracking and monitoring individuals, and 
(4) it would not be sold to third parties.

Broadly speaking, the differences between the groups are shown, on 
the one hand, by the participants with a low level of trust being worried 
about losing control of their data and wanting to be more informed about 
when that happens, while on the other, the participants with a high level 
of trust felt less worried about their data being misused and also saw more 
benefit in sharing their data (for reciprocal services), and thus the 
exchange was perceived as more even. The pattern emerging from this 
focus-group is consistent with other studies in the field, highlighting 
trust, transparency, and agency as key consumer needs in the creation of 
healthy datafied retail (Chang et al., 2013; Larsson et al., 2021). However, 
each of these needs is more complex than it would seem on the surface. 
While trust is important, it also seems to be the case that consumers con-
tinue to use services despite having at least some misgivings: Transparency 
is required, but at the same time consumers are overwhelmed by informa-
tion and it seems more important to feel a sense of having agency rather 
than exercising it. This is likely to be of relevance when looking at even 
more individualised relationships between consumers and retailers, 
enabled through automated and adaptive ways of engaging consumers, 
here addressed in terms of AI-driven personalisation.
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 Discussion: Platformisation 
and Personalisation

In this section, we combine aspects of the digital organisational logic that 
we call platformisation with the automated version of personalisation in 
order to point to how these jointly enable retail practices that can both 
benefit consumers and be a threat to them. From a consumer point of 
view, we mainly problematize aspects of the lack of transparency regard-
ing how consumer data is used during both profiling and prediction, as 
well as the lack of control that accompanies third-party data markets and 
fears of being manipulated through data-driven nudging. From a retailer 
perspective, platformisation, as a digital market logic, offers efficiency at 
scale, useful marketing and analytics with the potential for greater accu-
racy in both recommendations and discounts. Its does however also lead 
to a dependency on large platforms, that may unfairly use this depen-
dency to their advantage. And, in the worst-case scenario, being a data- 
extracting third party, this may  contribute to  an  undermining of 
consumers’ trust in the retailers.

 From Platformisation to Personalisation

Data collection in retail, particularly so for e-commerce, can be seen as a 
wider digital ecosystem, part of a societal-level shift towards platformisa-
tion (Andersson Schwarz, 2017; Poell et al., 2019). On both the infra-
structural and market levels, a small number of companies are highly 
dominant. They are positioned as unavoidable infrastructure when a 
retailer uses digital marketing, stores data in the cloud, launches an app, 
or sells via an aggregated marketplace. While this may mean the efficient 
distribution of roles, whereby, for example, analytical tools and market-
ing are offered at low cost to retailers, it may also amplify consumers 
losing control of their data as they become data sources for ad-tech mar-
kets (Larsson, 2021).

Looking ahead and focusing more on behavioural analysis and con-
sumer profiling abilities, the combination of data from various sources 
can also be seen as a type of platformisation. Conglomerates operating 
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across various industries can potentially leverage their position to build a 
large corpus of personal data across various sectors of retail, allowing 
highly detailed behavioural analysis, which we have mapped elsewhere 
(Larsson et al., 2021). For example, picture a grocery store that is owned 
by a company that also owns a pharmacy, and a health insurance com-
pany. In theory, customers using all these services might be able to get 
highly specific and targeted suggestions for grocery shopping based on 
their pharmacy shopping, and have their lifestyle choices reflected in 
their insurance plan. This is precisely what was demonstrated in the sce-
nario at the beginning, where the pharmacy was able to learn about the 
shopper’s skin condition using, perhaps, the facial recognition tech at the 
grocery store, with data sharing made easier by being part of the same 
conglomerate and data infrastructure.

This adds to the complexity and the lack of data-handling transpar-
ency, both for retailers and consumers, which in turn raises ethical ques-
tions being brought up in a growing body of literature on AI governance, 
including questions regarding where personalisation starts to infringe 
upon autonomy and fairness. (“Data-driven personalisation” is discussed 
from several perspectives in an anthology edited by Kohl & Eisler, 2021). 
In a retail context, for example, this could involve a grocery store nudging 
individuals to make healthier or sustainable decisions. Imagine, in the 
vignette scenario, the pharmacy advising you to buy omega-3 supple-
ments because it was noted from your shopping history that your diet 
lacked that. While helpful in theory, it raises several questions: How 
would that end goal be set, and by whom, and how could we ensure that 
the consumer is involved in this goal setting?

 From Personalisation to an Automated Lack 
of Transparency

The platform logic (Andersson Schwarz, 2017) links to the data-driven 
and automated phenomenon of personalisation, which in itself is not 
necessarily undesirable, because it allows highly customised retail experi-
ences, and potentially saves both consumers and retailers time and money. 
One challenge seems to lie in control and consumer agency—For what 
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reason is a service individualised, based on what data, and according to 
whose goals? This was clearly raised in a recent mapping of how the dat-
ing app Tinder is setting prices for its paying premium customers. 
Swedish NGO Sveriges Konsumenter (“Swedish Consumers”) jointly con-
ducted a survey study with Södertörn University in 2022 which indicated 
that 36 different price-levels were being used for Tinder’s premium sub-
scription, without communicating any of this to users (Sveriges 
Konsumenter, 2022). That is, according to this study, some consumers 
paid 12 times more than others did for the same service, without know-
ing it. The NGO concluded that there was a lack of transparency in how, 
and for whom, this was being done, or what personal data the company 
was using in order to do so. This is corroborated in a similar study of 
other markets, where Consumers International and Mozilla (2022) stud-
ied the same app, but in six other countries, from the perspective of con-
sumer trust and regulatory frameworks in relation to personalised pricing. 
This study states that the lack of transparency in the use of data and price- 
setting is a problem from a consumer point-of-view, and that consumers 
are seeking improved protection with regard to this.

Pricing is generally unregulated and left to the markets to handle, but 
the lack of transparency for consumers may create concerns from a trust 
perspective. If we were to consider, in the ointment purchase in the open-
ing vignette, dynamic and individualised pricing in accordance with ana-
lytical predictions of one’s “willingness to pay”, it would indeed be hard 
for individual consumers to understand and compare with others how 
their offered price differed. This would mean a strong (“asymmetric”) 
information advantage for the seller, especially if the data used to profile 
the customer is rich. This advantage could, at worst, be used to time 
offers made to consumers to moments when they are in the most desper-
ate need of a service. This concern has been raised in terms of payday 
loans with high interest rates offered to debt-laden consumers who 
quickly need cash (cf. Mogaji et al., 2020), in terms of complex betting 
ads aimed at those with addiction problems, or in terms of Uber’s surge- 
pricing during emergencies and natural disasters (The Verge, September 
25, 2018). Consumers in our focus-group study also indicated that third- 
party involvement added to a sense of losing control, related to them 
losing track in this way of where their data was going and to what end, 
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regardless of whether this concerned pricing or not. Personalisation in 
retail would therefore have to take into account how this can be devel-
oped to give a sense of the consumer still being in control over his/her 
data, as well as to what end tailored services were being provided, and 
by whom.

 Conclusions

In this chapter, we open with a vignette regarding how facial and object 
recognition can be used to create a leaner consumer journey in a grocery 
store. Furthermore, in this brief vignette, we link this to data-collection 
and sharing between a consortium of retailers in accordance with a plat-
form logic that enables both the prediction and personalisation of what 
an individual consumer is likely to need in another store. While we admit 
that this scenario is not necessarily here yet, we point to the fact that all 
the individual technologies are present in retail today, particularly if you 
combine digital and in-store applications such as data-collection infra-
structure, third-party sharing, and object and face recognition, as well as 
the underlying digital, often app-based, platform structures enabling data 
sharing and automated financial transactions. We primarily use this 
vignette to set the scene for an analysis of what these practises mean for 
consumer trust per se, and what role trust plays in the successful and fair 
implementation of these types of methods. In order to do so, we prob-
lematise aspects such as the consumer’s loss of control over his/her data, 
the lack of transparency in how prices are set, and, at worst, the loss of 
agency in the consumer’s own decision-making in automated retail envi-
ronments where there is a highly unbalanced distribution of information 
between the parties.

Ultimately, we seek to contribute to an understanding of the impor-
tance of consumer trust and involvement in the development and imple-
mentation of data-dependent retail personalisation. To this end, we point 
to relevant research in the field, and draw on focus-group interviews with 
Swedish consumers sampled into those who, beforehand, indicate a high 
level of trust in retail’s data collection and those who indicate a low level 
of trust. We do this in order to address the issues of consumer trust 
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mentioned with regard to what we call platformised retail personalisa-
tion, and closely related automated data collection in digital retail, both 
in the physical and digital (and hybrid) environments.

The results from the focus group-interviews indicate that the level of 
trust that consumers generally have in data collection is of relevance to 
how successful retail’s use of personalised recommendation systems and 
targeted ads will be. The focus-group participants generally expressed 
that trust is linked to a sense of control, also indicating, interestingly, that 
customer clubs and the explicit sharing of data—that is, situations 
whereby customers actively enter, for example, their addresses—are per-
ceived as more credible and trustworthy.

• Firstly, it is remarkable that the members of neither the low-trust nor 
the high-trust groups say they inform themselves about the conse-
quences of their choices, that is, reading user agreements or cookie 
notifications to the extent that they feel they are well-informed. The 
respondents find it impossible to read consent agreements for cookies 
or other website information regarding the collection of data and pro-
cessing. The primary difference between the two groups regarding 
third-party cookies seems to be that the low-trust group is concerned 
about not having control, wanting to be more informed and express-
ing resignation, while the other feels more confident that their infor-
mation is not being misused and can be of potential benefit and thus 
does not feel any apprehension.

• Secondly, this is placing trust at the centre of consumer sentiment. 
Overall, this indicates a major challenge regarding how to set up and 
communicate AI-driven systems that depend on data collection. More 
effort thus need to go into how meaningful consumer transparency 
and autonomy can be attained, parallel with how to ensure sufficient 
governance to prevent consumer manipulation in datafied consumer 
marketplaces.

• Thirdly, the focus-groups, along with other studies, indicate that data 
collection, automation and even personalisation are highly third-party 
dependent. That is, both consumers and retailers alike depend on plat-
forms for handling their interfaces, anything from marketing to app 
stores, smartphones and data storage. This dependence adds to the 
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complexity and the possibly detrimental lack of data-handling trans-
parency, for both retailers and consumers, thus potentially undermin-
ing trusted and consumer-focused personalisation in AI-driven retail.

Trust, it seems, is the main prerequisite for functioning markets per se, 
which is why it also plays a key role in how new data-dependent and 
automated technologies impact retail markets, both online and offline. In 
this chapter, we point to the challenges of a lack of consumer control 
linked to a lack of transparency in automated and potentially AI-driven 
personalisation. This indicates the need for retailers to be attentive to how 
they digitise their marketing and their systems of recommendation, in 
order not to undermine consumer trust. Given the results of this focus- 
group study, the sharing of consumer data with third parties is the most 
problematic aspect in terms of loss of control. That is, the challenges 
inherent in data-dependent and platformised retail personalisation should 
not only be seen as technological and legal. They are also highly social, in 
the sense that these methods should only be implemented in such a way 
that they fulfil consumer needs for empowerment and involvement in 
such a way that they are not only passively trusted, but also ultimately 
trustworthy.
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