
Chapter 3 
Data Protection Law in Germany, 
the United States, and China 

3.1 Data Privacy and Crowdsourcing in Germany: Legal 
Instruments, Aspects of Contract Law, Consumer 
Protection, and Competition Law1 

3.1.1 Legal Sources for Data Processing2 

In Germany, the EU General Data Protection Regulation (GDPR) is the central 
regulatory instrument for the handling of personal data by crowdsourcing busi-
nesses. Platform companies are not specifically addressed by the EU legislation, 
but like any other data processor, they are subject to the legal requirements (Spiecker 
genannt Döhmann, 2019). On May 25, 2018, the GDPR became binding and applies 
by priority and directly (Art. 288 para. 2 TFEU3 ) in all EU member states. Its 
territorial scope of application is wide. According to what is called the “marketplace 
principle” (Art. 3 para. 2 GDPR), non-European companies offering goods and 
services to EU customers and website visitors must also observe the GDPR. As far 
as the supranational framework gives leeway for national regulations, the German 
Federal Data Protection Act (Bundesdatenschutzgesetz, BDSG)4 remains applicable 
as a further relevant source of law. In their role as internet service providers, 
crowdsourcing platforms must also consider the requirements of the German Tele-
communications Act (Telekommunikationsgesetz, TKG) and the Telemedia Act 
(Telemediengesetz, TMG) (Hetmank, 2016). 

In practice, information on data processing on crowdsourcing platforms is often 
integrated into general terms and conditions. Such private autonomous regulations

1 This subchapter was written by Sonja Mangold. 
2 This chapter covers only the most important sources of law. 
3 Treaty on the Functioning of the European Union 
4 Revised by the Data Protection Adaptation and Implementation Act EU - DSAnpUG- EU of June 
30, 2017, Federal Law Gazette Part I No. 44, 2017. 
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must be measured against the abuse control provisions of the German Civil Code 
(Bürgerliches Gesetzbuch, BGB) for general terms and conditions (§§ 305 et seq. 
BGB). They must not deviate from the legal model—for example, the requirements 
of the GDPR—in a surprising or too far-reaching, disadvantageous manner. Insofar 
as platform users are consumers, particularly strict requirements apply to the 
pre-formulated data protection clauses (cf. § 308 et seq. BGB). Data protection 
violations can then also be prosecuted under civil law by consumer associations5 

under the Injunctive Action Act (Unterlassungsklagengesetz, UklaG).6
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The use of personal data and the analysis of large datasets in digital business 
models can bring decisive competitive advantages. On the other hand, the notable 
trend in the crowdsourcing market towards the concentration of economic power and 
data resources through some large platforms harbors the risk of distortions of 
competition to the detriment of customers, consumers and smaller platforms 
(Schweitzer et al., 2018). Competition problems associated with the “data power” 
of companies are addressed by the European and German antitrust law. As the much-
noticed case by the German Federal Cartel Office (Bundeskartellamt) against Meta-
Facebook shows,7 antitrust requirements can be a lever for enforcing data protection 
rights. 

The GWB Digitization Act (GWB-Digitalisierungsgesetz),8 which came into 
force in January 2021, contains specific regulations to limit platform power (von 
Wallenberg, 2020). The new regulatory framework expressly names access to 
competition-relevant data as a criterion for determining the market power of com-
panies, which can be combated by means of antitrust abuse control (§ 18 para. 3 No. 
3 GWB). The German Federal Cartel Office can prohibit anticompetitive behavior 
on the part of large platforms, such as denial of data portability (§ 19a para. 2 (1) No. 
5 GWB). The regulation also provides for rights to data access over the objections of

5 Consumer associations can assert injunctive relief due to the use of terms and conditions that 
violate data protection law (§ 1 UKlaG) and other violations of consumer data protection for 
commercial reasons (§ 2 para. 2 (1) no. 11 UKlaG). Another instrument for the collective 
enforcement of consumer rights is the “model declaratory action,” which was introduced in the 
Code of Civil Procedure (Zivilprozessordnung, ZPO) in 2018 as a result of the “VW diesel scandal.” 
6 A new instrument for collective private law enforcement of consumer and data protection rights is 
the EU collective action directive 2020/1828, which must be implemented and applied in the EU 
member states by 2023. For more information on the implications of the set of rules for the 
enforcement of data protection law, see e.g., Grewe and Stegemann (2021). 
7 The German Federal Cartel Office (Bundeskartellamt) had prohibited Facebook (now Meta) from 
collecting and merging data from third-party websites by means of general terms and conditions 
without the consent of the users. See Bundeskartellamt (2019), case report B6–22-16, online at: 
https://www.bundeskartellamt.de/SharedDocs/Meldung/DE/Meldungen%20News%20 
Karussell/2019/07_02_2019_Facebook.html (last accessed June 9, 2023). The Federal Court of 
Justice has confirmed the order of the Federal Cartel Office in an urgent procedure. Preliminary 
proceedings are currently pending before the ECJ. 
8 Act amending the Act against Restraints of Competition for a focused, proactive and digital 
competition law 4.0 and other provisions, Federal Law Gazette Part 1 No. 1, 2021.

https://www.bundeskartellamt.de/SharedDocs/Meldung/DE/Meldungen%20News%20Karussell/2019/07_02_2019_Facebook.html
https://www.bundeskartellamt.de/SharedDocs/Meldung/DE/Meldungen%20News%20Karussell/2019/07_02_2019_Facebook.html


powerful companies (§ 19 para. 2 No. 4, § 20 para. 1 (a) GWB) (see Schweitzer 
et al., 2018).9
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German competition law also contains provisions that are relevant to issues of 
privacy. Platforms’ data processing practices could be problematic from an unfair 
competition point of view.10 For example, insufficient information about data 
collection and use can be assessed as anti-competitive and can be punished and 
prevented by associations and competing companies through the Unfair Competition 
Act (Gesetz gegen den unlauteren Wettbewerb, UWG) (Podszun & de Toma, 2016). 

The EU regulation on the promotion of fairness and transparency for commercial 
users of online intermediation services (Regulation (EU) 1150/2019—Peer to Busi-
ness (P2B) Regulation), which has been in force since summer 2020, is another 
important instrument that concerns platform businesses. The P2B Regulation con-
tains contractual and competition law requirements to compensate for data-related 
market power asymmetries (Tribess, 2020). In particular, platforms are obliged to 
establish transparency towards their commercial users with regard to access to and 
processing of personal or other data (Art. 9 P2B Regulation). Customers can take 
action against non-transparent general terms and conditions through an internal 
complaint procedure to be created by the platforms (Art. 11 P2B Regulation). In 
addition, competition associations can prosecute violations of transparency obliga-
tions with regard to data processing (cf. Art. 14 P2B Regulation).11 

The European Commission’s new proposal for a directive on improving working 
conditions in platform work12 deals specifically with privacy issues regarding 
crowdworkers. The planned legal framework contains restrictions on the processing 
of personal data of (self-employed and employed) platform workers in connection 
with algorithmic management (see Sect. 3.1.8, below). 

The prospective ePrivacy Regulation13 could bring new data protection standards 
in the EU member states with regard to the use of cookies and web tracking services. 
The ePrivacy regulation is expected to replace, expand and supplement the

9 Using the criterion of data power, the Bundeskartellamt recently found that Alphabet/Google is 
subject to the extended abuse control for digital corporations (19 (a) GWB). See Bundeskartellamt, 
press release of January 5, 2022, online at: https://www.bundeskartellamt.de/SharedDocs/ 
Publikation/DE/Pressemitteilungen/2022/05_01_2022_Google_19a.html (last accessed June 
9, 2023). 
10 See Wiedemann (2021) on the interplay between data protection and competition law. 
11 The current legislative initiative of the European Commission on the Digital Services Act 
(Regulation (EU) 2022/2065 of the European Parliament and of the Council of 19 October 2022 
on a Single Market for Digital Services and amending Directive 2000/31/EC (Digital Services Act)) 
also includes new transparency and framework rules, especially for large platforms. For more 
details, see Berberich and Seip (2021). 
12 Proposal of the European Commission for a regulation of the European Parliament and of the 
Council on improving working conditions in platform work (COM (2021) 762 final). 
13 Proposal of the European Commission for a regulation of the European Parliament and of the 
Council on respect for private life and the protection of personal data in electronic communication 
and on the repeal of Directive 2002/58 / EC (regulation on privacy and electronic communication), 
2017/0003 (COD).

https://www.bundeskartellamt.de/SharedDocs/Publikation/DE/Pressemitteilungen/2022/05_01_2022_Google_19a.html
https://www.bundeskartellamt.de/SharedDocs/Publikation/DE/Pressemitteilungen/2022/05_01_2022_Google_19a.html


information obligations and admissibility requirements set forth by the GDPR and 
the German telecommunications law.14 However, so far, no agreement has been 
reached on the legislative proposal by the European Commission.
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3.1.2 Data Security: At the Interface Between Data Protection 
and IT Security Law 

Cyber attacks, the use of spyware, and identity theft are risks that are particularly 
high in digital business models such as crowdsourcing. This results in new chal-
lenges for data security, which aims to protect against manipulation, loss or 
unauthorized access to data (Spiecker genannt Döhmann, 2019). Data security is 
legally guaranteed in Art. 5 para. 1 (f), Art. 32 GDPR. Although there are currently 
no regulations that specifically take into account the security situation in platform 
processes (Spiecker genannt Döhmann, 2019), various standards in German and 
European law oblige companies to ensure IT security and to protect user data from 
loss, destruction, theft or misuse. The general and area-specific German IT security 
laws (BSI law, IT Security Act 2.0,15 TMG, TKG) contain provisions on security 
measures, information obligations and reporting obligations in the event of 
malfunctions, which are also relevant for platforms. In addition, there are subordi-
nate legal regulations such as DIN standards and ISO standards. There are also 
regulations in tax and commercial law that deal with the secure retention and storage 
of data. 

EU data protection law also contains specific regulations on data security. 
According to Art. 32 GDPR, platform companies and their contract data processors 
are obliged to carry out a risk analysis when processing personal data and to take 
necessary technical and organizational security measures such as encryption. In 
addition, Articles 33 and 34 GDPR provide for obligations in the event of data 
breaches to report to authorities and those affected. Violations of data security can 
result in official sanctions as well as contractual and liability consequences (Riehm 
& Meier, 2020). 

14 The ePrivacy regulation is intended to replace the previous ePrivacy Directive and the Cookie 
Directive (RL 2009/136/EG). According to the current legal situation German and European 
privacy law (Sec. 25 (1) Telecommunications Telemedia Data Protection Act which implements 
Art. 5 (3) ePrivacy Directive into national law) generally require that users give their voluntary, 
specific, informed consent to the use of tracking and advertising cookies. 
15 For more information on the recently passed IT Security Act 2.0, which provides for changes and 
extensions of the existing IT security law, see Kipker and Scholz (2020).
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3.1.3 Protection of Personal and Sensitive Data 

German and European data protection law only applies if platforms collect and 
process personal data. Such data are legally defined in Art. 4 para. 1 GDPR as “all 
information that relates to an identified or identifiable natural person.” The informa-
tion therefore does not have to explicitly identify a person; it is sufficient if a person 
can be identified by information such as date of birth and social security number.16 

Fixed and dynamic IP addresses can also represent personal data (on the latter, see 
ECJ, judgment of October 19, 2016—C-582/14—Breyer case).17 

When processing data, platforms must consider that sensitive user information is 
particularly legally protected. For example, the processing of information about skin 
color, party and trade union membership, religious affiliation, or health data is 
principally prohibited according to Art. 9 para. 1 GDPR.18 Data processing is only 
permitted in exceptional cases, for example if users have expressly consented to the 
processing of sensitive information for a specific purpose (Art. 9 para. 
2 (a) GDPR).19 

3.1.4 Particularities of Data Protection: Company 
Information, Consumer and Employee Data 

German and European data protection law only relates to the personal information of 
natural persons (cf. Art. 1 para. 1, Art. 4 para. 1 GDPR). Insofar as crowdsourcing 
platforms collect and process company information, the existing data protection 
regulations are generally inapplicable.20 Exceptions apply if business customer 
information allows direct conclusions to be drawn about individual natural persons 
(Ernst, 2021). Crowdworkers who are active as solo entrepreneurs on platforms can 
also rely on data protection law. 

16 According to Article 4 para.1 GDPR, identification may take place “in particular by reference to 
an identifier such as a name, an identification number, location data, an online identifier or to one or 
more factors specific to the physical, physiological, genetic, mental, economic, cultural or social 
identity of that natural person.” 
17 For more detail on the controversial question of whether identifiability depends on the subjective 
perspective of the responsible data processor or objective criteria, see Spindler and Dalby (2019). 
18 Special categories of data in accordance with Article 9 para.1 GDPR include data on racial or 
ethnic origin; political opinions; religious, ideological or trade union beliefs; health data; genetic or 
biometric data; or information on a person’s sex life or sexual orientation. 
19 Whether consent can justify the processing of sensitive data is problematic when there is a 
structural power imbalance between the responsible body and the user. See Spindler and 
Dalby (2019). 
20 Data of legal entities (e.g., limited liability companies, registered associations) such as company 
name, legal form or contact details are expressly not subject to the framework of data protection law 
(see Recital 14 GDPR).
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Special data protection-related requirements must be observed if users of 
crowdsourcing platforms are consumers.21 Website visitors and crowdworkers 
who occasionally work on platforms will regularly have to be classified as con-
sumers (Däubler & Klebe, 2015). Therefore, under certain circumstances, stricter 
requirements apply to legitimizing consent to data processing (Ernst, 2017). Plat-
form companies must also expect consumer associations to take legal action against 
possible data protection violations (see above). In the legal discussion in Germany, it 
is controversial whether crowdworkers are to be classified as employees (e.g., 
Walzer, 2019), which would interfere with regulations on employee data protec-
tion.22 Most platform companies treat crowdworkers as self-employed. However, 
the Federal Labor Court (Bundesarbeitsgericht, BAG) recently classified a 
crowdworker who was active on a microtask platform as an employee in accordance 
with labor law (BAG, judgment of December 1, 2020–9 AZR 102/20). If 
crowdworkers fall under the concept of employee, the increased legality require-
ments for data processing in the employment relationship according to § 26 BDSG 
apply.23 Accordingly, the collection and use of personal data are only permitted if 
they are necessary in view of the employment context. With regard to valid consent 
to data processing, strict assessment and documentation obligations apply (Düwell & 
Brink, 2017). 

3.1.5 Basic Principles of Data Processing 

Crowdsourcing platforms must observe some basic data protection principles. In 
contrast to the United States, the central principle in German and European data 
protection law is the principle of prohibition with reservation of permission. Accord-
ingly, personal data may only be collected and processed if there is valid consent or 
another legal basis (Spiecker genannt Döhmann, 2019). The European Court of 
Justice (ECJ) has consistently held that any handling of personal data must meet the 
requirements of legal admissibility in accordance with Art. 6 GDPR and the princi-
ples regarding the quality of processing in accordance with Art. 5 GDPR (ECJ, case 
C-137/17 and C-507/17-Google France). 

Art. 5 GDPR regulates some general data protection principles. In the event of 
non-compliance, the supervisory authority can impose a fine (cf. Art. 83 para. 
5 (a) GDPR). Accordingly, platforms must deal with user data lawfully,

21 For more about the concept of consumer in German and European private law, see Völker (2013). 
22 The concept of employee is legally defined in § 26 para. 8 of the German Civil Code (BDSG). 
Applicants are therefore also considered to be employees. 
23 Article 88 GDPR allows EU member states to adopt more specific rules on the protection of 
employees. In the course of adapting data protection law to the GDPR, the German legislature has 
made use of this in 2017 with the new regulation pursuant to § 26 of the German Federal Data 
Protection Act (BDSG).



transparently and fairly (Art. 5 para. 1 (a) GDPR).24 Regarding the principle of 
transparency, Recital 39 GDPR states that data subjects must always be made aware 
of who is collecting the data, whether and to what extent personal data is being 
collected, and which data is stored and processed. It further states that any informa-
tion and communication relating to the processing must be easily accessible and easy 
to understand, and that clear and plain language must be used. The principle of 
transparency is made more concrete in the detailed information obligations 
according to Art. 13 and Art. 14 GDPR. Accordingly, platforms that collect data 
directly or obtain data from third-party sources are obliged to specify the purposes 
and all legal bases of the processing, to name the recipients or recipient categories of 
the data, and to explain the storage period or the criteria for determining it. The data 
subject’s rights according to Art. 15 et seq. GDPR—such as the right to access, 
deletion, and data portability—must also be listed in the privacy statement.25
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Another central principle of data protection law is the requirement of purpose 
limitation (Art. 5 para. 1 (b) GDPR). Accordingly, personal information may only be 
collected and stored for specified, clear and legitimate purposes. Collection and 
storage of data without prior definition of the purpose is not permitted. If platforms 
continue to use collected data for changed purposes—such as marketing or claims 
management—this use requires a new justification.26 

The principle of data minimization (Art. 5 para. 1 (c) GDPR) provides that the 
personal data collected must be adequate and factually relevant for the purpose. In 
addition, the processing must be limited to what is necessary for the purpose. 
Another key concern of data protection law is the principle of data accuracy (Art. 
5 para. 1 (d) GDPR). This principle states that personal data must be factually correct 
and up-to-date. Platforms as controllers must take all reasonable steps to correct or 
delete incorrect personal data (Schantz, 2020). When creating individual user and 
personality profiles, for example for advertising purposes, it is important to ensure 
that the information is correct.27 The principle of storage limitation (Art. 5 para. 
1 (e) GDPR) is closely linked to the principles of data minimization and data 
accuracy. Accordingly, platforms are required not to store data longer than neces-
sary. Outdated or incorrect data must be deleted. For this purpose, suitable test and 
deletion concepts must be developed. The principle of storage limitation also means

24 Unfair processing—which at the same time infringes the principle of transparency—includes, for 
example, secret video and sound recordings (see Spindler & Dalby, 2019). 
25 Information obligations for platform companies operating websites in Germany may also arise 
from Article 5 TMG and Article 14 of the EU Regulation on the Online Settlement of Consumer 
Disputes. 
26 However, Article 6 para. 4 GDPR provides for unexplained facilitation of data processing for 
modified purposes; for more on the threat of solidifying data power and market power of platforms, 
see Spiecker genannt Döhmann (2019). 
27 Recital 71 para. 6 GDPR expressly calls for the use of professionally recognized methods and 
procedures in profiling in order to correct errors and minimize risks. However, it is controversial 
whether this results in a legal duty for companies to use such procedures (see Lorentz, 2020).



that personal data is anonymized or at least pseudonymized if possible (Schantz, 
2020).
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With Art. 25 GDPR, the concepts of data protection through “privacy by design” 
and “privacy by default” were established for the first time throughout the EU (see 
Baumgartner & Gausling, 2017). The rules on privacy by design and privacy by 
default specify the principles set out in Art. 5 GDPR, in particular the principle of 
data minimization. The obligation to privacy by design (Art. 25 para. 1 GDPR) 
means that platforms must take appropriate organizational and technical data pro-
tection measures before data processing, taking into account the state of the art and 
implementation costs. Thus, there is legal leeway for companies with regard to the 
selection of specific precautions. For example, anonymization, pseudonymization 
and encryption techniques come into consideration. Privacy by default (Art. 25 para. 
2 GDPR) obliges companies to offer preselected privacy-friendly settings in pro-
grams, apps, and other applications. Users should thus be automatically protected 
against excessive data usage. If the obligations to privacy by design and privacy by 
default are violated, the supervisory authorities can impose fines of up to 10 million 
EUR or up to 2% of the company’s worldwide annual turnover in the previous 
financial year, whichever is higher (Art. 83 para. 4 (a) GDPR). Platform companies 
can use data protection certifications to demonstrate compliance with the require-
ments set out in Art. 25 para. 1–3 GDPR. 

3.1.6 Pseudonymization and Anonymization as Data 
Protection Measures 

Pseudonymization and anonymization are central means of the European data 
protection framework (e.g., Voigt & von dem Busche, 2018). In Art. 25 para. 
1 GDPR, pseudonymization is expressly mentioned as a way to implement privacy 
by design. Art. 32 para. 1 (a) GDPR describes pseudonymization as an instrument 
for establishing data security. Art. 4 para. 5 GDPR defines pseudonymization as “the 
processing of personal data in such a manner that the personal data can no longer be 
attributed to a specific data subject without the use of additional information, 
provided that such additional information is kept separately and is subject to 
technical and organizational measures to ensure that the personal data are not 
attributed to an identified or identifiable natural person.” Successful 
pseudonymization thus makes it difficult to attribute data to a person; 
re-identification is only possible if certain additional information is known. If 
platforms process and use data in a pseudonymized form, for example when creating 
user profiles,28 data protection risks can be significantly reduced. Successful

28 Art. 15 para. 3 TMG entitles platforms as internet service providers to use pseudonymous user 
profiles, for example for the purposes of advertising and market research.



pseudonymization can be taken into account when justifying data processing (Art. 
6, 9 GDPR) in favor of the platforms.
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The anonymization of data guarantees even greater privacy protection. In the case 
of anonymized data, the personal reference is removed in such a way that 
re-identifiability is not possible or only possible with a disproportionately large 
amount of time and money. If platforms use user data in anonymous, aggregated 
form, for example for statistics and market research purposes, the requirements of 
data protection law do not apply.29 

3.1.7 Consent as the Central Legitimation of Data Processing 

In addition to legitimate business interests according to Art. 6 para. 1 (f) GDPR, 
crowdsourcing platforms will most often use the consent of the users (Art. 6 para. 
1 (a), Art. 4 para. 11, Art. 7 et seq. GDPR) as the legal basis for their data processing. 
In the GDPR, consent30 is a central concept of legitimizing data collection (Buchner, 
2010). As a voluntary decision, it takes precedence over statutory provisions on 
admissibility. At the same time, statutory admissibility for platforms as responsible 
data processors is more legally certain (Frenzel, 2021). When obtaining consent, 
there are some legal requirements that must be observed. The consent must be given 
voluntarily, for the specific case and in an informed manner. Furthermore, platforms 
must be able to demonstrate that the user has consented to processing of data (Art. 
7 para. 1 GDPR). If users as employees or consumers are in a power imbalance 
vis-à-vis the platform, the voluntary consent can be problematic (Recital 43 GDPR). 
In this case, consent can only freely be given if the data processing is in the interests 
of the user or if the user does not suffer any disadvantages by refusing to give 
consent (Stemmer, 2020). If platforms collect data that are not required for the 
provision of their services, the ban on “tying” (Art. 7 para. 4 GDPR) must also be 
observed. Accordingly, access to the service may not be made dependent on consent 
to an unnecessary use of data, in the sense of “take it or leave it.” A voluntary 
decision is also doubtful if a large provider with a significant market share requires 
its users to consent to extensive data use as a condition for using the service (Ernst, 
2017). If consent is obtained, as is often the case, through general terms and 
conditions, the consent to data processing section should be particularly emphasized 
(Art. 7 para. 2 GDPR). Informed consent cannot be assumed if the information on 
data processing is written in “legalese” (Ernst, 2017). A consent to excessive further 
use of personal data can be invalid if solicited through a surprise clause under

29 Recital 26 para. 5 GDPR provides that the principles of data protection do not apply to 
anonymous information. 
30 Consent is legally defined in Article 4 para. 11 GDPR as “any freely given, specific, informed, 
and unambiguous indication of the data subject’s wishes by which he or she, by a statement or by a 
clear affirmative action, signifies agreement to the processing of personal data relating to him or 
her.”



general terms and conditions law (Spiecker genannt Döhmann, 2019). Likewise, 
pre-ticked boxes shall not constitute consent (Recital 32 GDPR).
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According to German and European case law, the use of cookies to analyze user 
behavior and for advertising purposes also requires active consent in the sense of an 
opt-in31 (see most recently ECJ, judgment of October 1, 2019, Az. C-673/17; BGH, 
judgment of May 28, 2020-I ZR 7/16). 

3.1.8 Algorithm-Based Decision-Making: Risks 
of Discrimination, Solution Approaches 

Crowdsourcing platforms use algorithm-supported, data-driven decisions in a vari-
ety of ways (see e.g. Hannák et al., 2017; Ivanova et al., 2018). For example, 
crowdsourcing platforms often use algorithms to select, place and evaluate the 
performance of crowdworkers. In addition, algorithm-based data mining and big 
data analysis methods can be used to create extensive customer and visitor profiles, 
for example for marketing purposes. 

Existing studies show that algorithm-based decision-making and evaluation on 
crowdsourcing platforms can be associated with unlawful disadvantages for groups 
at risk of discrimination, for example because of their gender or ethnic origin 
(Hannák et al., 2017). Algorithmic risks of discrimination have not been compre-
hensively and specifically addressed in German and European data protection and 
anti-discrimination law. However, there are some starting points for regulating 
algorithmic discrimination (Orwat, 2020). Particularly noteworthy is the regulation 
in Art. 22 para. 1 GDPR, according to which data subjects generally have the right 
not to be subject to a “decision based solely on automated processing—including 
profiling.”32 If such a decision is permitted in exceptional cases (in the case of 
contract fulfillment or consent, Art. 22 para. 2 GDPR), affected persons have the 
right to contest the decision (cf. Art. 22 para. 3 GDPR). Even stricter requirements 
apply according to Art. 22 para. 4 GDPR if, within the framework of automated 
decisions, discriminatory data within the meaning of Art. 9 para. 1 GDPR are 
processed (Buchner, 2018). 

In addition, the GDPR provides for extended information obligations and rights 
to information for those affected about the logic involved and the effects of auto-
mated decision-making (Art. 13 para. 2 (f), 14 para. 2 (g), 15 para. 1 (h) GDPR).

31 The sending of a newsletter or promotional e-mails can be legitimized by checking the original 
consent of the user again via a final confirmation link sent to his or her e-mail address. With this 
double opt-in procedure, companies can obtain legally watertight proof of user consent. 
32 Profiling is legally defined in Article 4 para. 4 GDPR as any form of automated processing of 
personal data consisting of the use of personal data to evaluate certain personal aspects relating to a 
natural person, in particular to analyze or predict aspects concerning that natural person’s perfor-
mance at work, economic situation, health, personal preferences, interests, reliability, behavior, 
location or movements.



Accordingly, companies must provide information about the functionality and 
decision-making options of the algorithm (Orwat, 2020). Furthermore, Art. 
35 para. 3 (a) GDPR obliges companies to carry out a data protection impact 
assessment if—in the case of algorithm-based, automated decisions—personal 
aspects of a person are comprehensively and systematically evaluated.
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In addition, the German General Act on Equal Treatment (Allgemeines 
Gleichbehandlungsgesetz, AGG) offers individual and collective legal redress in 
order to take action against discriminatory decisions using algorithms (Orwat, 2020). 
With its current strategy on artificial intelligence, the European Commission33 has 
proposed extensive new regulations to make algorithm-based decisions fair, trans-
parent, and non-discriminatory. Also worth mentioning are the specifications regard-
ing algorithmic management of the planned EU directive on improving working 
conditions in platform work, mentioned above. In particular, the proposed directive 
stipulates that platform companies shall not automatically process any personal data 
relating to the psychological state, health status, or private conversations of platform 
workers (cf. Art. 6 para. 5). 

3.1.9 Rights of Data Subjects 

Art. 15 et seq. GDPR delineates the rights that users can assert against platforms as 
responsible data processors. According to Art. 15 para. 1 GDPR34 (right of access), 
platform companies must provide information on processing purposes, categories of 
data, recipients, storage duration and rights of appeal to a supervisory authority on 
request. Art. 15 para. 3 sent. 1 GDPR obliges organizations to provide a free copy of 
the personal data that is being processed, upon request by the data subject. 
According to Art. 16 para. 1 GDPR, users can immediately request the correction 
of incorrect information concerning them. Art. 17 GDPR defines the right to erasure 
of the data or to be forgotten. A deletion of data must be carried out in particular if 
the data is no longer required or the person concerned has revoked their original 
consent. The question of whether companies can legally fulfill their obligation to 
data deletion by anonymizing the data is legally controversial (e.g., Stürmer, 2020). 

A central right of data subjects in the platform economy is the right to data 
portability according to Art. 20 GDPR (Ciotti et al., 2021; Schweitzer, 2019). This 
pursues a consumer protection and antitrust law objective and is intended to prevent 
lock-in effects in the sense of customer retention to one provider. Users are therefore 
entitled to receive all of their personal data in a commonly used and machine-
readable format (Art. 20 para. 1 GDPR). In addition, those affected have the right 
to port their data to third parties, provided that the rights and freedoms of third parties

33 European Commission, Proposal for a regulation laying down harmonized rules on artificial 
intelligence, COM (2021) 206 final. 
34 § 34 BDSG foresees some national limitations of the right of access.



are not affected (Art. 20 para. 4 GDPR). However, the exact scope, technical design 
and practical significance of the right to data portability are still unclear (Schweitzer, 
2019).
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Art. 21 GDPR grants users the right to object to lawful data processing under 
certain conditions. Platforms may then no longer be allowed to process the data in 
question. In Art. 21 para. 1 GDPR, the right is standardized to object to individually 
unreasonable processing—including profiling—on the basis of Art. 6 para. 
1 (f) GDPR. In addition, data processing for the purpose of direct advertising can 
be prevented by the affected users asserting their right to object (see Art. 21 para. 
2, para. 3 GDPR). In the event of violations of the rights of users according to Art. 
15 et seq. GDPR, platforms must reckon with claims for damages and fines (Art. 
82, Art. 83 para. 5 (b) GDPR). 

3.1.10 The Data Protection Impact Assessment: 
Self-Evaluation in the Case of High-Risk Data 
Processing 

In those cases of data processing that might result in elevated risk to the rights and 
freedoms of natural persons, companies must carry out a data protection impact 
assessment (Art. 35 et seq. GDPR), evaluating the consequences of data processing 
in advance and then selecting and taking adequate security and data protection 
measures. As part of the data protection impact assessment, risks for the protection 
of personal data must be identified and assessed. The recommendations of the 
German Federal Office for Information Security on protection needs can be helpful 
in this regard. Furthermore, a risk treatment plan must be drawn up (Friedewald, 
2017). 

A self-evaluation according to Art. 35 GDPR may be necessary for 
crowdsourcing for various reasons. In particular, platform companies can be obliged 
to carry out a privacy impact assessment if they use web tracking technologies, carry 
out big data analyses, or otherwise engage in profiling. There is also an obligation in 
accordance with Art. 35 GDPR if a large amount of highly sensitive data is 
processed (Hansen, 2020). If the data protection impact assessment shows that 
there is a high risk potential, the competent data protection supervisory authority 
must be consulted before data processing (Art. 36 para. 1 GDPR). A violation of the 
requirements according to Art. 35 et seq. GDPR can be punished with fines of up to 
ten million EUR or up to 2% of the company’s worldwide annual turnover in the 
previous financial year (Art. 83 para. 4 (a) GDPR).
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3.1.11 Internal and External Data Protection Controls 

A central element of corporate self-monitoring in privacy issues is the company data 
protection officer (Art. 37 GDPR, § 38 BDSG), whose main tasks are advising, 
monitoring compliance with standards, training, cooperation with supervisory 
authorities, and responding to inquiries from those affected (cf. Art. 39 GDPR, § 
7 BDSG). Platforms may be obliged to appoint a company data protection officer if 
they use GPS tracker apps or process large quantities of sensitive data in accordance 
with Art. 9 GDPR (cf. Art. 37 para. 1 (b), (c) GDPR). A designation requirement can 
also pertain under German law if a data protection impact assessment is required for 
crowdsourcing services (§ 38 para. 1 sent. 2 BDSG).35 In addition, it may be 
advisable for platforms to voluntarily appoint a data protection officer in order to 
better meet their data protection obligations. 

Private self-monitoring under data protection law within a company is flanked by 
state-level and national supervisory mechanisms. According to Art. 51 et seq. 
GDPR, each EU member state must set up one or more independent data protection 
authorities. In Germany, data protection supervision is organized on a federal basis 
with the Federal Data Protection Commissioner and the State Data Protection 
Commissioner. The national data protection authorities have extensive control 
responsibilities and powers. Their primary tasks include monitoring and enforcing 
the GDPR, making companies aware of their obligations under data protection law, 
and processing inquiries and complaints from those affected (cf. Art. 57 para. 
1 GDPR). The supervisory authorities are also responsible for questions relating to 
employee data protection. Art. 58 GDPR regulates powers of investigation, remedial 
action and approval. For example, the data protection supervisory authorities can 
prohibit illegal data processing, have personal data deleted, and prevent data trans-
fers to non-EU countries. According to Art. 58 para. 5 GDPR, the EU member states 
must grant the supervisory authorities the right to “engage in legal proceedings.” 
Additional powers of the federal data protection officer and the state data protection 
officer according to national law, such as access rights, are regulated in §§ 
16, 40 BDSG. 

3.1.12 Sanctions 

For the prosecution and sanctioning of data protection violations, the GDPR regu-
lates, among others, fines, claims for damages, and the right to collective actions 
(e.g., Körner, 2017). In the event of violations of data protection obligations, the

35 Pursuant to § 38 para. 1 BDSG, there is also an obligation to designate an officer if more than 
twenty persons are engaged in the automated processing of personal data. As many crowdsourcing 
platforms are small and medium-sized enterprises (SMEs), this threshold is typically unlikely to be 
reached.



supervisory authorities can impose fines of up to 10 million EUR or up to 2% of the 
company’s total worldwide annual turnover of the previous financial year, which-
ever is higher (Art. 83 para. 4 GDPR). In the case of particularly serious data 
protection violations, even more severe fines can be imposed. In the event of 
violations of the processing principles of the GDPR, including the conditions for 
lawful consent, violations of the rights of the data subjects and disregard of the 
instructions of the supervisory authorities, the fine can even be up to 20 million EUR 
or 4% of annual sales. In addition, the GDPR provides for claims for compensation 
for material and immaterial damages against the person responsible or the contracted 
data processor in the event of data protection violations (Art. 82 GDPR).
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3.2 Data Privacy in Digital Business in the United States: 
Fragmented Rules, State Pioneers and the Prominent 
Role of the Federal Trade Commission36 

3.2.1 Patchwork of Privacy Regulation 

The United States is home to a complicated patchwork of state and federal statutes 
and case law on data protection37 (Barrett, 2019). Unlike in the EU, there is no 
general national privacy legislation.38 However, numerous sector-specific laws on 
data use have been passed, some of which may also affect crowdsourcing platforms. 
For example, the Children’s Online Privacy Protection Act (COPPA)39 regulates 
requirements for operators of websites that collect personal data from children under 
the age of 13 (Ritvo et al., 2013). The Electronic Communications Privacy Act,40 

which addresses both public and private bodies, imposes restrictions on the use of 
electronic communication (Determann, 2016). When crowdsourcing platforms ask 
for, receive, and use background checks or credit information from users and 
customers, the requirements of the Fair Credit Reporting Act (FCRA)41 may be

36 This subchapter was written by Sonja Mangold. 
37 The term “data protection” is preferred in European law. The term “privacy” is commonly used in 
the U.S. “Data protection” rather refers to the protection process whereas “data privacy” is a more 
rights-based approach. In the following these two terms are used synonymously. 
38 The introduction of a uniform federal privacy law is currently being called for by various sides 
(tech industry, civil society); see Levine (2021), online at: https://www.politico.com/news/2021/0 
6/01/washington-plan-protect-american-data-silicon-valley-491405 (last accessed: June 9, 2023). 
39 COPPA, available online at: https://www.ecfr.gov/cgi-bin/text-idx?SID=4939e77c77a1a1a08c1 
cbf905fc4b409&node=16%3A1.0.1.3.36&rgn=div5 (last accessed June 9, 2023). 
40 The Electronic Communications Privacy Act (1986) includes the Wiretap Act and the Stored 
Communications Act. 
41 FCRA, available online at: https://www.ecfr.gov/cgi-bin/text-idx?SID=2b1fab8de5438fc52f2 
a326fc6592874&mc=true&tpl=/ecfrbrowse/Title16/16CIsubchapF.tpl (last accessed June 
9, 2023).

https://www.politico.com/news/2021/06/01/washington-plan-protect-american-data-silicon-valley-491405
https://www.politico.com/news/2021/06/01/washington-plan-protect-american-data-silicon-valley-491405
https://www.ecfr.gov/cgi-bin/text-idx?SID=4939e77c77a1a1a08c1cbf905fc4b409&node=16%3A1.0.1.3.36&rgn=div5
https://www.ecfr.gov/cgi-bin/text-idx?SID=4939e77c77a1a1a08c1cbf905fc4b409&node=16%3A1.0.1.3.36&rgn=div5
https://d.docs.live.net/9f40e76ff6b7dcbd/:%20https:/www.ecfr.gov/cgi-bin/text-idx?SID=2b1fab8de5438fc52f2a326fc6592874&mc=true&tpl=/ecfrbrowse/Title16/16CIsubchapF.tpl
https://d.docs.live.net/9f40e76ff6b7dcbd/:%20https:/www.ecfr.gov/cgi-bin/text-idx?SID=2b1fab8de5438fc52f2a326fc6592874&mc=true&tpl=/ecfrbrowse/Title16/16CIsubchapF.tpl


relevant (Hoofnagle, 2013). The FCRA contains provisions on the accuracy and 
disclosure of financial information and aims to protect consumers from identity theft. 
Accordingly, platforms can only obtain consumer reports, that is, the collections of 
documents that a prospective employer may use to evaluate a potential employee, for 
legally permissible purposes. Consumer reports include, for example, information 
from credit agencies about creditworthiness, general reputation, and personal char-
acteristics of consumers. Background checks on crowdworkers can also be consid-
ered as consumer reports (Hoofnagle, 2013). If platforms have taken adverse action 
based on such reports, they must notify the affected persons.
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As is practice in other countries, American crowdsourcing platforms often inte-
grate privacy clauses into their general terms of use. There is no abuse control of 
standardized terms and conditions comparable to German law in the U.S. However, 
under certain circumstances, it is possible to proceed against privacy violations in 
terms of use under competition law (Munz, 1992). 

Several antitrust bills were recently introduced in the U.S. Congress which are 
intended to limit the market and data power of large platform companies. The 
American Choice and Innovation Online Act42 would prohibit data access restric-
tions on business users. The Augmenting Compatibility and Competition by 
Enabling Service Switching (ACCESS) Act43 would require platforms to guarantee 
some minimum standard of interoperability and data portability. However, it is still 
uncertain whether these laws will ultimately be passed. 

The Federal Trade Commission (FTC) plays a prominent role in enforcing data 
privacy in the U.S. (Solove & Hartzog, 2014). The FTC is an independent federal 
agency responsible for competition and consumer protection. Violations of con-
sumer privacy can be pursued by the FTC as unfair competition on the basis of 
15 Code of Laws of the United States of America (U.S.C.) § 45 (= Section 5 FTC 
Act). The FTC could take action against misleading or incorrect information in the 
privacy statements of crowdsourcing platforms. In the past, the FTC has repeatedly 
raised objections to the data protection practices of powerful digital corporations like 
Google or Meta-Facebook.44 Data protection violations by crowdsourcing platforms 
and their representatives could also be sanctioned via U.S. tort law (Determann, 
2016).45 

Moreover, almost all U.S. states have specific data protection laws for residents 
that platform companies should consider. California has played a pioneering role in

42 Available online at: https://www.congress.gov/bill/117th-congress/house-bill/3816/text?r=43& 
s=1 (last accessed June 9, 2023). This bill was not enacted. However, its provisions could still 
become binding law through inclusion in another bill. 
43 Available online at: https://www.congress.gov/bill/116th-congress/senate-bill/2658/text (last 
accessed June 10, 2023). 
44 All FTC Cases and Proceedings concerning consumer privacy are available online at: https:// 
www.ftc.gov/enforcement/cases-proceedings (last accessed June 9, 2023). 
45 In most states there are four common law privacy torts, namely the offenses of intrusion upon 
seclusion, public disclosure of private matters, appropriation of names or likeness or false light 
publicity.
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privacy legislation. With the California Consumer Privacy Act (CCPA) of 2018, 
which has been in force since January 2020, a data protection standard comparable to 
the GDPR has been established.46 Other states are increasingly following the 
Californian example (Newell et al., 2021). In 2021, Virginia and Colorado passed 
new privacy laws, and legislation similar to the CCPA is planned in other states such 
as New York, Washington, Florida, and Minnesota.
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Unlike in the EU, the voluntary self-regulation of companies is crucial for the 
U.S. data protection regime (e.g., Kranig & Peintinger, 2014). Examples of self-
regulation in the internet economy are the privacy seal programs TRUSTe, 
BBBOnline and the Online Privacy Alliance Guidelines (Rodrigues & 
Papakonstantinou, 2018). Some U.S. crowdsourcing platforms expressly advertise 
on their website that they are TRUSTe and/or BBBOnline certified.47 By using such 
privacy seals, the platforms apparently seek to stand out from the competition and 
create a positive image with customers and business partners. 

The Privacy Shield Agreement, which was negotiated between the European 
Commission and the U.S. Department of Commerce, is an example of 
government-initiated self-regulation. Since 2016, U.S. companies have been able 
to participate in the Privacy Shield data protection framework and thus to be certified 
as recipients of legitimate data transfers from the EU. Many U.S. crowdsourcing 
providers still point out in their privacy policies that they have joined the Privacy 
Shield. With its judgment in the “Schrems II” case (ECJ judgment of July 16, 2020-
C-311/18), the European Court of Justice has now declared the European Commis-
sion’s decision on the adequacy of the level of protection offered by the EU– 
U.S. Privacy Shield invalid. This has raised concerns that the judgment would 
cause legal uncertainty for companies with regard to international data transfers 
(Botta, 2020). This uncertainty could be remedied in the near future by the new 
Trans-Atlantic Data Privacy Framework, which the European Commission and 
U.S. President Biden have agreed on in principle.48 

3.2.2 Data Security: Numerous Legal Sources 

There are numerous laws in the U.S. that impose data security obligations on private 
companies (Determann, 2016; McGeveran, 2019). At the federal level, the FTC, as 
the nation’s consumer protection agency, often takes action against inadequate data 
security practices. All fifty states have adopted data breach notification laws, which

46 The CCPA has been modified and extended by the CPRA which entered into force in January 
2023. For more information, see: https://oag.ca.gov/privacy/ccpa; https://privacyrights.org/ 
resources/california-privacy-rights-act-overview (last accessed June 9, 2023). 
47 See, for example, the website of Survey Monkey, online at: https://www.surveymonkey.com/ 
(last accessed June 9, 2023). 
48 For further information, see the press release of the European Commission: https://ec.europa.eu/ 
commission/presscorner/detail/en/ip_22_2087 (last accessed June 9, 2023).
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require companies that have exposed certain personal information to notify the 
affected data subjects and sometimes also a regulatory authority. Some states have 
passed additional standards on data security, data disposal, and cybersecurity.49 For 
example, the state security-specific regulation of Massachusetts requires that com-
panies covered by the legislation develop and implement a comprehensive informa-
tion security program (McGeveran, 2019). California statutory law requires digital 
businesses to “implement reasonable security procedures and practices” to protect 
the personal data of California residents from unauthorized or illegal access, destruc-
tion, use, modification, or disclosure.50
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There are also broad voluntary industry standards for data security. One of these 
standards is the Cybersecurity Framework, which was established by the National 
Institute of Standards and Technology (NIST)51 and has proven to be highly 
influential on private companies (McGeveran, 2019). The NIST Framework, 
which relies inter alia on the ISO/IEC 27000 family of standards for information 
security management systems,52 includes concrete cybersecurity measures in five 
phases: “Identify, Protect, Detect, Respond, Recover.” Many statutory and private 
frameworks also encourage risk assessments, staff training, access controls for 
potentially vulnerable data, and multifactor authentication or encryption of data 
(McGeveran, 2019). 

3.2.3 Protection of Personal and Sensitive Information: No 
Single Definition 

Unlike in the EU, there is no single definition of the term “personal information” in 
the U.S. The U.S. approach to personal data includes various definitions and is rather 
inconsistent (e.g., Schwartz & Solove, 2014). COPPA, for example, which may be 
relevant for digital crowdsourcing, defines personal information as “individually 
identifiable information about an individual collected online,” including name, 
address, username, phone number, video, photograph, location data or social secu-
rity number.53 Some privacy laws define personal information as something other 
than publicly accessible or aggregate, statistical data. Many state-level data breach 
notification laws contain lists of types of data that constitute personal information

49 Data security protects personal information, whereas the term cybersecurity relates to the 
protection of the network’s infrastructure (McGeveran, 2019). 
50 California Civil Code § 198.100, available online at: https://leginfo.legislature.ca.gov/faces/ 
codes_displaySection.xhtml?sectionNum=1798.100.&nodeTreePath=8.4.45&lawCode=CIV 
(last accessed June 9, 2023). 
51 Available online at: https://www.nist.gov/cyberframework (last accessed June 9, 2023). 
52 For more information, see: https://www.iso.org/isoiec-27001-information-security.html (last 
accessed June 9, 2023). 
53 Children’s Online Privacy Protection Rule § 312.2, available online at: https://www.ecfr.gov/cgi-
bin/text-idx?rgn=div5&node=16:1.0.1.3.36#se16.1.312_12 (last accessed June 9, 2023).
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(Schwartz & Solove, 2014). A more far-reaching approach adopts the standard set 
forth by the CCPA (Determann, 2018), whose definition even goes beyond the 
GDPR in some respects. Personal data are broadly defined as all information that 
relates to a particular consumer54 or household. In contrast to the GDPR, household 
and device data are also classified as personal information. Among other items, the 
CCPA lists as personal information55 name, address, account name, passport infor-
mation, social security number, driver’s license and signature. Personal information 
also includes commercial information, data on consumption and buying behavior, 
biometric data, browsing history, search history, IP address and geolocation data. 
The CCPA may apply to U.S. American and foreign crowdsourcing platforms doing 
business in California.56
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Unlike in the EU, no legally binding concept of sensitive data that receive 
stronger protections than other types of data exists as a general matter of U.S. law. 
There is also no general express obligation to give consent for the processing of such 
data (King & Raja, 2012; Schwartz & Solove, 2014). However, crowdsourcing 
platforms that collect certain types of user information may be required to meet 
certain legal eligibility criteria. For example, COPPA imposes certain information 
privacy requirements for websites that collect personal data from children under the 
age of 13 years. Moreover, the FTC has provided in its guidelines and investigations 
clear examples for identifying sensitive consumer information (King & Raja, 2012). 
These include financial data, data about children, health information, precise loca-
tion data and government-issued identification numbers such as social security 
numbers. The FTC has also advised digital businesses to obtain express consent 
from consumers to receive behavioral advertising before collecting or using sensitive 
information for this purpose.57 At the state level, the California Privacy Rights Act 
(CPRA) provides a broad definition of sensitive data, which includes consumer 
financial information, geolocation data, the contents of a consumer’s mail, health 
data, union membership, racial or ethnic origin, and religious or philosophical 
beliefs. The CPRA stipulates special information obligations and data subject rights 
with regard to the processing of such data (Spies, 2020). Consumers in California 
will therefore have the right to decide on the collection of sensitive data beyond the 
contractual relationship through opt-out. This can be done, for example, by including 
a button on the website that says, “Limit the Use of My Sensitive Personal

54 Consumer means a natural person who is a California resident, CCPA, Cal. Civ. Code 1798.140 
(i). 
55 CCPA, Cal. Civ. Code 1798.140(v) (1). 
56 The companies concerned must cross one of the following thresholds: have a gross annual 
revenue of over 25 million USD; buy, receive or sell personal information of 50,000 or more 
California residents, households or devices; or derive 50% or more of annual revenue from selling 
California residents’ personal information. 
57 Federal Trade Commission (2009). Staff Report: FTC Report on Self-Regulatory Principles of 
Online Behavioral Advertising, available online at: https://www.ftc.gov/sites/default/files/ 
documents/reports/federal-trade-commission-staff-report-self-regulatory-principles-online-behav 
ioral-advertising/p085400behavadreport.pdf (last accessed June 9, 2023).
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Information.” Other states such as Colorado also have special legal requirements for 
the processing of sensitive information (Spies, 2021). However, it can be stated that 
U.S. statutory laws, unlike Art. 9 GDPR, generally allow the processing of sensitive 
data and do not require affirmative express consent. As we will see later in this book 
(Sect. 4.1), this is evidently reflected in extensive data collection practices among 
U.S. platforms.
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3.2.4 Protection of Consumer and Employee Data 

If users purchase goods or services on platforms primarily for personal purposes, 
they are classified as consumers. Crowdworkers who work occasionally on plat-
forms and who are classified as individuals rather than business entities may also fall 
within the broad definition of consumers under U.S. laws (Delisle & Trujillo, 2010; 
Solove & Schwartz, 2020). If users are consumers, platforms must observe a 
patchwork of specific rules at the federal level and the state level. For example, the 
FCRA prescribes purpose limitations for the collection of consumer financial infor-
mation.58 Meanwhile, the FTC has a broad scope of power to enforce the privacy and 
security of personal consumer data (Hartzog & Solove, 2015). For example, the FTC 
can proceed as part of an administrative procedure against deceptive privacy policies 
or inadequate security practices of companies. FTC proceedings are typically termi-
nated by consent decrees specifying remedial actions such as fines, corrective 
actions, or third-party monitoring of data usage practices. Otherwise, the FTC can 
enter after a formal procedure a cease-and-desist order demanding that the recipient 
stop the challenged illegal activity. In addition, the FTC may seek an injunction 
before the ordinary courts. Consumer data protection requirements can also be 
enforced by means of class actions, which have a considerable risk potential of 
punitive damages for companies (Determann, 2016). 

Similar to German and European law, the legal classification of crowdworkers 
either as employees or independent contractors is highly controversial in the 
U.S. (e.g., Cherry & Poster, 2016).59 In cases where employee status is affirmed, 
platforms must consider various scattered regulations with regard to employment 
privacy (Kim 2019; Otto, 2016). For example, the FCRA and numerous state laws 
regulate background checks by requiring the consent of potential employees. The 
Electronic Communications Privacy Act (ECPA) and the National Labor Relations 
Act also contain certain standards on the protection of employees’ privacy interests.

58 Permissible purposes include use for employment purposes or legitimate business use in connec-
tion with a business transaction that is initiated by the consumer. 
59 Especially in California there have been a large number of class actions filed by platform workers, 
almost all of which revolve around the question of whether platform workers are in fact dependent 
employees. These lawsuits often end with a settlement in which the platforms pay millions of 
dollars to the workers, thus avoiding a court decision on the question of dependent employment 
(Cherry & Poster, 2016).

https://doi.org/10.1007/978-3-031-32064-4_4#Sec1


Furthermore, in the case of privacy infringements and inadmissible crowdworker 
surveillance, platform companies may be liable under tort law. However, it should be 
noted that, unlike in Germany, U.S. law does not contain any general standards that 
limit the collection and use of personal information of workers. There are also no 
regulations that correspond to the specificity of the employment context with its 
power asymmetries (Otto, 2016).
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3.2.5 Main Principles of Data Processing: Sector-Specific 
and State-Specific Approaches 

In contrast to Europe, the U.S. generally allows the processing of personal data. The 
free flow of information and its benefit to free enterprise historically plays a 
significant role in the U.S. (Pardau, 2018). There is no omnibus regulation on 
basic principles of data processing such as transparency, purpose limitation, data 
minimization, accuracy, and storage limitation comparable to the GDPR. Neverthe-
less, key privacy requirements are partly reflected in U.S. sector-specific and state-
specific privacy law (Rustad & Koenig, 2019) and can thus be relevant for 
crowdsourcing practices. For example, the FCRA incorporates norms of transpar-
ency, accuracy, and collection limitation. At the state level, California’s privacy laws 
in particular have adopted principles closely resembling the European approach 
(Pardau, 2018; Spies, 2021). The CCPA incorporates comprehensive transparency 
and information duties. Accordingly, businesses are required to post in their privacy 
policies, inter alia, information about the categories of data collected, the purposes 
of processing, categories of personal information sold or disclosed, and a description 
of consumers’ privacy rights such as the right to opt out of the sale of data and the 
right to request deletion of personal information. The CPRA contains data minimi-
zation and storage limitation rules similar to the GDPR.60 However, it must be noted 
that California privacy laws don’t reflect all European core privacy principles. For 
example, lawfulness and fairness requirements are absent from the California 
regulation. 

As noted above, the concepts of privacy by design and privacy by default, which 
take a proactive approach to data privacy, are new key elements of the GDPR. 
U.S. regulators also have embraced the principle of privacy by design. Even before 
the GDPR adopted this strategy, the FTC established its privacy by design rules.61

60 The CPRA states that a “business’s collection and use” of a consumer’s personal information 
shall be “reasonably necessary and proportionate to achieve the purposes for which the personal 
information was collected or processed.” The CPRA further states that a business “shall not retain a 
consumer’s personal information or sensitive personal information (. . .) for longer than is reason-
ably necessary” for the purpose for which it was collected; CPRA, Cal. Civ. Code 1798.100. 
61 Privacy By Design and the New Privacy Framework of the U.S. Federal Trade Commission 
(2012), available online at: https://www.ftc.gov/public-statements/2012/06/privacy-design-and-
new-privacy-framework-us-federal-trade-commission (last accessed June 9, 2023).
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The FTC framework calls on companies to implement various preventive techniques 
like reasonable security, SSL encryption and cookie blocking by default.
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Worth mentioning in this context is that the FTC has set guidelines for fair 
information practices regarding internet privacy.62 The FTC has identified five 
core principles of data protection that should be implemented primarily by company 
self-regulation: “Notice/Awareness,” “Choice/Consent,” “Access/Participation,” 
“Integrity/Security,” and “Enforcement/Redress” (Li et al., 2012). The American 
Law Institute (ALI), a leading independent scientific organization in the U.S., has 
also recently adopted a framework of data privacy principles that are aligned with the 
GDPR (Rustad & Koenig, 2019).63 These instruments, however, are characteristi-
cally non-binding recommendations. 

3.2.6 Anonymization and Pseudonymization 

Some U.S. crowdsourcing platforms state in their privacy policy that they 
anonymize or pseudonymize personal information (see Sect. 4.1). Similar to Europe, 
U.S. privacy laws and FTC guidelines encourage practices of anonymization or 
encryption of data (Brasher, 2018). The FTC has clarified that anonymized data are 
exempt from the data protection legislation, provided that a company: (1) takes 
reasonable measures to ensure that the data is de-identified; (2) publicly commits not 
to try to re-identify the data; and (3) contractually prohibits third parties from trying 
to re-identify the data.64 New state privacy laws such as the CCPA explicitly 
promote the pseudonymization of personal consumer information. 

Compared to the GDPR, the U.S. approach to anonymization and 
pseudonymization has some shortcomings (Brasher, 2018). In Europe, only fully 
anonymized data falls outside the scope of data protection laws. Whereas pseudon-
ymous data are protected by the GDPR, the U.S. law does not generally differentiate 
between anonymization and pseudonymization in such a way that those data cate-
gories are subject to different legal requirements based on their relative risk of 
re-identification. Threats to consumer privacy in the age of big data, for example 
through the commercial exploitation of immense amounts of behavioral data, which 
is also being discussed in the U.S., are thus not adequately addressed. 

62 Available online at: https://www.ftc.gov/reports/privacy-online-fair-information-practices-elec 
tronic-marketplace-federal-trade-commission (last accessed June 9, 2023). 
63 For more information, see: https://www.ali.org/news/articles/now-available-principles-law-data-
privacy/ (last accessed June 9, 2023). 
64 FTC (2012), Protecting consumer privacy in an era of rapid change: Recommendations for 
businesses and policy makers, available online at: https://www.ftc.gov/reports/protecting-
consumer-privacy-era-rapid-change-recommendations-businesses-policymakers (last accessed 
June 9, 2023).
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3.2.7 Consent for Data Processing: Limited Legal 
Requirements 

In the U.S., unlike in the EU, there is no general need to obtain an individual’s 
consent for data collection and processing. There is no requirement of a legal 
justification for the processing of personal data. Nevertheless, the principle of 
consent is a relevant concept in U.S. privacy laws (Rustad & König, 2019; Schwartz 
& Peifer, 2017). Statutory laws make use of consent in the form of opt-in and opt-out 
mechanisms. In cases of opting-in, data processing cannot take place unless the 
person concerned gives their affirmative consent. Opt-out means that data processing 
takes place unless the data subject objects. These permission requirements can also 
affect crowdsourcing platforms. The FCRA contains one of the strongest opt-in 
mechanisms, requiring clear notice to and written authorization from a consumer 
before a potential employer can use a consumer credit report for employment 
purposes (Schwartz & Peifer, 2017). An example of opt-out consent can be found 
in the California privacy legislation. As mentioned above, the CCPA enshrines the 
right of consumers to object to the selling of their data. Moreover, the FTC advocates 
the concept of free and informed consent (“Notice and Choice”) to companies’ 
online data collection practices and has provided guidelines for its implementation 
(Sloan & Warner, 2013). 

In sum, the consent requirements in U.S. law are limited and less restrictive than 
the EU provisions (Determann, 2016; Schwartz & Peifer, 2017). For example, 
U.S. statutory law does not concern itself with the possibility of power imbalances 
in employment or other relationships. Unlike the European context, when using web 
cookie technologies, implied consent is sufficient.65 In addition, the mere use of a 
website is seen as implicit consent for data processing via general terms and 
conditions (Determann, 2016). 

3.2.8 Regulation of Algorithmic Decision-Making: Steps 
and Gaps 

Algorithmic decision-making may be used throughout the crowdsourcing process. 
Matching, selection, and performance ratings of crowdworkers are often based on 
algorithms. Algorithms can also be used for customer profiling. Nevertheless, 
algorithmic decision-making in crowdsourcing can be opaque and subject to error, 
bias, and discrimination (Hannák et al., 2017; Kaminski, 2019). 

Platforms that use algorithms in their business should consider various privacy 
and equal opportunity laws that may apply to such processes. For example, the

65 There are first approaches in U.S. law to limit tracking via cookies. For example, the California 
privacy legislation requires websites to inform in their privacy policies how they respond to “do not 
track” mechanisms exercised by consumers.



FCRA comes into play in certain circumstances where an algorithm denies people 
employment or other benefits. Section 5 of the FTC Act may be applicable when data 
analytics are used in a deceptive or unfair way, such as when algorithms are gender-
or racially biased (Federal Trade Commission, 2016). In a much-noticed order for 
violations of COPPA, the FTC recently required WW International, formerly known 
as Weight Watchers, to destroy any algorithms trained with illegally collected data 
from children.66 Some privacy statutes at the state level contain accountability and 
transparency rights around automated decision-making and profiling, similar to the 
GDPR. California privacy laws call for opt-out rights with respect to the use of 
automated decision-making, which also includes profiling. In addition, they require 
businesses to disclose information about the logic underlying such decision-making 
processes as well as their envisaged consequences for the consumer. Similar rules 
can be found in Virginia’s new privacy law (Spies, 2021). Platforms that make use of 
algorithms should also consider U.S. anti-discrimination legislation, which primarily 
focuses on employment contexts, such as the Civil Rights Act of 1964 and the 
Genetic Information Nondiscrimination Act (FTC, 2016).
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Overall, the risks of discrimination through algorithms have so far not been 
specifically and sufficiently addressed by U.S. laws (Ebers, 2020; Kaminski, 
2019). For example, equal opportunity laws focus on human decision-makers 
without taking into account unintentional discrimination by algorithms. In contrast 
to European law, the few specific rules on algorithmic accountability and transpar-
ency in U.S. privacy laws are limited to state statutes and thus have a comparatively 
narrow scope. 

3.2.9 Individual Rights: Scattered Rules 

There is no comprehensive national regulation in the U.S. comparable to Art. 
15 et seq. GDPR, which enshrines individual rights of data subjects vis-à-vis data 
processors. After all, the FTC’s non-binding fair information practice principles 
include a limited set of consumer rights, such as access provisions, and rights of 
correction and deletion.67 The recently adopted ALI’s privacy recommendations 
additionally address data portability.68 Sector-specific statutes that may be relevant

66 More detailed information is available at: https://www.ftc.gov/news-events/news/press-
releases/2022/03/ftc-takes-action-against-company-formerly-known-weight-watchers-illegally-
collecting-kids-sensitive (last accessed June 9, 2023). 
67 Federal Trade Commission (2000). Privacy online: Fair information practices in the electronic 
marketplace: A Federal Trade Commission Report to Congress, available online at: https://www. 
ftc.gov/reports/privacy-online-fair-information-practices-electronic-marketplace-federal-trade-com 
mission (last accessed: June 9, 2023). 
68 For more information, see: https://www.ali.org/news/articles/now-available-principles-law-data-
privacy/ (last accessed June 9, 2023).
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for digital crowdsourcing such as COPPA69 or FCRA70 also establish certain rights 
such as notification or erasure rights over data. The California privacy legislation 
echoes individual rights from the GDPR and even goes beyond them in some 
respects (Determann, 2018). Other states have followed the Californian standard, 
but merely mimic it. The CCPA allows individuals to make access requests for 
personal data, providing a high degree of transparency with respect to data 
processing in the private sector.71 It partially prescribes disclosures and communi-
cation channels such as toll-free phone numbers that are not required to comply with 
GDPR. The CCPA also gives consumers a data portability right—namely, the right 
to access a copy of their personal information.72 In addition, companies must honor 
requests for correction and deletion of data under certain circumstances.73 In some 
respects, however, the CCPA provisions fall short of the GDPR standards. For 
example, there are more exceptions to the right to erasure. Companies are given a 
long period of 45 days to respond to consumer requests. Overall, the U.S. approach 
to individual rights towards data processing companies is less consistent and ambi-
tious than the European law (Barrett, 2019).
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3.2.10 Requirements for Data Protection Risk Assessments 

A credible privacy impact assessment can help crowdsourcing platforms to proac-
tively assess and manage privacy risks and to reduce customer concerns in this area. 
The FTC has repeatedly required companies to establish risk assessment procedures 
in its jurisprudence (Hoofnagle, 2016). At the state level the new CPRA prescribes 
that businesses conduct annual cybersecurity audits and to submit to the Privacy 
Protection Agency regular risk assessments if the “processing of consumers’ per-
sonal information presents a significant risk to privacy or security.”74 Other state 
security laws also require companies to conduct periodic risk assessments 
(McGeveran, 2019). It is thus reasonable to conclude that the legal requirements 
for the implementation of a privacy impact assessment in the private sector are 
limited (Friedewald et al., 2016). Risk assessments are rarely required by law. 
Relevant regulations often only consist of recommendations and lack control and 
enforcement mechanisms. 

69 COPPA, §312.6. 
70 For more information, see: https://www.consumer.ftc.gov/articles/pdf-0096-fair-credit-reporting-
act.pdf (last accessed June 9, 2023). 
71 CCPA, Cal. Civ. Code 1798.110. 
72 CCPA, Cal. Civ. Code 1798.130. 
73 CCPA, Cal. Civ. Code 1798.105. 
74 CPRA, Cal. Civ. Code 1798.185.
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3.2.11 Internal and External Enforcement 

It can be useful for platforms, as part of a compliance strategy, to appoint a data 
protection officer or chief privacy officer who has overall internal responsibility 
regarding matters of data privacy and data security. In a few cases, U.S. federal 
privacy laws require companies to appoint dedicated data protection officers. Some 
state security regulations establish a duty to name an employee or an outside 
provider specifically responsible for the management of data security (McGeveran, 
2019). However, unlike in Germany and Europe, there is no general legal obligation 
to appoint internal or external data privacy or security officers. The creation of such 
positions is nevertheless a widespread practice in the business world, and a large 
proportion of U.S. companies have nominated chief privacy officers assessing and 
ensuring privacy compliance within their organizations (Determann, 2016). 

Data protection authorities are a fundamental pillar of German and European data 
protection law. In contrast, there are no comparable special federal enforcement 
authorities in the U.S. (Determann, 2016). Data protection violations are primarily 
punished by the FTC as unfair competition. On the state level, state attorneys general 
play an essential role with respect to data privacy compliance within the scope of 
consumer protection. The CPRA establishes the new California Privacy Protection 
Agency. This is the first time that an authority will have been created in the U.S. for 
the sole purpose of protecting the privacy rights of a state’s citizens. The California 
Privacy Protection Agency will have functions of rulemaking, interpretation, edu-
cation, and enforcement. 

3.2.12 Sanctions 

U.S. privacy laws are enforced relatively rigorously by authorities and private 
plaintiffs, with high penalties and fines, and claims for damages often reaching 
millions if not billions of U.S. dollars in class actions (Determann, 2016). The 
FTC has already imposed high penalties against large platform companies, of a 
severity that is unheard of in the German legal system. For example, in 2019, in a 
historic settlement order the FTC issued a 5 billion USD penalty against Facebook 
for violating consumers’ privacy. The FTC had challenged Facebook for using 
misleading privacy settings and sharing data with third parties in disregard of user 
preferences.75 After Google bypassed Apple’s Safari privacy settings, the FTC fined 
the company more than 22 million USD (Solove & Hartzog, 2014). Apple agreed to 
pay more than 32 million USD to settle an FTC complaint because of in-app

75 For more information, see: https://www.ftc.gov/news-events/press-releases/2019/07/ftc-imposes-
5-billion-penalty-sweeping-new-privacy-restrictions (last accessed June 9, 2023).
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purchases by children without parental consent.76 As mentioned above, the scope of 
fines under the GDPR is in the range of millions of euros. In Europe, too, high fines 
have recently been imposed on digital corporations such as Google for privacy 
violations.77 Overall, the enforcement of privacy laws in the U.S., with penalties 
that can reach billions of U.S. dollars, is much stronger.
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3.3 Data Privacy and Crowdsourcing in China 

3.3.1 Various Sources of Law for Data Processing: A Brief 
Overview 

Although China still lags behind the EU and U.S. in terms of data protection (Pernot-
Leplay, 2020), China has seen rapid development in legislation protecting personal 
data.78 Chinese legislators have recently adopted a number of legal norms to counter 
the increasing data abuse in the information age, drawing on relevant legal sources 
worldwide, most notably the GDPR. 

In general, the Chinese legal framework in the field of data protection today is 
complex, diverse, and multi-layered.79 Relevant legislation is defined as laws, 
regulations, rules, and other binding documents. Also worth mentioning are soft 
laws80 such as national norms or guidelines, which are not strictly binding but have 
legal significance. Legislative authorities are organized hierarchically. Authorities 
that have passed such regulations include, for example, the National People’s 
Congress (NPC),81 the Standing Committee of the National People’s Congress

76 For more information, see: https://www.ftc.gov/news-events/news/press-releases/2014/01/apple-
inc-will-provide-full-consumer-refunds-least-325-million-settle-ftc-complaint-it-charged-kids (last 
accessed June 9, 2023). 
77 In France, a record fine of 50 million EUR was imposed on Google. Recently, the French data 
protection authority announced that it would fine Google and Facebook millions of dollars for 
making it difficult for users to opt out of cookie tracking. For more information, see: https:// 
netzpolitik.org/2022/frankreich-210-millionen-euro-strafen-gegen-google-und-facebook/ (last 
accessed June 9, 2023). 
78 In China, the term “personal information” is more common than “personal data,” which is often 
used in Europe. As their definitions do not have any difference according to relevant data protection 
law, “data” and “information” are used interchangeably in this section of the book. 
79 For a detailed introduction to the Chinese legal system, see Chen (2011). 
80 The definition of soft law is controversial. Here it is used in reference to “normative provisions 
contained in non-binding texts.” See Oxford Bibliographies, Accessed March 12, 2022, from 
https://www.oxfordbibliographies.com/view/document/obo-9780199796953/obo-97801 
99796953-0040.xml 
81 According to the Chinese Constitution (Art. 62 and Art. 64) and the Legislation Law (Art. 7), the 
NPC is the highest legislative organ that has the unique power to enact “basic laws” and amend the 
Constitution.
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(SC-NPC),82 the State Council,83 the Ministry of Industry and Information Tech-
nology (MIIT),84 and the Cyberspace Administration of China (CAC).85 Chinese 
legislators use both cross-sectoral and unified approaches, with data protection 
requirements existing not only in the Personal Information Protection Law (PIPL) 
as a unified and comprehensive data protection instrument, but also scattered across 
some sectoral laws such as the Criminal Law, or the Law on Protecting Consumers’ 
Rights and Interests. Legislation at the national level takes precedence; local-level 
privacy legislation in provincial-level Chinese administrative regions must always 
comply with national legislation, although the former may enact more detailed 
regulations that apply only within the respective regions.86
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Crowdsourcing platforms are neither explicitly nor specifically regulated under 
the Chinese system. Currently, crowdsourcing platforms as defined in this book are 
not explicitly mentioned in any relevant legal norm. However, this does not mean

82 According to the Chinese Constitution (Art. 67) and the Legislation Law (Art. 7), the SC-NPC is 
the second-highest legislative organ that can enact “laws” other than those that shall be promulgated 
by the NPC and amend “laws” made by the NPC, but the amendment cannot violate the basic 
principles of the corresponding laws. 
83 According to the Chinese Constitution (Art. 89) and the Legislative Law (Art. 9 and Art. 65), the 
State Council (central government) is the highest administrative authority. The NPC or the SC-NPC 
can empower the State Council to adopt “administrative regulations” to specify matters that have 
not been specified by “laws.” Administrative regulations are legally enforceable, but they cannot 
conflict with “laws.” Administrative rules are commonly referred to as “regulations” or sometimes 
“provisions” or “measures.” 
84 According to the Chinese Constitution (Art. 90) and the Legislative Law (Art. 80), the ministries 
and commissions of the State Council, the People’s Bank of China, the State Auditing Adminis-
tration, and departments directly under the State Council may, in accordance with the laws as well 
as the administrative regulations, decisions, and orders of the State Council and within the limits of 
their power, formulate “department rules.” Such rules are legally enforceable, but they cannot 
conflict with “laws” and “administrative regulations.” They are commonly referred to as “pro-
visions” or “measures.” 
85 The Office of the Central Cyberspace Affairs Commission or the Cyberspace Administration of 
China (CAC) was established in 2011 as a department directly under the State Council that is 
responsible for coordinating the protection of personal information and relevant supervisory and 
administrative work. The CAC has the power to adopt “department rules.” For more details, see its 
official website http://www.cac.gov.cn/index.htm. 
86 For example, the Standing Committee of the 15th Shanghai People’s Congress adopted the 
Shanghai Data Regulation on November 25, 2021. Art. 1 of the Shanghai Data Regulation refers 
to the Data Security Law and the PIPL as its legal basis. The original text is available on the official 
website of the Shanghai government https://www.shanghai.gov.cn/nw12344/20211129/a1a38c3 
dfe8b4f8f8fcba5e79fbe9251.html. There are in total 34 provincial-level administrative regions in 
China, including 23 provinces, 5 ethnic autonomous regions, 4 municipalities directly governed by 
the State Council, and 2 special administrative regions. Each provincial-level administrative region 
has its own legislature. Except for Hong Kong, Macao, and Taiwan, according to Art. 72 and Art. 
82 of the Legislation Law, people’s congresses and their standing committees of the provincial-
level administrative regions can, in according with the constitution, the laws and the administrative 
regulations, formulate “local regulations.” The provincial-level governments can, in accordance 
with laws, administrative regulations, and the corresponding local regulations, formulate “local 
rules.”
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that the existing provisions do not apply to platform companies. Because 
crowdsourcing platforms collect and process personal data, they fall within the 
scope of legally regulated subjects such as “personal information processors” 
under the PIPL, “network operators” under the Cybersecurity Law, or even more 
broadly, “[a]ny organization that relies on the accessing of personal data of others,” 
as stipulated in Art. 111 of the Civil Code.
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Although privacy-related provisions can be found in the Chinese Constitution, 
promulgated by the NPC in 1982,87 the first piece of legislation that explicitly 
established the protection of personal data was Art. 253(a), extended by the Seventh 
Amendment to the Criminal Law adopted by the SC-NPC in 2009.88 Subsequently, 
on December 28, 2012, the SC-NPC adopted the 2012 SC-NPC Decision on 
Strengthening Information Protection in Networks, which focused on protecting 
the electronic information of individuals in networks on the internet.89 It applies to 
“network service operators and other enterprises and institutions that collect or use 
citizens’ personal electronic information in their business activities” and prohibits 
these entities from illegally acquiring and disclosing the collected information. In 
particular, principles of legality, appropriateness, and necessity set out in this 
decision, as well as the requirement to obtain the consent of the data subjects, 
have been adopted in subsequent legal texts. One such legal text is the Provisions 
on Protecting the Personal Information of Telecommunications and Internet Users 
(2013 MIIT Provisions), adopted by the MIIT in 2013. In addition, we find three 
central laws in the area of civil law, which contain provisions on data privacy. The 
first is the Civil Code, which was promulgated by the NPC and became binding on 
January 1, 2021. The unified Civil Code has a separate chapter entitled “Right to 
privacy and protection of personal data.”90 The second law that is central to data

87 Art. 40 of the 1982 Constitution protects Chinese citizens’ right to freedom and privacy of 
correspondence, which has been unchanged in the present version of the Constitution (2018 
Amendment). For details on that matter see Greenleaf (2014, pp. 196–197). 
88 For a detailed introduction to the Seventh Amendment see Greenleaf (2014, pp. 197–198). In 
particular, the Seventh Amendment has been amended by the Ninth Amendment to the Criminal 
Law adopted by the SC-NPC in 2015. There are two main changes from Article 253(a) of the 
Criminal Law: (1) The subject of crime has been become broader, from “a state organ or an entity in 
such a field as finance, telecommunications, transportation, education, or medical treatment and one 
of its employees” to “whoever” (namely, any organization or individual); (2) the prison sentence 
has become longer, from “up to 3 years” to “up to 7 years.” 
89 Although this text is referred to as a “decision” and not a “law,” its legal effect is not affected as it 
is adopted by SC-NPC. 
90 In the first draft of the Civil Code, this chapter was entitled “Right to Privacy and Personal 
Information.” In the second draft and the final version it was changed to “Right to Privacy and 
Protection of Personal Information.” This change shows that the legislator wants to emphasize data 
protection. Before the promulgation of the Civil Code, the General Provisions of the Civil Code 
(GPCL) applied. Art. 111 of the GPCL provided that “the personal information of a natural person 
shall be protected by law. Any organization or individual shall legally obtain others’ personal 
information and ensure the safety of such information, and shall not illegally collect, use, process or 
transmit, trade, provide or make public others’ personal information.” With the entry into force of 
the Civil Code, the GPCL is no longer applicable.



privacy is the Law on Protecting Consumers’ Rights and Interests (CPL).91 Shortly 
after the adoption of the 2012 SC-NPC Decision, the SC-NPC amended the CPL in 
2013 to include provisions to protect consumer information. Basic principles regard-
ing the collection and use of personal data are completely consistent with the 2012 
SC-NPC decision. The third law that is central to data privacy is the E-Commerce 
Law (ECL). To protect the rights and interests of everyone involved in e-commerce, 
in January 2019 the SC-NPC passed the ECL, which governs internet-based “e-
commerce businesses,” including “e-commerce platform businesses.” Under the 
ECL, platforms are required to comply with personal information protection pro-
visions of any law or regulation when collecting personal data from users (Art. 
23 ECL).
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In addition, there are three comprehensive and specialized data protection laws. 
First, the Cybersecurity Law (CSL) became binding on November 7, 2016, and is the 
first law that comprehensively regulates cyberspace data security in China for the 
purpose of “guaranteeing cybersecurity, safeguarding cyberspace sovereignty, 
national security and public interest, protecting the lawful rights and interests of 
citizens, legal persons and other organizations, and promoting the sound develop-
ment of economic and social informationization.” Accordingly, “network opera-
tors,” including “owners, administrators of the network and network service 
providers” are obliged to “not collect personal information irrelevant to the services 
provided by them” and “strictly keep their users’ information confidential.” Second, 
the Data Security Law (DSL) was passed in June 2021, and aims to “regulate the 
handling of data, ensure data security, promote the development and exploitation of 
data, protect the legitimate rights and interests of individuals and organizations, and 
preserve state sovereignty, security and development interests.” According to Art. 
2 of the DSL, it applies to both “data processing activities within the territory of 
PRC” and “extraterritorial data processing activities that would be detrimental to 
PRC’s national interests, public interests or the legitimate rights and interests of 
individuals and organizations.” Third and most important is the PIPL, which was 
promulgated on August 20, 2021, and went into effect on November 1, 2021. The 
PIPL is the first unified, comprehensive, and systematic data protection law in China 
and marks the establishment of the basic legal framework in the field of personal 
information protection (Jiang, 2021). It is therefore often referred to as the “Chinese 
GDPR.” The purpose of the PIPL is to “protect the rights and interests of personal 
information, regulate the processing of personal information and promote the rea-
sonable use of personal information.” It prohibits “any organization or individual” 
from infringing upon rights and interests of natural persons’ information. 

Aside from the legal documents mentioned above, there exist several soft laws 
that—while legally unenforceable—still guide the behavior of crowdsourcing plat-
forms. In 2013, the National Information Security Standardization Technical

91 Whether users or crowd workers of crowdsourcing platforms can be defined as “consumers” (and 
thus whether the CPL is applicable to platform companies) is discussed below.



Committee (NISSTC)92 released the Information Security Technology-Guidelines 
for Personal Information Protection within Public and Commercial Services Infor-
mation Systems (2013 NISSTC Guidelines). This is the first national standard for the 
protection of personal information, and contains basic principles for handling per-
sonal data.93 Another important national standard formulated by the NISSTC is the 
GB/T 35273-2020 Information Security Technology-Personal Information Security 
Specification (GB/T 35273-2020 PI Specification), which applies to “personal 
information activities carried out by all kinds of organizations” and specifies many 
aspects of the PIPL in a very detailed way.94 In addition, there are self-regulatory 
codes in online commerce that have been adopted by the Internet Society of China 
(ISC).95 Some of these codes are related to the protection of platform users’ personal 
information, such as the T/ISC-0011-2021 Evaluation Method of Data Security 
Governance Capability. Such legally unenforceable standards can nevertheless 
provide detailed data protection guidelines for crowdsourcing platform companies.
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As a unique approach, the Supreme People’s Court (SPC) and the Supreme 
People’s Procuratorate (SPP) are entitled to issue judicial interpretations for the 
consistent application of legal provisions.96 Such interpretations have a quasi-
legislative function as courts at all levels must refer to them when deciding cases 
(Chen, 2011). With regard to data protection, at least two judicial interpretations are 
applicable. One is the interpretations of the SPC and the SPP on Several Issues 
concerning the Application of Law in the Handling of Criminal Cases Involving 
Infringement for Citizens’ Personal Information (2017). The other interpretation is 
the Provisions of the SPC on Several Issues concerning the Application of Law in the 
Trial of Cases Involving Civil Disputes over Infringements upon Personal Rights 
and Interests through the Information Networks (2021).97 Both interpretations play 
an important role in ensuring data subjects’ right to privacy in civil and criminal 
judicial practice. 

92 The NISSTC (also known also TC260) is a technical working organization engaging in informa-
tion security standardization work. The establishment of the NISSTC was approved by the 
Standardization Administration of China (SAC) as a governmental department in 2002. For more 
relevant national standards see the official website of the NISSTC. Accessed March 12, 2022, from 
https://www.tc260.org.cn/. 
93 For a brief introduction to the 2013 NISSTC Guidelines, see Greenleaf (2014, pp. 209–210). 
94 The GB/T 35273–2020 PI Specification is an updated version of the GB/T 25273–2017 Infor-
mation Security Technology-Personal Information Specification released by the NISSTC in 2017. 
95 The ISC was founded on May 25, 2001. It is a nationwide and non-profit social association 
established by the Chinese internet industry and internet-related enterprises and institutions. For 
further details see the official website of the ISC https://www.isc.org.cn/. 
96 According to the Legislation Law (Art. 104), the interpretations made by the SPC and SPP must 
refer to concrete provisions and be in compliance with the purpose, principle and intention of the 
legislation. 
97 According to Art. 6 of the Provisions of the SPC on the Work of Judicial Interpretation (Fafa 
[2007] No. 12), judicial interpretation is divided into four types, namely “interpretation,”  “provi-
sion,”  “reply” and “decision.” Thus, although the text is referred to as “provisions,” it belongs to 
what is known as “judicial interpretation.”

https://www.tc260.org.cn/
https://www.isc.org.cn
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Another relevant field for data protection is competition law. Platform companies 
that have collected large datasets can have competitive advantages and acquire a 
dominant market position (Li, 2021). In the age of big data, the competition 
problems caused by data monopolies among companies pose challenges to tradi-
tional Chinese competition law (Ding, 2021b). In 2021, the State Council issued the 
Anti-Monopoly Guidelines of the Anti-Monopoly Committee of the State Council 
on the Platform Economy (2021 Anti-Monopoly Guidelines). Accordingly, “the 
ability to control and process relevant data” is one of the factors determining whether 
a platform has a dominant market position. Meanwhile, in response to some data 
breach cases and other issues relating to the platform economy, China published a 
draft amendment (Draft) to the Anti-Monopoly Law (AML) in October 2021. Art. 
10 of the AML Draft explicitly provides that “operators shall not eliminate or restrict 
competition by abusing data and algorithms, technology, capital advantages or 
platform rules etc.” Art. 22 para. 2 of the AML Draft specifies that “it will be an 
abuse of a dominant market position for an operator with a dominant market position 
to set up obstacles or impose unreasonable restrictions on other business operators 
by using data and algorithms, technology, or platform rules etc.” The data processing 
activities of Chinese platform companies are expected to be further regulated by the 
forthcoming updated AML (Ren, 2021). 

In summary, the most relevant and comprehensive data privacy law that regulates 
crowdsourcing platforms in China is the PIPL, although data protection provisions 
can also be found in other legal sources. A more detailed introduction to the PIPL, 
other relevant legal norms, and non-mandatory national standards related to 
crowdsourcing platforms is provided below. In particular, some aspects of the 
PIPL that deviate from the GDPR are highlighted.98 

3.3.2 Data Security 

Data security is closely linked to data privacy, although they are fundamentally two 
different concepts. Data security mainly refers to protection of data from 
unauthorized accesses, modifications, or users. If data collected by platforms is not 
well protected against cyber attacks, the privacy of data subjects cannot be 
guaranteed (Bertino, 2016). As “processors of personal information” under the 
PIPL, crowdsourcing platforms are obliged to “take necessary measures to ensure 
the security of the processed personal information” (Art. 9 PIPL) and “prevent 
unauthorized access, leakage, alteration, and loss of personal information” (Art. 
51 PIPL). In addition, the CSL prohibits internet platforms—deemed network 
operators under the CSL—from disclosing, manipulating or destroying collected 
personal data (Art. 42 para. 1 CSL). In the case that personal information has been or

98 Given the limited scope of local rules and regulations, the following sections focus only on legal 
instruments at the national level.



is likely to be disclosed, destroyed or lost, crowdsourcing platforms shall remedy the 
situation immediately, promptly inform users, and report to the competent depart-
ments (Art. 42 para. 2 CSL). In addition, the DSL is a unified and comprehensive law 
to safeguard data security, which has an independent chapter setting forth the data 
security protection obligations of data processors (Chap. 4, DSL).
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The specific measures taken by platform companies to ensure data security can be 
divided into technical measures and management measures (Liu, 2021a, pp. 25–26). 
The former include data encryption and de-identification. The latter measures 
include designing internal management systems and operating procedures, 
implementing categorical management of personal information, reasonably deter-
mining the operational authority of processing personal information and periodically 
conducting security education and training for workers, and formulating and orga-
nizing the implementation of emergency plans for cyber security incidents related to 
personal information (Art. 51 PIPL). 

To clarify the provisions on data security under the PIPL, CSL and DSL, the 
Online Data Security Management Regulation was drafted by the CAC and 
published for comment in November 2021. 

3.3.3 Protection of Personal Identifiable Information 
and Sensitive Data 

In a legal sense, personal data is the information that directly or indirectly identifies a 
specific natural person (Xie, 2019, p. 138; Gao, 2019, p. 94; Zhang & Han, 2016, 
p. 128). A definition of personal data can be found not only in the recently published 
PIPL, but also in some earlier pieces of legislation. Art. 4 para. 1 of the PIPL defines 
personal information as “all kinds of information that identifies or can identify 
natural persons recorded electronically or by other means, but does not include 
anonymized information.” This definition is almost identical to that under the CSL 
adopted in 2016, with the exception of two aspects: (1) the definition under the CSL 
does not specifically mention that the anonymized information is exempt from 
protection; and (2) several examples of personal identifiable information are avail-
able in the CSL, including “names, dates of birth, identification numbers, biometrics, 
addresses, and telephone numbers” (Art. 76 para. 5 CSL). Besides the examples 
given by the CSL, the Civil Code also lists “e-mail addresses, health information, 
and location tracking” (Art. 1034 para. 2 Civil Code) as examples of personal 
identifiable information. Further examples of personal identifiable information are 
available in the GB/T 35273-2020 PI Specification. 

The PIPL has a specific section—(Section 2, Chapter 2), referred to as “Rules for 
Processing Sensitive Personal Information”—wherein sensitive personal data is 
legally defined as “personal data which, once leaked or used illegally, could easily 
lead to the detriment of an individual’s dignity or damage to his person or property, 
including information on biometric identities, religious beliefs, specific identities



and medical data, care and health, financial accounts and location tracking, and the 
personal data of minors under the age of 14” (Art. 28 para. 1 PIPL). The CSL, DSL 
and Civil Code do not address the definition of sensitive personal information; 
however, a similar definition of sensitive personal information can be found in the 
GB/T 35273-2020 PI Specification (also the 2017 version). In addition, the 2013 
NISSTC Guidelines expressly state that personal information can be divided into 
sensitive personal information and general personal information. The former refers 
to “the information that once leaked or tampered with can cause adverse effects of 
data subjects, including identification numbers, telephone numbers, races, political 
opinions, religious beliefs, genes, fingerprints, etc.” Apart from these examples, data 
on conversation records and content, property, credit, accommodation, sexual ori-
entation and so forth are also listed as sensitive personal information in the GB/T 
35273-2020 PI Specification. Unlike the GDPR, some information such as philo-
sophical beliefs, trade union membership or data relating to a natural person’s sex 
life (Art. 9 para. 1 GDPR) are not explicitly listed as sensitive personal data in either 
the PIPL or the relevant self-regulatory documents. By contrast, examples of sensi-
tive personal data such as “financial accounts” and “location tracking” are found in 
Chinese law but not in the GDPR. In general, sensitive personal data are more 
strictly protected. According to Art 28, para. 29 of the PIPL, crowdsourcing platform 
enterprises as processors of personal information are only allowed to process 
sensitive personal data for specific purposes, but only when strictly necessary, and 
when strict safeguards are in place. 
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There is a related term for sensitive data in Chinese law, “important data,” which 
is not addressed in the GDPR (Chen et al., 2020). The CSL requires platform 
companies to explicitly secure the important data they collect (Art. 21 para. 
3 CSL). The DSL emphasizes that the relevant competent authority shall formulate 
a catalogue of important data and enhance its protection (Art. 21 para. 1 DSL). 
However, there is no definition of important data in these laws. 

The obligations of platforms in terms of data protection run through all the 
activities of data processing, including the “collection, storage, processing, trans-
mission, provision, disclosure, deletion, etc.” of personal information (Art. 4 para. 
2 PIPL). 

3.3.4 Particularities of Data Protection: Company, 
Consumer, and Employee Data 

Crowdsourcing platforms process not only personal data but also company data, 
especially that of crowdsourcers. This raises the question of whether Chinese data 
protection law also protects the data of the companies concerned. Like the GDPR, 
the PIPL only applies to the personal data of natural persons (Art. 2 PIPL), which 
means that company data collected by platforms is not protected by the PIPL. 
However, the DSL protects a broader range of data than the PIPL. The former



defines data as “any record of information in electronic or other means” (Art. 
3 DSL). Furthermore, Art. 7 of the DSL explicitly provides that “the State protects 
the rights and interests of individuals and organizations in relation to data.” Accord-
ingly, platforms seem to be obliged to fulfill corresponding obligations from the 
DSL if they process data from crowdsourcers. However, because the DSL is more 
relevant to data security than privacy, even where corporate data falls within the 
scope of the DSL, how and to what extent corporate data can be legally protected 
may well differ from that of personal information. 
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A related question is whether users of crowdsourcing platforms are consumers 
under the CPL. If platform users can be categorized as consumers, platforms as 
processors of personal information are obliged to protect current and potential users’ 
data privacy and are, for example, not allowed to send them commercial messages 
without their consent (Art. 29 CPL). Furthermore, both the CPL and PIPL empower 
competent consumer associations to file lawsuits against violators of the rights and 
interests of consumers (Art. 47 CPL; Art. 70 PIPL). Although no specific study on 
this issue can be found in Chinese scholarly literature, we argue based on doctrinal 
legal research (McConville & Chui, 2007) that users of crowdsourcing platforms 
should be considered consumers for the purposes of the CPL. Even though the CPL 
does not provide a definition of the term “consumer,” it states that the rights and 
interests of consumers who “buy or use commodities or receive services for daily 
needs” must be protected by the law (Art. 2 CPL) (Binding, 2014a). Users do utilize 
the services provided by the platforms, which allows them to meet their daily needs 
and to making a living. Thus, platform companies might also be confronted with 
lawsuits from consumer associations when they infringe on the rights and interests of 
platform users. 

Finally, as in many other jurisdictions, the employment status of crowdworkers is 
disputed. Although the question of whether internet-based gig workers such as 
delivery drivers or ride-hailing drivers are “employees” protected by Chinese labor 
law99 has been hotly debated in recent years, scant literature discusses the employ-
ment status of crowdworkers in China. Neither Chinese labor law nor labor contract 
law contain an explicit definition of employees. In practice, judges often use strict 
criteria to determine whether a worker is an employee, relying on the Notice on 
Issues Relating to the Determination of Employment Relations adopted by the 
Ministry of Labor and Social Security, which has been known as the Ministry of 
Human Resources and Social Security since 2005.100 However, to our knowledge,

99 For a comprehensive introduction to the system of Chinese labor and employment law, see 
Wang (2017). 
100 According to the Notice, “an employment relationship exists if an employer recruits a worker 
without a written labor contract, but there are the following circumstances: (1) The employer and the 
worker meet the subject qualifications stipulated by laws and regulations; (2) the labor rules 
formulated by the employer in accordance with law are applicable to the worker, and the worker 
is subject to the management of the employer and performs the paid work arranged by the employer; 
(3) the labor provided by the worker is an integral part of the employer’s business.” In practice, only 
if the three conditions are met at the same time, judges tend to determine an employment



there is not a single case in which a crowdworker has complained about not being 
recognized as an employee on a Chinese crowdsourcing platform. If a crowdworker 
were considered an employee in China, several special provisions regarding their 
data protection would theoretically apply.101
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Some Chinese legal scholars have also pointed out that the protection of workers’ 
personal information has its specificities and that the requirements of the PIPL are 
too general to achieve adequate protection for them (Wang, 2022; Xie,  2021). In 
particular, compared to the first and second drafts of the PIPL, its final version adds a 
provision as the legal basis for the processing of employee information: “necessary 
for the conduct of human resources management in accordance with lawfully 
formulated work regulation systems and lawfully concluded collective agreements” 
(Art. 13 para. 1(2) PIPL). Although these developments indicate advances in terms 
of data protection, they fall short of achieving the protection of workers’ personal 
data in some important aspects. For example, in the context of the structurally 
weaker workforce, the requirement for informed consent often does not adequately 
address the position of powerful companies. In addition, the risk of monitoring and 
manipulating employees in the digitized workplace must be regulated more specif-
ically (Wang, 2022). 

3.3.5 Basic Principles of Data Processing 

Crowdsourcing platforms as processors of personal information must observe some 
basic principles of data handling. These principles are currently set out primarily in 
the PIPL. Some can also be found in separate legal instruments that preceded the 
promulgation of the PIPL. However, the PIPL has integrated these previous pro-
visions in a systematic and comprehensive manner. 

The principles of the PIPL are broadly similar to those of the GDPR. First, 
crowdsourcing platforms must follow “the principles of lawfulness, reasonableness, 
necessity and creditworthiness” to process personal data, and methods that can be 
perceived as “misleading, fraudulent or coercive” may not be used (Art. 5 PIPL). 
Except for the principle of creditworthiness, which was added as part of the Civil 
Code reform, the principles of lawfulness, reasonableness and necessity had been 
introduced prior to the PIPL (Chen, 2021). They were first put forward in Art. 2 of

relationship exists between the worker and the employer. Self-employees or workers who cannot 
meet these requirements are often protected by civil law rather than labor law in China. For more 
details, see Wang (2016). 
101 For example, according to Art. 8 of the Labor Contract Law, employers are merely entitled to 
know the basic information directly relating to the labor contracts. Art. 13 of the Regulation on 
Employment Services and Employment Management provides that employers are obliged to keep 
the personal information of employees confidential. The disclosure of employees’ information must 
be based on their written consent. For more details see Zhang (1996), Yang (2004), Wang (2011), 
and Wang (2019).



the 2012 SC-NPC Decision and subsequently laid down in other laws such as the 
CSL, CPL, and the Civil Code.
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The principle of purpose limitation also applies in the PIPL. The processing of 
personal information must “have a clear and reasonable purpose, be directly related 
to that purpose and use means that affect the rights and interests of the individual as 
little as possible” (Art. 6 para. 1 PIPL). This principle is not available in laws such as 
the CSL or the Civil Code. However, the principle of necessity could, to a certain 
extent, already include the requirement of purpose limitation (Chen, 2021, pp. 9–13). 
Additionally, the principle of data minimization is set forth in Art. 6 of the PIPL. The 
collection of personal data must be “limited to the minimum necessary to achieve the 
purpose of the processing and excessive personal data shall not be collected” (Art. 
6 para. 2 PIPL). 

The principles of openness and transparency must also be considered by data 
processors. Crowdsourcing platforms are therefore obliged to disclose rules 
governing the processing of personal data and to clarify the purposes, methods and 
scope of processing (Art. 7 PIPL). These principles are based on the data subject’s 
right to information under Art. 44 of the PIPL. Accordingly, users of platforms have 
the right to know the processing activities of their personal information and to decide 
to either accept or refuse the processing. The specific requirements of the principles 
of openness and transparency can also be founded in Art. 41 of the CSL and Art. 
1035 of the Civil Code. 

The principle of data correctness is also important for data processing. Data 
processors must ensure the quality of personal data in order to avoid negative 
impacts on the rights and interests of data subjects due to inaccurate or incomplete 
personal information (Art. 8 PIPL). If platform users, as data subjects, determine that 
the information they have provided is incorrect or incomplete, they have the right to 
demand corrections and additions from platforms in a timely manner (Art. 46 PIPL). 
Similarly, according to Art. 1037 of the Civil Code, natural persons are entitled to 
petition data processors to take necessary measures to correct or delete their inac-
curate information. A similar requirement can also be found in Art. 24 of the ECL. 

Crowdsourcing platforms must also take the principle of storage limitation into 
account. Art. 19 of the PIPL provides that that “the period of retention of personal 
data shall be the shortest time necessary to achieve the purposes of the processing, 
unless laws and regulations provide otherwise.” This principle can also be found in 
Art. 6.1 (a) of the GB/T 35273-2020 PI Specification (also the 2017 version). 
Normally, platforms are required to delete or anonymize collected personal data 
after the specified retention period (Art. 6.1 (b) GB/T 35273-2020 PI specification). 
Although the PIPL does not provide a specific deadline, it lists several conditions 
under which platform companies are obliged to delete the relevant data (Art. 
47 PIPL). By contrast, for reasons of data security, under certain circumstances it 
may be necessary for personal data to be available for a minimum period of time. For 
example, the CSL requires platform companies to retain the log files they collect for 
a minimum of 6 months (Art. 21 para. 3 CSL). 

As noted above, data processors must take necessary measures such as encryption 
and de-identification to ensure data security and to protect personal information from



unauthorized access, leaking, alteration, and loss (Art. 9 and Art. 51 PIPL). Such 
requirements can also be found in laws prior to the PIPL. For example, both the CSL 
and the ECL explicitly provide that the “integrity, confidentiality and availability” of 
network data must be maintained (Art. 10 CSL; Art. 31 ECL) and platforms are 
obliged to prevent personal information processed by them from being unduly 
disclosed, manipulated, or destroyed (Art. 42, para. 2 CSL). 
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Although the basic principles of data processing mentioned above under the PIPL 
correspond to those in Art. 5 of the GDPR, the Chinese PIPL does not maintain the 
concepts of privacy by design or privacy by default as under the GDPR. 

3.3.6 Anonymization and de-Identification as Data Protection 
Instruments 

Anonymization and pseudonymization are two important privacy protection mea-
sures. The latter term is called “de-identification” in Chinese legal texts.102 

According to Art. 73, para. 4 of the PIPL, “anonymization” refers to “the process 
by which personal data is processed so that it cannot be used to identify a specific 
natural person and cannot be recovered after such processing.” As mentioned above, 
anonymized data is not protected personal data under the PIPL (Art. 4 para. 1 PIPL). 
For example, if platforms use anonymized data for market research, the provisions of 
the PIPL do not apply. 

Anonymizing personal data is also a way to protect the privacy of data subjects. 
Art. 73 para. 3 of the PIPL defines de-identification as “the operation of processing 
personal data that makes it impossible to identify a specific natural person without 
the help of additional information.” De-identification as a technical measure to 
ensure data security is explicitly mentioned in Art. 51 of the PIPL. In contrast to 
anonymized data, however, de-identification cannot fully guarantee data protection, 
since the de-identified data could be re-identified with additional information. This 
means that the risk of identifying a specific data subject can only be ruled out to a 
certain extent. Thus, the PIPL does not fully exclude de-identified data from its 
scope. Even if platforms process users’ information by de-identification, they still 
have to comply with the obligations under the PIPL. 

The terms anonymization and de-identification and related rules are not found in 
other data protection laws but are available in the soft law document GB/T 35273-
2020 PI Specification (also the 2017 version). 

102 According to Art. 4 para. 5 of the GDPR, “pseudonymization” refers to “the processing of 
personal data in such a manner that the personal data can no longer be attributed to a specific data 
subject without the use of additional information, provided that such additional information is kept 
separately and is subject to technical and organizational measures to ensure that the personal data 
are not attributed to an identified or identifiable natural person.”
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3.3.7 Consent as the Standard for Legitimation of Data 
Processing 

As in the GDPR, the informed consent rule is at the heart of China’s data protection 
laws. The importance of data subject consent is evident under many provisions of the 
PIPL. Although the relevant provisions do not specifically relate to crowdsourcing 
platforms, they are applicable as the platforms collect and process personal data of 
their users and are therefore “processors of personal information” within the scope of 
the PIPL. 

Crowdsourcing platforms are only allowed to process users’ personal data if they 
obtain their consent or certain exceptional conditions are met (Art. 13 para. 2 PIPL). 
According to Art. 13 para. 1 of the PIPL, these conditions include: 

1. that the processing of personal data is necessary for the conclusion or perfor-
mance of a contract to which the person is a party, or that it is necessary for the 
implementation of human resources management in accordance with lawfully 
formulated labor regulations and lawfully concluded collective agreements; 

2. that it is necessary for the fulfillment of any legal obligation or obligations; 
3. as necessary to respond to a public health incident or to protect the safety of life, 

health and property of individuals in an emergency; 
4. to process personal data to a reasonable extent to carry out actions in the public 

interest, such as news reporting and public opinion monitoring; 
5. for an appropriate level of processing of personal data disclosed by individuals or 

otherwise already lawfully disclosed under this law; and 
6. other situations provided by laws or administrative regulations. 

Accordingly, the consent of the persons concerned and the legal circumstances listed 
are the legal basis for platforms to process personal data of their users. 

Unlike the GDPR, the PIPL does not provide a definition of the term “consent.” 
However, it requires that consent from fully informed data subjects be voluntary and 
explicit (Art. 14 para. 1 PIPL). If the purposes or methods of processing personal 
data or the type of personal data to be processed change, platforms must again seek 
consent from data subjects (Art. 14 para. 2 PIPL). 

Data subjects also have the right to withdraw their consent in a convenient and 
simple manner (Art. 15 para. 1 PIPL). Except where the processing of personal data 
is necessary for the provision of the services, platforms shall not refuse to provide 
services on the grounds that data subjects do not consent to the processing of their 
personal data or withdraw their consent (Art. 16 PIPL). In the event of, for example, 
a merger, demerger, dissolution or bankruptcy, users’ personal data must be trans-
ferred to a third party, and the recipient party is obliged to continue to fulfill the 
obligations of the platform company. If the recipient changes the original purposes 
or methods of data processing, the consent of the data subjects must be obtained 
again (Art. 22 PIPL). 

Unlike the GDPR, separate consent is an important term under the PIPL, although 
there is no legal definition for it. According to the PIPL, there are five situations in



which processors of personal information need to obtain separate consent from data 
subjects (Liu, 2021b, p. 40). Among them are four cases related to crowdsourcing 
platforms103 : 
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1. If platforms pass on the personal data they process to other processors of personal 
data, they must obtain the separate consent of the data subjects (Art. 23 PIPL). 

2. Platforms are not allowed to publish personal data unless they have obtained the 
separate consent of the users (Art. 25 PIPL). 

3. The processing of sensitive personal data must be based on the separate consent 
of the data subjects (Art. 29 PIPL). 

4. If platforms transfer personal data to a foreign recipient outside the territory of the 
PRC, they are required to obtain separate consent from their users (Art. 39 PIPL). 

In addition to the provisions of PIPL mentioned above, the requirement for informed 
consent was included in other laws that were in force before PIPL. The CSL 
stipulates that platforms must inform data subjects about the purpose, means and 
scope of the collection and use of personal data and obtain their consent (Part. 
41 CSL), and platforms are not allowed to share personal data with others without 
the consent of the data subjects (Art. 42 CSL). 

3.3.8 Automated Decision-Making 

Algorithmic risks existed in practice even before the PIPL was passed. For example, 
automated decision-making might have violated platform users’ right to privacy (Li, 
2017). To respond to the fact that the algorithms used by a platform are supplanting 
human decision-making and putting pressure on them, leading to problems in human 
autonomy and masking platform culpability (Zhang, 2020, 2021), the PIPL restricts 
automated decision-making. Although the relevant provisions do not specifically 
relate to crowdsourcing platforms, they can be applied to them as the platforms are 
the processors of personal information regulated by the PIPL. 

Platforms that use personal data for automated decision-making must ensure 
transparency of decision-making so that the results are fair and equitable, and shall 
not unreasonably discriminate between individuals on transaction terms such as 
price (Art. 24 para. 1 PIPL). With this provision, price discrimination based on 
algorithms can be countered, especially since pricing consumers differently for the 
same product or service has been a common economic phenomenon in practice in 
China (Zhao, 2020; Li, 2021, pp. 64–67). For example, there was a scandal

103 The case, which seems most likely irrelevant for platforms, is mentioned in Art. 26 of the PIPL: 
“The installation of image capture and personal identification devices in public places must be done 
as necessary to ensure public safety, comply with relevant national regulations and have prominent 
warning labels. The collected personal images and identification information may only be used for 
the purpose of safeguarding public safety and may not be used for any other purpose unless the 
separate consent of the individual is obtained.”



involving Chinese food delivery platform Meituan, which charged its paying mem-
bers higher delivery fees than its free users (for more details, see Wang, 2020).
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When decisions that significantly affect the rights and interests of platform users 
are made through automated decision-making, users have the right to request an 
explanation from the platforms and the right to oppose the decisions made by the 
platforms solely through algorithms (Art. 24 para. 3 PIPL). When information 
delivery and commercial marketing are carried out through algorithm-based deci-
sion-making, platforms are also obliged to offer users options that do not target their 
specific personal characteristics or to provide convenient means of opting out (Art. 
24 para. 2 PIPL). 

There are no automated decision-making provisions in other laws prior to the 
PIPL. However, relevant rules are available in the non-mandatory GB/T 35273-2020 
PI Specification (also the 2017 version). 

One way to reduce the algorithmic risks could be to conduct the data protection 
impact assessment before using automated decision-making (Liu, 2021b, p. 66). 
These are introduced in Sect. 3.3.10. 

3.3.9 Rights of Data Subjects 

The rights of data subjects are explicitly stated not only in the PIPL, but also in 
previously passed laws such as the CSL and the Civil Code. Compared to the 
previous legal instruments, the PIPL adds some new rights such as the right to 
data portability, and presents the rights of data subjects in a more comprehensive and 
systematic way. The PIPL has an independent chapter (Chap. 4) entitled “Rights of 
Individuals with Regard to the Processing of Personal Data,” under which there are 
seven articles (Art. 44–Art. 50). In general, the specific data subject rights provided 
by the PIPL are very similar to those of the GDPR, although the wording is slightly 
different. 

Platform users, as data subjects, generally have the right to know about the 
processing of their personal data and to make decisions about it, and have the right 
to restrict or refuse the processing of their data by others (Art. 44 PIPL). In particular, 
the PIPL requires platforms to inform data subjects “truthfully, accurately, and 
completely” about matters such as the name of the processing organization, the 
purposes and methods of processing personal data, the types of personal data 
processed, and the period for which data will be stored before it may be processed. 
The notice must be clearly visible and in clear and understandable language (Art. 
17 para. 1 PIPL). If platforms draw attention to such issues by formulating rules for 
the processing of personal data, the rules must be made public and easy to read and 
store (Art. 17 para. 2 PIPL). Accordingly, crowdsourcing platforms are required to 
post their privacy statement, if they have one, on their websites to ensure that website 
visitors or users can know what data is being processed and how, and can opt in or 
opt out of the processing of their data.
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Platform users also have the right to access and reproduce their personal data from 
platforms, except for some special cases104 (Art. 45 para. 1 PIPL). If users exercise 
this right, platforms must provide them with relevant data in a timely manner (Art. 
45 para. 2 PIPL). The right to access and reproduce is also found in Art. 1037 of the 
Civil Code, but not in the CSL before the promulgation of the PIPL. 

As a newly added right in the final version of the PIPL (Greenleaf, 2021, p. 21; 
Liu, 2021a, b, p. 113), the right to data portability not only facilitates the transfer and 
reuse of personal information, but also places new demands on platforms (Wu, 
2021). The right to transfer data is set out in Art. 45 para. 3 of the PIPL, which 
specifies that “when individuals request the transfer of personal data to other pro-
cessors of personal information nominated by them and the conditions provided for 
by the CAC are met, the processors of personal information must provide channels 
for the transfer.” In contrast to the right to data portability under the GDPR, the same 
right in the PIPL is much more general in two respects. First, the PIPL does not 
mention that the personal data requested must be in “a structured, commonly used 
and machine-readable format.” Second, the PIPL does not specify exceptional cases, 
like under the GDPR, in which the exercise of this right could be restricted, for 
example when the transfer is not technically feasible or the rights and freedoms of 
others are affected. Instead, the PIPL only states that “conditions provided by the 
state Internet information departments” must be met. Chinese legislators tend to let 
the CAC or other competent authorities formulate departmental rules that may 
include specific conditions for the right to data portability. In fact, before the PIPL 
was passed, some Chinese legal scholars explicitly demanded that China’s data 
protection law not duplicate the right to data portability under the GDPR.105 

Platform users also have the right to correction. If users find that their personal 
information is inaccurate or incomplete, they have the right to request platforms to 
correct or supplement it (Art. 46 para. 1 PIPL). When users exercise this right, 
platforms are obliged to check the personal data and make corrections or additions in 
a timely manner (Art. 46 para. 2 PIPL). The right of correction can also be found in 
Art. 43 of the CSL and Art. 1037 of the Civil Code. 

104 The exceptional cases are mentioned in Art. 18 and Art. 35 of PIPL, including but not limited to 
matters relating to the protection of life, health and property, and the fulfillment of statutory duties 
by state bodies. 
105 On the one hand, some scholars have noted that the right to data portability could enable a more 
efficient flow of data, allowing platform users not to be confined to one platform, thus promoting 
effective competition among companies. On the other hand, many scholars have opposed the right 
to data portability. Their main arguments include, among other things, that such a right may put 
more pressure on small and medium-sized enterprise (SMEs) to comply, thus hindering competition 
and innovation in the market; that the right to data portability seems to be inconsistent with the 
general principle of competition law, which does not require companies in the market to share their 
property; and that personal data collected by companies may be regarded as trade secrets, and 
allowing one business to have easy access to another business’s trade secrets through the users’ 
right to data portability may lead to unfair competition (for more details see Ding, 2021a, 
pp. 144–165).



60 3 Data Protection Law in Germany, the United States, and China

Another important user right is the right to have data deleted. This right is referred 
to in the GDPR as the right to erasure and the right to be forgotten.106 Prior to the 
enactment of the PIPL, such a right had long been advocated by legal scholars (e.g., 
Yang & Han, 2015), although some scholars have noted that it is impossible to 
completely erase personal data once it has been disclosed (e.g., Ju & Ling, 2016; 
Wan, 2016). Art. 47 para. 1 of the PIPL provides for several circumstances in which 
platforms are obliged to delete personal data proactively: 

1. the purpose of the processing has already been achieved or cannot be achieved, or 
the data is no longer necessary to achieve the purpose of the processing; 

2. platforms stop providing services or the retention period has expired; 
3. users withdraw their consent; 
4. platforms violate laws, administrative regulations or agreements when processing 

personal data; and 
5. other situations provided for by laws or administrative regulations. 

If platforms fail to delete information in the stated case, their users have the right to 
request its deletion. Compared to the provisions in place before the PIPL, such as 
Art. 43 of the CSL and Art. 1037 of the Civil Code, the content of the right to delete 
data under the PIPL has been expanded (Liu, 2021b, pp. 117–121). Art. 48 of the 
PIPL recognizes the right of users to ask platforms to explain their rules on the 
processing of personal information, for example, in their privacy statements. If a 
platform user is deceased, their close relatives107 may exercise the rights to access, 
copy, correct and delete the personal data of the deceased, unless otherwise agreed 
by the deceased user during his lifetime (Art. 49 PIPL). 

Finally, platform users have the procedural right to exercise their right and seek 
redress when their rights have been violated. The PIPL requires platforms to set up 
convenient mechanisms for accepting and addressing requests from users to exercise 
their rights (Art. 50 para. 1 PIPL). A similar requirement is also established in Art. 
49 of the CSL. If platforms reject users’ requests to exercise their rights, they must 
explain the reasons (Art. 50 para. 1 PIPL), and platform users can sue in court against 
the rejection (Art. 50 para. 2 PIPL). 

3.3.10 Data Protection Impact Assessment 

Assessing the impact that certain actions have on the protection of personal data is 
important for reducing or eliminating potential data privacy risks. Prior to the

106 Before the adoption of the PIPL, some Chinese scholars argued that “the right to erasure” should 
be used instead of “the right to be forgotten” as the latter term is not a clear legal concept and the 
nature of this right is not clearly identifiable (Zheng, 2015). 
107 According to Art. 1045 para. 2 of the Civil Code, “close relatives” are “spouse, parents, children, 
brothers and sisters, paternal grandparents, maternal grandparents, paternal grandchildren, and 
maternal grandchildren.”



promulgation of the PIPL, no law or regulation required platforms as processors of 
personal data to conduct a data protection impact assessment. However, such a 
requirement and related detailed norms can be found in some non-mandatory 
national standards, such as the GB/T 35273-2020 PI Specification (also the 2017 
version) and the GB/T 39335-2020 Information Security Technology-Guidelines for 
Personal Information Security Impact Assessment (GB/T 39335-2020 IA Guide-
lines). Without mentioning whether a personal data security impact assessment 
should only be carried out in specific situations, the GB/T 39335-2020 IA Guide-
lines, for example, outline the value, purposes, responsible subjects, factors to be 
considered, and the content of the assessment reports when carrying out an impact 
assessment on the security of personal data.
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With the adoption of the PIPL, conducting such an assessment in certain cases has 
become a legally enforceable requirement of a self-regulatory rule in China. 
According to Art. 55 of the PIPL, platforms must first carry out an assessment of 
the impact on the protection of personal data and record the circumstances of the 
processing in the following situations: 

1. the processing of sensitive personal information; 
2. the use of personal information for automated decision-making; 
3. entrusting third parties to process personal data, sharing personal data with other 

processors of personal information and publishing personal data; 
4. providing personal information abroad; and 
5. other personal data processing activities that have a major impact on the rights 

and interests of users. 

The PIPL further clarifies the content of the data protection impact assessment. The 
assessment must cover three aspects: first, whether the purposes and methods of 
processing personal data are lawful, adequate and necessary; second, the implica-
tions and security risks for the rights and interests of individuals; and third, whether 
the protective measures used are legal, effective, and appropriate to the degree of risk 
(Art. 56, para. 1 PIPL). The personal data protection impact assessment reports and 
processing records must be stored for at least three years (Art. 56 para. 2 PIPL). 

3.3.11 Internal and External Data Protection Supervision 

Before the PIPL was adopted, some provisions regarding internal and external 
supervision of data protection could be found in laws such as the CSL. However, 
the previous provisions are much less specific, comprehensive, and systematic, and 
appear to be more relevant to data security than data privacy. 

As processors of personal information, platform companies are obliged to self-
regulate to ensure users’ data privacy. When platforms process personal data to the



extent specified by the CAC,108 they must designate a person in charge of personal 
data protection who is responsible for overseeing the processing of personal data and 
any protection measures taken (Art. 52 para. 1 PIPL). The contact information of the 
nominated person must be made public and their names and contact information 
must be communicated to the competent authorities responsible for the protection of 
personal data (Art. 52 para. 2 PIPL). The designated person is thus very similar to the 
data protection officer under the GDPR. Furthermore, foreign platforms that process 
personal data within the territory of the PRC must set up special institutions or 
designated representatives in China responsible for handling privacy matters and 
report their names and contact information to the relevant authorities (Art. 53 PIPL). 
Finally, the PIPL requires platforms to regularly check whether their personal data 
processing activities comply with laws and administrative regulations (Art. 
54 PIPL). 
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In addition to internal monitoring, external monitoring is required to protect the 
privacy of data subjects. In general, administrative departments of the government 
play an important role in data protection as supervisory authorities (Jiang, 2021). 
The PIPL has a separate chapter (Chap. 6) entitled “Departments that Perform 
Personal Data Protection Obligations,” which contains 6 articles (Art. 60–Art. 65). 
The PIPL specifies what “departments performing personal information protection 
duties” refers to (Art. 60 para. 3 PIPL). These include the CAC and relevant 
departments of the State Council (Art. 60 para. 1 PIPL), and relevant departments 
of local governments at or above the county level (Art. 60 para. 2 PIPL). All these 
departments are obliged to perform duties such as carrying out public relations and 
education on personal data protection, directing and monitoring platforms to protect 
personal information, receiving and processing complaints and reports relating to 
personal information protection, the organization of personal data protection assess-
ments and publication of the results, and investigating and combating illegal per-
sonal data processing activities (Art. 61 PIPL). In particular, the CAC, as the national 
internet information office, is responsible for planning and coordinating relevant 
departments to promote work on personal information protection, such as formulat-
ing specific rules and standards for the protection of personal information (Art. 
62 PIPL). The PIPL empowers regulators to take certain actions to carry out their 
duties, including: 

1. questioning the relevant parties and investigating the circumstances relating to the 
processing of personal data; 

2. accessing and reproducing contracts, records, business books and other relevant 
materials relating to the processing of personal data; 

3. conducting on-site inspections and investigations into suspected illegal personal 
information processing activities; 

4. checking the equipment and objects relating to personal data processing activities 
and, for the equipment and objects for which there is evidence of use in illegal 

108 The specific scope remains to be specified by the CAC.
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personal data processing activities, making a written report to the person in 
charge of the department and, after approval, ensuring that the materials are 
sealed or confiscated (Art. 63 para. 1 PIPL). 

Platforms must provide support and cooperate, rather than preventing or impeding a 
competent authority from fulfilling its tasks (Art. 63 para. 2 PIPL). If the relevant 
departments determine that the processing of personal information poses a relatively 
high risk or that incidents related to the security of personal data have occurred, they 
can speak to the legal representative or the person responsible for the platform or 
request that the platform appoint a professional to conduct a compliance audit (Art. 
64 para. 1 PIPL). To facilitate the supervisory authorities in receiving complaints or 
reports of illegal activities related to the processing of personal data from organiza-
tions and individuals (Art. 65 para. 1 PIPL), these authorities must publish their 
contact information (Art. 65 para. 2 PIPL). 

As in the EU, the supervisory authorities are given the opportunity under the PIPL 
to take legal action against illegal activities involving the processing of personal 
data. According to Art. 70 para. 1 of the PIPL, should crowdsourcing platform 
companies violate relevant regulations when processing personal data and harm the 
rights and interests of a large number of individuals, the organizations designated by 
the CAC can file a lawsuit in court.109 

Finally, the PIPL potentially exposes some platforms to public oversight. 
According to Art. 58 para. 4 of the PIPL, if platforms provide important internet 
platform services and have a large number of users or a complex business model,110 

they are obliged to publish regular social responsibility reports on the protection of 
personal data and accept social oversight. Accordingly, the crowdsourcing platforms 
concerned are obliged to include matters of data protection in their corporate social 
responsibility (CSR) reports or to publish independent data protection CSR 
reports.111 Before the adoption of the PIPL, the T/ISC 003-2020 Guidelines on 
Compiling CSR Reports of Internet Enterprises issued by the ISC merely suggested 
that internet-based platform companies include the data protection and data security 
measures they have taken in the CSR reports. 

109 In addition to the organizations designated by the CAC, this article also authorizes “the People’s 
Procuratorate” and “consumer organizations designated by law” to file a lawsuit against the illegal 
processing of personal data in court. According to Art. 58 of the Civil Procedure Law, such 
proceedings initiated by competent bodies are often initiated for reasons of public interest, for 
example to protect the environment or the rights and interests of consumers. 
110 What is meant by “important internet platform services,” “a huge number of users,” or “a 
complex operational model” is currently unclear and remains to be further specified by relevant 
authorities such as the CAC. 
111 The CSR reports are often freely available on the websites of the respective companies.
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3.3.12 Sanctions 

When a platform company unlawfully processes the personal information of its 
users, it is legally liable for its actions. Prior to the promulgation of the PIPL, various 
laws such as the CSL, the Civil Code and the Criminal Code already regulated 
platforms’ liability for data breaches. However, compared to the previous provision, 
the PIPL provides for stricter, more specific, and more comprehensive sanctions. 

Three types of liability for data breaches can be distinguished, namely adminis-
trative, civil and criminal liability. Regarding administrative penalties, the PIPL 
introduced three innovative regimes. First, platform applications that process unlaw-
ful personal data will be sentenced to suspend or discontinue their services and a fine 
will be imposed (Art. 66 para. 1 PIPL). Although in practice there are some cases 
where platforms have been ordered to suspend services due to data breaches, the 
PIPL provides for such a sanction in law for the first time (Liu, 2021b, p. 171). 
Second, the size of the fines is much greater. If the illegal personal information 
processing activities carried out by platform companies are serious, they can be fined 
up to 50 million CNY112 or up to 5% of the previous year’s business income (Art. 
66 para. 2 PIPL). The maximum fine under the CSL is only 1 million CNY113 (Art. 
64 CSL). Notably, this penalty is even higher than under the GDPR, which has a 
limit of 2%. Third, the PIPL provides that the platform companies’ directly liable 
managers and other directly liable persons may also be prohibited from serving as 
directors, supervisors, officers or persons responsible for the protection of personal 
data in relevant companies for a specified period of time (Art. 66 para. 2 PIPL) (Liu, 
2021b, pp. 170–175). Apart from the three new sanctions, the PIPL, like the CSL, 
provides that if platform companies violate the provisions of the PIPL, the supervi-
sory authorities are authorized to order corrections, issue warnings, confiscate 
unlawful profits, and report to the responsible supervisory authorities for the lifting 
of business permits or licenses (Art. 66 PIPL). Privacy violations by platforms can 
also be recorded in the credit register and may be publicly disclosed (Art. 67 PIPL). 
A similar provision can also be found in Art. 71 of the CSL. Thus, the violation of 
personal rights can seriously affect the business of the liable platforms. 

The platforms that violate the data protection rights of their users can also be held 
liable for damages under civil law, more precisely in tort, if they cannot prove that 
they are not at fault (Art. 69 para. 1 PIPL). Liability for damages should be based on 
the damage suffered by the persons concerned or the benefits obtained from the 
liable platforms (Art. 69 para. 2 PIPL). As mentioned earlier, when platforms violate 
the provisions of the PIPL when processing personal data and harm the rights and 
interests of a large number of data subjects, the People’s Procuratorate, consumer 
protection organizations designated by law, and organizations designated by the 
CAC can file a lawsuit in the courts (Art. 70 PIPL). In practice, there are many cases

112 Based on an average exchange rate in 2021 of 7.6369 CNY per 1 EUR, 50 million CNY is 
approximately 6.5 million EUR. 
113 Accordingly, one million CNY is approximately 131,000 EUR.



in which the public prosecutor’s office has sued internet-based platforms that have 
unlawfully processed personal data of users in order to protect the personal rights of 
data subjects (Liu, 2021b, pp. 185–186). As a result, some platforms have effectively 
been sanctioned for their data privacy violations. For example, in Shanghai Baoshan 
District People’s Procuratorate v. H Technology Ltd. and Han et al., the court held 
that the platform company, as the defendant, illegally sold users’ personal informa-
tion; the liable company and several managers directly responsible had to pay 
damages, the affected website had to be closed, and the personal information 
collected had to be deleted.114
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Finally, Art. 71 of the PIPL mentions that if violations of this law constitute a 
criminal offence, criminal liability must be pursued under the law. This provision 
relates to Art. 253(a) of the Criminal Law. Accordingly, any organization or 
individual that illegally sells or provides to others the personal information of 
citizens will be subject to fines, detention, or up to seven years in prison if the 
circumstances are serious. As organizations, crowdsourcing platforms are subject to 
this provision. 

3.4 Similarities and Differences in Regulatory Approaches 

This subchapter115 summarizes results from the above analysis of the data protection 
laws in Germany, the United States and China. As the following synoptic overview 
demonstrates, the legal frameworks for data protection on crowdsourcing platforms 
in the three countries show considerable differences, but also some similarities. 

3.4.1 Particularities of Norm-Setting in the Field of Data 
Privacy 

In Germany, the EU GDPR provides a comprehensive mandatory framework for 
handling of personal data by crowdsourcing businesses. Since going into effect in 
2018, the GDPR applies automatically to EU member states without needing to be 
transposed into national laws. As far as the EU regulation gives national legislators 
leeway, platform companies must also obey the Federal Data Protection Act and 
sector-specific privacy regulations. New rules in German and European competition 
and antitrust law address the market and data power of large platforms. The proposed

114 For more details see the official website of the Supreme People’s Procuratorate of the PRC. 
Accessed March 9, 2022, from https://www.spp.gov.cn/spp/jcgyssljgrxxbh/202104/t20210422_52 
7823.shtml. 
115 This subchapter was written by Sonja Mangold.

https://www.spp.gov.cn/spp/jcgyssljgrxxbh/202104/t20210422_527823.shtml
https://www.spp.gov.cn/spp/jcgyssljgrxxbh/202104/t20210422_527823.shtml


EU directive on improving working conditions in platform work specifically deals 
with privacy issues pertaining to crowdworkers.
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China started developing its privacy legislation much later than Germany and the 
U.S. The Chinese approach is characterized by the different protection regime of 
privacy rights vis-à-vis private actors and privacy rights vis-à-vis the state govern-
ment. While data protection rights in the private sector have been expanded, threats 
to privacy from state actors remain relatively neglected in Chinese law (Pernot-
Leplay, 2020). The creation of China’s Social Credit System, which uses digital 
technology to monitor and assess the behavior of citizens and companies, has raised 
serious concerns about negative privacy implications among Western scholars and 
commentators (e.g., Karpa et al., 2022; Calzada, 2022). It is argued that Chinese data 
protection vis-à-vis private actors could further increase data access and surveillance 
by the state. For the purpose of this book, we have limited ourselves to describing 
data protection legislation relevant to platforms. 

Legal requirements for data protection and data security in crowdsourcing actu-
ally exist under Chinese law. Relevant privacy provisions which may affect platform 
businesses are found in various acts, sector-specific laws and executive rules. As 
formal norm-setting bodies, China’s National People’s Congress, its Standing Com-
mittee and Local People’s Congresses are active in the field of data privacy. In 
addition, administrative regulations by the State Council and other executive bodies 
are of great importance (Binding, 2014b). In recent years, the Chinese legislature has 
made efforts to unify the incoherent, fragmented legal framework for data protection 
and data security. The new PIPL, which came into effect in 2021, lays out for the first 
time a comprehensive set of rules for the protection of personal data in the digital 
economy. The PIPL is seen to have many similarities with the GDPR. Furthermore, 
similar to Europe, antimonopoly reforms have recently been undertaken to limit 
market power due to data control by big tech platforms. 

In the United States, there isn’t (yet) a federal omnibus regulation regarding 
personal data protection. U.S. legislatures traditionally tend to emphasize the bene-
fits of the free flow of information and of free enterprise over individuals’ privacy 
rights. Privacy provisions relevant to crowdsourcing businesses are scattered across 
numerous sectoral and state privacy laws. The state of California has recently passed 
consumer protection legislation that is comparable to the GDPR. Unlike in Germany 
and Europe, voluntary industry self-regulation (e.g., through privacy seals or the 
spontaneous adoption of privacy-enhancing technologies) plays an important role in 
the U.S. data protection regime. U.S. lawmakers generally tend to favor rather 
minimal regulation in the field of data privacy. However, compliance with consumer 
privacy rules is backed by strong public enforcement. The FTC as the nation’s 
principal consumer protection agency has already taken legal action against power-
ful digital platforms. Additionally, the threat of class actions in the U.S. implies high 
financial risks for platform businesses.
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3.4.2 Data Security Standards 

Various norms in German and European law oblige platform companies to ensure IT 
security and to protect user data from loss, destruction, theft or misuse. According to 
Art. 32 GDPR, platform companies are expected to implement appropriate technical 
and organizational security measures such as encryption. Furthermore, the GDPR 
contains rules for notifying victims and authorities in the event of data breaches. 

In China, provisions relating to data security are found in the Cybersecurity Law 
(CSL), in the Data Security Law (DSL) and in the Personal Information Protection 
Law (PIPL). Accordingly, platform companies “shall adopt the necessary measures 
to safeguard the security of the personal information they handle” (Art. 9 PIPL) and 
“prevent unauthorized access as well as personal information leaks, distortion, or 
loss” (Art. 51 PIPL). Chinese law promotes a variety of concrete data security 
measures, including encryption, staff training and personal information security 
incident response plans. 

In the United States, all fifty states have enacted data breach notification laws. 
These laws require companies to notify customers when their personal information 
has been exposed. Some states, like California, have passed additional prescriptive 
data security regulations. At the federal level, consumer protection regulation plays a 
dominant role in the data security framework. The FTC has taken a number of 
enforcement actions against companies for failure to adopt reasonable security 
practices. In addition, voluntary industry standards such as the Cybersecurity Frame-
work released by the National Institute of Standards and Technology (NIST) have 
proven to be highly influential on business practice. 

3.4.3 Protection of Personal and Sensitive Data 

The GDPR broadly protects all data related to an identified or identifiable natural 
person. The new Chinese data protection legislation contains a definition of personal 
information that is similar to that in the GDPR. In contrast, the U.S. approach to 
personal information is rather inconsistent, differing between sector-specific and 
state-specific laws and lacking in overarching definitions. 

European data protection law contains specific requirements as additional safe-
guards to protect sensitive data. The main legal basis for the processing of such data 
is express consent. Sensitive data are clearly listed. China’s PIPL also requires 
higher protection for sensitive information. Platforms must obtain separate explicit 
consent from internet users before handling such information. In contrast to the 
GDPR, the PIPL contains a non-exhaustive list of sensitive data. The Chinese 
definition is comparatively broad. For example, financial data and location tracking 
data are also classified as sensitive information. The U.S. law does not have an 
overarching principle providing higher protection for sensitive data. However, it 
should be noted that California privacy law advances a broad concept of sensitive



information. Additional safeguards are provided to protect consumers’ financial 
information, email contents or geolocation data. 
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3.4.4 Collection of Company Information and Consumer 
and Employee Data in the GDPR Broadly 

When crowdsourcing platforms collect business information from their customers, 
the data protection regimes in Germany, China and the U.S. generally do not apply. 
German and European data protection law only pertain to natural persons, not 
corporate entities. Similarly, company data collected by platforms are not protected 
under China’s PIPL. However, when platforms process information about a small 
company that enables conclusions about natural persons, this information falls 
within the data protection regime. Crowdworkers active as solo entrepreneurs can 
thus rely on data protection law. 

When platforms collect information about consumers, they must comply with 
specific legal requirements. The European, Chinese and U.S. privacy laws all 
provide specific provisions for protecting consumer data. Under German and Chi-
nese law, consumer associations can take legal action against violations of consumer 
privacy rights. In the United States, class actions and proceedings of the FTC are 
powerful tools for protecting consumer privacy. 

When platforms collect and use personal information of crowdworkers, specific 
rules on employee data protection may apply. Whether crowdworkers are self-
employed or employees is a highly controversial issue. German, Chinese and 
U.S. laws all contain specific privacy provisions in the employment context. How-
ever, only German law contains adequate rules and strict consent requirements that 
address power imbalances between platform companies and workers. 

3.4.5 General Principles of Data Processing, Privacy by 
Design and by Default 

The key feature of the European data protection framework is the principle “prohi-
bition unless permission.” Art. 5 GDPR contains a number of core data protection 
principles such as lawfulness, purpose limitation, transparency of processing, data 
minimization and data accuracy. Platform companies must observe these general 
requirements of data processing. If they don’t comply with the principles laid down 
in Art. 5 GDPR they can be fined. Some of these principles and requirements also 
exist in U.S. sectoral and state-specific privacy laws, but some principles are simply 
absent. In contrast to the GDPR, U.S. laws generally allow the processing of 
personal data. The European approach is therefore stricter and more stringent. 
China’s PIPL includes several core data protection principles similar to the GDPR



such as legality, necessity, purpose limitation, transparency of processing and data 
accuracy. With regard to fundamental data protection principles that apply to private 
actors and companies, China thus appears to be moving closer to European law. 
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According to Art. 25 GDPR, platform companies must comply with the princi-
ples of privacy by design and default. For example, anonymization, 
pseudonymization, and encryption techniques are protective measures that fall 
under privacy by design. Privacy by default means that data processors pre-select 
the least privacy-invasive choice. China’s PIPL lacks provisions for data protection 
by design and default. In the United States, privacy by design is not a binding rule 
and is limited to consumer privacy protection. 

3.4.6 Anonymization and Pseudonymization 

The data protection laws in all three countries encourage companies and 
crowdsourcing platforms to anonymize and pseudonymize personal data of their 
users. Anonymization and pseudonymization are central instruments of the 
European data protection framework. The GDPR clearly defines anonymous and 
pseudonymous data. Pseudonymization techniques are expressly mentioned by the 
EU legislator as a way to implement data security and privacy by design. The 
concepts of anonymization and pseudonymization are also anchored in Chinese 
and U.S. privacy laws. Compared to the GDPR, however, the Chinese and the 
U.S. approaches show some shortcomings. Chinese law does not put forward any 
ways in which anonymization of personal information can be achieved. U.S. law 
does not impose any additional requirements for pseudonymization, where the risk 
of re-identification is much higher than with anonymization. 

3.4.7 Consent for Legitimizing Data Processing 

Informed consent represents the prime legal basis for processing personal data under 
the GDPR. The European law requires that consent must be freely given, explicit, 
specific, unambiguous and properly documented. If users are employees or con-
sumers and therefore face a power imbalance vis-à-vis the platforms, voluntary 
consent can be doubtful. In China, the concept of data subject consent also exists. 
However, the requirements of Chinese law are relatively vague. China’s PIPL does 
not contain a clear definition of “consent.” In the United States, there is a rather 
liberal understanding of what constitutes consent. For example, implied consent is 
often considered to be a sufficient legal basis for the processing of personal data. 
Under U.S. privacy laws, visiting a website or the mere use of a platform service 
constitutes valid consent.
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3.4.8 Regulation of Algorithmic Decision-Making 

A coherent, special legal framework that addresses the risks of algorithmic manage-
ment on crowdsourcing platforms is currently still lacking in all three countries. 
However, in Germany as well as in China and the United States there are account-
ability and transparency requirements and individual rights with regard to automated 
decisions including profiling. Art. 22 GDPR allows automated decision-making 
determined solely by machines only in exceptional cases. Furthermore, the GDPR 
severely restricts automated decision-making based on sensitive data. The proposed 
EU directive on platform work requires platform companies to inform workers about 
automated monitoring and decision-making systems (Art. 6). China’s PIPL follows 
the GDPR in the restrictions on automated decisions, including profiling. In the 
United States, the FTC has already taken action against corporations for violations of 
consumers’ and children’s privacy in the context of algorithms. 

3.4.9 Individual Rights 

The GDPR codifies a number of individual rights which users and consumers can 
assert against crowdsourcing platforms. These include rights of access and correc-
tion and the right to delete data. The right to data portability (Art. 20 GDPR) pursues 
a consumer protection and antitrust law objective and is intended to prevent lock-in 
effects in the sense of customer retention to one platform. The new Chinese data 
protection legislation echoes the GDPR in terms of individual rights. However, a 
major difference from Germany and Europe is that, according to the Chinese 
understanding, individual data protection rights can primarily be asserted in the 
private sector and not against the state (Pernot-Leplay, 2020). In the United States, 
there is no comprehensive national legislation that enshrines individual rights of 
users against platforms. The U.S. approach to individual rights is less consistent and 
offers less protection than the GDPR. 

3.4.10 Data Protection Impact Assessment 

Crowdsourcing platforms may be required under the GDPR to carry out a formal 
data protection impact assessment. An obligation exists in high-risk cases such as the 
use of big data analytics and web tracking technologies. The data protection impact 
assessment can be divided into two different stages: prior analysis of the risks and 
consequences of data processing, and definition of the measures envisaged to 
address these risks. China’s PIPL also requires a data protection impact assessment 
in certain defined high-risk situations, such as the processing of sensitive informa-
tion or the use of personal information for automated decisions. In the United States,



some state privacy laws require companies to carry out periodic risk assessments or 
cybersecurity audits. Taken together, however, U.S. laws are rather lax. Risk 
assessments are rarely required by law, and relevant provisions often only consist 
of non-binding recommendations. 
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3.4.11 Enforcement Mechanisms 

Under European and German data protection law, platforms may be obliged to 
appoint a data protection officer responsible for compliance issues. The designation 
of a data protection officer is required of platforms if, for example, they process 
sensitive data to a large extent or use GPS trackers. Similarly, the Chinese PIPL 
requires that companies shall have data protection officers in cases of extensive 
processing of personal data. In the United States, on the other hand, there is no 
general legal obligation to appoint internal or external data privacy officers. The 
existence of data protection officers in companies is often on a purely voluntary 
basis. In all three countries, state data protection authorities can impose severe fines 
and penalties on platform companies for data protection violations. Overall, it can be 
said that U.S. privacy laws are enforced comparatively rigorously by authorities and 
private plaintiffs, with high penalties, fines and claims for damages often reaching 
millions, if not billions, of U.S. dollars in class actions. The FTC has already 
imposed high penalties against digital corporations such as Google and Meta-
Facebook. 

3.5 Interim Result and the Aspect of Regulatory 
Competition 

Our comparative legal analysis has shown that there is currently no specific legal 
framework for the collection of personal data on crowdsourcing platforms in Ger-
many, the United States and China. However, in all three countries, legal changes 
can be observed that selectively address privacy issues on the platform market. 
Problem-oriented norm-setting in this area has increased in recent years. In Ger-
many, the EU GDPR provides comparatively strict legal standards to protect plat-
form users’ privacy. China recently adopted the PIPL, whose provisions are close to 
the requirements of the GDPR. In the United States, California can be considered a 
pioneer in privacy regulation in the digital era. 

A much-discussed concept in the development of the globalized and digitalized 
economy is that of regulatory competition (Eidenmüller, 2011; Çapar, 2022). The 
far-reaching debate on this topic can only be touched upon here. Regulatory com-
petition can be generally defined as the activity of public or private norm-setters who 
intend to produce novel legislation or alter existing legislation in response to



competitive pressure from other norm-setters (Gödker & Hornuf, 2019). There have 
been extensive debates over whether globalization and regulatory competition may 
cause a “race to the top” or a “race to the bottom” in standard-setting (e.g., Deakin, 
2006; Vogel & Kagan, 2004). The “race to the top” hypothesis suggests that under 
regulatory competition, lawmakers produce better and stricter laws. According to the 
“race to the bottom” argument, the pressures of competitive lawmaking may induce 
norm-setters to lower their regulatory standards. 
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In the area of digital privacy there are indications that regulatory competition 
among lawmakers actually exists and has the potential to induce a race to the top in 
public standard-setting (Çapar, 2022; Rustad & König, 2019). The EU GDPR, 
which also applies to crowdsourcing platforms, has influenced other countries to 
adopt similar laws. The broad extraterritorial scope of the EU privacy regime puts 
pressure on countries and firms outside Europe to make changes that are in line with 
the stricter EU standards. As discussed above, the norms of the European data 
protection framework have also diffused into Chinese and U.S. privacy laws. A 
growing number of studies have investigated the regulatory spillover effects of 
GDPR theoretically and empirically (see especially Bradford, 2020; Frankenreiter, 
2022; Peukert et al., 2022). The “Brussels effect” could hence shape future privacy 
regulation of the platform economy. 

In the United States, California has adopted GDPR-like privacy laws as part of its 
digital market regulation. Other states have followed California’s example and 
passed stricter online privacy laws. California’s pioneering privacy legislation has 
thus spread throughout the United States. This seems to further support the thesis of 
a race of the top in the field of data privacy. 

The pressure from customers, workers and consumers could further promote a 
global upward harmonization of data protection standards. Data privacy awareness 
among digital users has increased worldwide over recent years. As existing studies 
have shown (e.g., Xia et al., 2017; Sannon et al., 2022), customers and workers also 
have high expectations of data privacy and data security in crowdsourcing busi-
nesses. Especially among crowdworkers, privacy concerns and fear of surveillance 
are widespread. The calls for stronger data protection measures on online platforms 
have become louder, giving us reason to expect that public lawmakers will enact 
further more specific and stricter privacy regulations in the area of crowdsourcing in 
the future. 
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