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Preface 

The world needs to act now to save our planet and mitigate the impact of climate 
change and loss of biodiversity. The recent increase in energy prices after the COVID-
19 global pandemic further highlights the pressing challenges regarding widespread 
energy poverty and the lack of energy security. Everyone now has a role to play in 
ensuring the security and sustainability of our energy supplies for future generations. 

This book contains research papers presented at the 3rd International Conference 
on Energy and Sustainable Futures (ICESF), which took place at Coventry Univer-
sity, UK, in 2022. The ICESF is an annual conference organised by the UK-based 
Doctorial Training Alliance (DTA) programme. It is a multi-disciplinary conference 
focused on addressing the future challenges and opportunities for meeting global 
energy targets and sustainable development goals. The conference brought together 
academia researchers, industry experts and research students to showcase the latest 
innovations and research on a wide range of topics in the areas of energy and sustain-
ability, including renewable energy, ICT, control, computational fluid dynamics, opti-
misation, energy governance, materials in energy research and energy storage. A total 
of 33 papers were selected by a technical programme committee for presentation at 
the conference and for inclusion in this book. 
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Chapter 1 
Investigating Energy Cost Impact 
on Private Residential Buildings 
in the West Midlands Region of the UK 

Ali Abdi, Abdullahi Ahmed, Rachitra Gunatilake, and Ishmael Onungwe 

Abstract With the housing sector accounting for a huge share of the overall energy 
consumption rate globally, it is imperative to ascertain the energy efficiency of resi-
dential buildings and its cost implication on dwellers. This paper focuses on inves-
tigating the types of residential buildings available in the West Midlands region of 
United Kingdom, the level of comfort derived by dwellers from energy provisions 
on their buildings during different times of the year and the impact of energy cost on 
dwellers. The paper also explores factors influencing energy consumption patterns 
in residential buildings within the study area. The methodology adopted in this paper 
are secondary and primary data sources. The secondary data is based on updated 
literature from existing scholarly publications, while the primary data is based on 
semi-structured interview conducted with residents or dwellers of private residential 
buildings within the West Midlands region of United Kingdom. Qualitative analytical 
approach was used to synthesize the data obtained. Findings reveal that the energy 
efficiency or the sustainable rating of a building is a major determinant of a residential 
building energy consumption. Other findings are housing technical, socioeconomic 
status of dwellers, demography, dwellers preference and behaviour, climatic condi-
tion, and geographic factor. Further on, the outcome of the interviews reveals an 
upward increase in the cost of energy with its effect impacting residents negatively 
because of living wage in the presence of inflation and global economic meltdown. 

Keywords Efficiency · Dwellers · Energy · Sustainability · Consumption
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1.1 Introduction 

The extent to which a building is sustainably designed, the climatic condition of the 
geographical location of a building and the age of building are influencing factors of 
the energy system and its efficiency. Hence, the consumption of energy in a building 
is basically characterized by the extent to which energy is lost through the building 
envelope which can be said to be the physical structural form of the building, and 
the extent at which energy usage is required by dwellers for their overall physical 
comfort [1, 2]. Basically, buildings are responsible for about 40% energy usage, 
25% water usage and 40% absorption of global natural resources which in turn emits 
about one-third of Green-House Gas (GHG), [1, 3]. For sustainability to be achieved 
within the built environment, there must be a balance between energy consumption 
which translates into cost implication on dwellers and its ecological effect [4]. 

On the premise that the housing sector is one significant energy user, it is imper-
ative to understand the rate of energy consumption and its requirements on each 
building to enhance energy efficiency, cost minimisation and environmental sustain-
ability. With the United Kingdom having one of the oldest existing buildings in the 
European Union (EU), wherein many of such buildings were constructed in Victo-
rian times [5]; this research was necessitated to investigate the rate at which energy 
is consumed, the level of physical comfort derived by dwellers at different times of 
the year owing to climatic condition with regards to energy consumption, the cost of 
energy and its impact on dwellers. 

Though, several research have discussed factors or drivers influencing dwellers’ 
energy consumption rate in several parts of the world [6, 7]; it is important to note 
that the study on the cost impact of energy consumption and the drivers of the rate of 
energy consumption as it relates to dwellers’ physical comfort in private residential 
buildings in the West Midlands region of United Kingdom is lacking. Hence, the 
reason for this research in the face of increasing energy cost which can be seen as 
presented in Fig. 1.1. 
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Fig. 1.1 Increase in energy cost from 1974–2019
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Table 1.1 Energy 
performance certificates 
(EPCs) classification 

S. No Categories Ratings Description 

1 A 100–92 Most efficient 

2 B 91–81 

3 C 68–55 

4 D 54–39 

5 E 38–21 

6 F 20–1 Least efficient 

Source Review of the energy performance of buildings; Econo-
midou [9] 

In the UK, Energy Performance Certificates (EPCs), is a pointer to the energy cost 
expectation of buildings with respect to physical comfort attainment by dwellers. This 
is because a top-rated categorized building is indicative of a sustainable dwelling, 
thereby requiring minimum energy consumption which will lead to minimal cost 
impact. EPC rating ranges from 0 to 100, with residential buildings categorized from 
A to G [8]. Table 1.1 shows the range and categories for ratings based on EPC 
classification. 

Undoubtedly, the quest toward energy efficiency goes beyond cost maximisation 
and enhances residents’ healthy living and well-being. An inefficient energy resi-
dence is a breeding ground for respiratory infections, cardiovascular, hypothermia, 
heart attacks and mental problems. An energy-inefficient building is prone to cold, 
leading to condensation and moulds and can contribute to the wheezing of older 
people and young children [10]. Subsequently, energy consumption in residential 
buildings is not solely attributed to the age of the building but also factors such as 
the attainment of the functional requirement of the building, technical characterisa-
tion and residents’ socioeconomic attributes relating to lifestyle are also indicators 
[11]. Dwellers’ living pattern and behaviour contributes significantly to the extent of 
energy consumption with an estimate accounting for 30% heating energy consump-
tion, and 50% cooling energy consumption specifically in low-income residents 
[12]. 

Considering the high cost of procuring energy, the time is now to improve the 
functional requirement of buildings globally in relation to thermal performance 
to enhance dwellers’ comfort and healthy living with economic energy consump-
tion. Nowadays, design and construction of new buildings are currently focusing on 
high energy performance with minimum dependence on consumption. Thus, build-
ings should be designed based on microclimate considerations [13]. These echoes 
widespread calls for a ‘green economic stimulus’ within which the home energy 
efficiency programme plays a significant part [9]. Such schemes would have substan-
tial health benefits and address the UK’s long-term problem of excess winter deaths 
exacerbated by cold homes. Figure 1.2 shows a breakdown of energy consumption of 
various sectors, with keen interest in the building sector which comprises of residen-
tial and commercial, with the micro distribution of energy utilization well-presented 
[14].
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Fig. 1.2 Breakdown of energy consumption by sectors. Source De Simone [14] 

1.2 Methodology 

The methodology adopted in this research presentation on ascertaining the impact of 
cost based on energy consumption by residential dwellers are drawn from secondary 
and primary data sources. The secondary data is based on updated published schol-
arly literature, and the primary data is based on interviews conducted with residents 
or dwellers of private residential buildings in the West Midlands region of United 
Kingdom. The outcome of the interviews was synthesize using qualitative analyt-
ical approach. The interview applied a purposive technique targeted at obtaining 
detailed experiences from residents or dwellers of the selected buildings. Summarily, 
20 private residential buildings were selected based on several characteristics or 
elements that distinguished them based on energy consumption drivers, dwellers’ 
physical comfort and building functionality. Also, cost implication was put into 
consideration. 

Going forward, the interview data were synthesized using content analysis in 
consonance with [14]; wherein the analytical processes allow for identifying, organ-
ising, describing, and coding textual materials. Content analysis also provides flexi-
bility and a more accessible form of research. The data were analysed to investigate 
the energy cost impact of the private residential buildings selected. Subsequently, all 
audio recording was transcribed verbatim, and lines of text were numbered. Once 
transcribed, the data was coded and inputted into NVivo computer software. The 
codes were developed by selecting themes directly related to the study’s aim and 
objectives. Below are some of the probing questions and themes generated for the 
study interviews.



1 Investigating Energy Cost Impact on Private Residential Buildings … 5

1.3 Results and Discussion 

Research questions: 

Questions 1a: Is the house you live in warm enough to make you feel comfortable 
during winter? 

Response from Interviewees. 

“–- My house does not warm up properly, you have to keep heating and it is costing 
a lot in energy bills….“ -Terrace Tennant 1, Birmingham. 

In follow-up and probing further. 

Questions 1a: What could be the contributing factors for your house not being 
warm enough? “–- first of all, our property is not a recent day design; it was built 
in the 1920s, it has an EPC rating of E, and it does not have good insulation. These 
I believe could be one main contributing factor to the circulatory heating duration 
leading to high energy consumption and huge cost demand…” Terrace Tennant 1, 
Birmingham. 

Questions 1b: How much does your average yearly bill for energy cost? 

“–- It costs us £2200 for electricity and gas per year. The prices have doubled over 
a period. 

Questions 2a: What is the frequency or duration within which the heating system 
of your house gets warm enough to your desired expectation and living comfort? 

“My experience with respect to the optimal heating duration of my house depends 
on factors that I cannot really explain. This is because in most cases it takes much 
longer for the heating impact to be felt. Sometimes it takes up to an hour for the 
house to get warm to the temperature that residents will feel it” Three-bedroom 
Flat owner 2, Coventry. 

Questions 2b: Are you invariably saying that your house heating system does 
not pick and heat up the house within a specific duration? 

“I would not be wrong if I say so, as the minimum time the heating system has been 
felt is mostly after an hour or more. Even at that, not every section of the house gets 
the warm temperature as expected” Detached house tenant 1, Wolverhampton. 

Questions 3a: How would you describe the consistency of your bill for each 
month? 

“Hmmm! The bill from E.ON Next does not come uniformly, but some level of vari-
ation is usually noticed. This variation is always on the increasing side”. Terrace 
Tennant 1, Birmingham.
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Questions 3b: Would you rather say your billing cost is because of the EPC 
rating and category of your building? 

“Ehhh, rating is a technical word, and since I am not a professional or knowledgeable 
in that trade, I can say the condition of the building could be responsible for the 
billing cost. However, I cannot conclude about the views that bills are tempered 
with” Semi-detached house owner 1, Birmingham. 

Questions 4a: How would you describe the impact of your energy billing cost 
on your income? 

“It will be pitiable to explain the impact of the cost of my energy bills. This is because I 
spend a huge percentage of my income on energy bill deductions.” Terrace Tennant 
2, Coventry. 

Questions 4b: Could your energy cost be linked to the age of your residence, 
considering the cost impact as presented above? 

“Oh yes, it would not be out of place to say that the age of the building is another 
major factor for the cost of my energy bill. But I would appreciate any means by 
which this cost impact can be reduced”. Three-bedroom Flat owner 2, Coventry. 

1.4 Discussion 

Despite the lack of literature directly related to private tenants and owners’ responses 
to high energy cost experiences, the interview results show that the type of residential 
buildings lived by the tenants are responsible for increased energy costs to a great 
extent. Amongst the answers given by the respondents or interviewees, high energy 
cost contributes to them falling into fuel poverty as they spend a higher proportion 
of their income on utility bills. Of course, the building type lived by the dwellers 
contributes to the situation; however, efforts should be made to prioritise energy stan-
dards in private houses. Renovation, refurbishment and retrofitting of older buildings 
present the opportunity to improve its energy efficiency hence reducing energy cost 
and carbon footprint. This idea is in consonance with [13]; where buildings are 
focusing on sustainable design and construction to reduce over dependence on high 
energy consumption since the age of the building which can be linked to building 
functionality are contributing factors to the usage or consumption of energy. 

On top of all the payment issues, energy prices have risen since Brexit, starting 
from October 2021, the energy price cap set by Ofgem no longer applied, leaving 
energy companies to set up their prices. The respondents interviewed have also stated 
that their cost of living increased since the price hike, leading them to adapt coping 
strategies. Table 1.2 below illustrates key themes featuring the interview participant’s 
experience. In view of the increasing price of energy, Fig. 1.1; is a true representation 
of this experience.
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Table 1.2 Key themes from 
the interview 

Content Frequency 

High energy bills 12 

Cold housing 11 

Insulation 15 

Energy efficiency 13 

Inadequate heating 16 

Fuel poverty 15 

Comfort 10 

Temperature 14 

Findings from the secondary source of data extracted from scholarly published 
literature reveal that housing technical, socioeconomic status of dwellers, demog-
raphy, dwellers’ preference and behaviour, climatic condition, and geographic factor 
are residence energy consumption determinants. In essence, these factors and more 
were also observed from the interview as pointed out by the interviewees expressing 
the cost impact of energy consumption as residents or dwellers. 

1.5 Conclusion 

In general, the building sector is a major consumer of energy with complex drivers 
and influencing factors leading to this consumption of energy with huge cost impact 
on dwellers. Also, owning and renting private homes, especially the ones built in 
Victoria times, contributes to financial impact due to high energy costs with associated 
problem of ‘heat and eat’ dilemma. The interview result clearly shows the detrimental 
effect of living in private homes that are prohibitively expensive to heat because of 
high energy costs pointing to inefficient homes. According to the participants, living 
in inadequate homes with poor insulation is depressing, stressful and damaging to 
their mental and physical health. Hence, spending more of their budget on energy than 
on households with better-insulated homes means that any increase in energy bills 
by the suppliers will have a profound effect. In essence, the government must step 
in toward allocating funding for private homes to improve their energy efficiency 
and EPC rating in attaining sustainable state and achieving functional buildings. 
Similarly, to help tenants, private landlords should register their properties with the 
local government to ensure they have an EPC rating of C and above.
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Chapter 2 
Towards an Effective Artificial 
Intelligence Systems for Condition 
Monitoring of Off-Shore Wind Turbines: 
The Application of Sensor Fusion 

Amin Al-Habaibeh, Bubaker Shakmak, Ampea Boateng, and Hyunjoo Lee 

Abstract In the face of increasing energy demand and the upsurge in the recent 
energy prices post Covid-19 pandemic, scientists and technologists around the world 
are working to develop more efficient renewable energy alternatives. Among such 
technologies, wind turbines play an important role as a very mature clean energy 
technology. But minimising maintenance costs and downtime is critical for off-shore 
wind turbines; and researchers around the world are trying to develop comprehensive 
online and real time monitoring systems to monitor the health of wind turbines to 
advance condition-based maintenance (CBM) strategies in order to reduce cost and 
enhance availability. There is a need to use sensor fusion since a single type of 
sensor is not expected to capture the needed information regarding the health of the 
wind turbine due to the complexity of the operational conditions such as wind speed, 
wind direction, power output, environmental temperatures; in addition to many other 
factors. Industrial case study will be presented in this paper to explore the sensor 
fusion option and discus how to select the most suitable sensors to detect a specific 
fault, or group of faults, among hundreds of sensors. This is considered a critical step 
for the development of an artificial intelligence CBM system. The paper presents the 
use of the ASPS approach (Automated Sensor and Signal Processing Selection). The 
results show that the suggested methodology could easily identify the sensors and 
signal processing methods that are sensitive to fault conditions for future diagnostics 
and prognostics. 
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2.1 Introduction 

Wind turbines are complex systems that include mechanical, electrical, hydraulic and 
instrumentation sub-systems. Off-shore wind turbines include further complexities 
due to their distance from the shore and the cost of access and maintenance. Hence 
there is a need to develop Condition-Based Maintenance strategy in order to plan 
the required maintenance without reduction in the availability of the wind turbine. 
Corrective maintenance (operate to failure) is not an option as it could be costly 
process and given the sea and weather conditions, timely access for maintenance 
might not be possible. Particularly that off-shore wind turbines need specialised 
equipment and training. Preventive or scheduled maintenance means to schedule 
maintenance regardless of the conditions of the wind turbine; in most cases this will 
include significant additional costs and possibly unnecessary maintenance proce-
dures and spare parts. For further generic descriptions of the three maintenance strate-
gies, please refer to Graisa and Al-Habaibeh [1]. Therefore, The use of Condition-
Based Maintenance is critical for the effective and commercially viable operation 
of wind turbines. When considering the key components and sub-systems of an off-
shore wind turbine, see Fig. 2.1, it becomes apparent the complexity of the wind 
turbine and the need for condition-based maintenance to enhance productivity and 
reduce cost.

Numerous research work has been done to present sensor fusion for off-shore wind 
turbines. For example [2] has presented data fusion-based damage identification for 
offshore wind turbines; where a damage sensitivity index is suggested that is a func-
tion of the energy ratio between the acceleration and angular velocity. However, the 
proposed work had some limitations in the validation process and the limited number 
of signals. In reference [3] a fault diagnosis method for wind turbine gearbox bearings 
with fusion of vibration and current signals is presented. The results show that the 
proposed method can learn enhanced fault-related features particularly on compound 
faults. Reference [4] presents the use of ASPS approach for condition monitoring 
of helical gears using automated selection of features and sensors. The results show 
that the methodology can help sensor fusion by selecting the most sensitive sensors 
and signal processing methods to the detection of faults. A comprehensive literature 
review [5] has presented the challenges and opportunities for using artificial intel-
ligence in the offshore wind sector. The survey concludes that the identification of 
technological priorities for the integration in off-shore wind turbines is still needed 
in order to deliver a better offshore wind farm lifecycle management. Based on the 
above, there is still a limitation of how to develop a suitable sensor fusion system for 
off-shore wind turbines due to the complex nature of the signals and the variability 
of operational parameters.
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Fig. 2.1 a Off-shore wind turbines, and b a simplified structure and key components of off-shore 
wind turbine

2.2 The Wind Turbine Under Consideration 

The data considered for this paper is captured from the operation of a 7 MW wind 
turbine with a standard hub height of about 110 m above mean sea level and rotor 
diameter of about 171 m. It has a minimum rotor speed of 5.9 rpm and rated average 
rotor speed of about 10.6 rpm. The minimum wind speed of operation is 3.5 m/s and 
the maximum wind speed of operation is 25 m/s; with rated average wind speed of 
13 m/s. The data provided by the SCADA system for this paper includes a wide range 
of sensory data, with a sampling rate of 1 sample per 10 min. Figure 2.2 presents 
the complexity of the of the sensory data captured from the SCADA system of the 
off-shore wind turbine between May 2017 and October 2018. The data includes 287 
alarm signals, 388 electrical signals, 105 control signals, 321 temperature signals and 
143 pressure signals. This is in addition to other signals. As presented in Fig. 2.2, 
mainly 6 groups of signals are captured via the SCADA system as shown in Fig. 2.2.
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Fig. 2.2 Examples of the sensory data captured from the SCADA system of the off-shore wind 
turbine between May 2017 and October 2018 

The data in Fig. 2.2 is grouped as temperature (a), control (b), alarm (c), electrical 
(d), pressure (e) and other signals (f). Due to the variation in the data type and values, 
Eq. (2.1) is used to present the data as a normalised way to compare between the 
signals. 

S = log|x | (2.1) 

where S is the processed signal and x is the raw signal from the SCADA system. 
Due to the complexity of the data, it is difficult to implement an artificial intelli-

gence system without the use of a simplified methodology to detect the most suitable 
signals that have high sensitivity to a fault or group of faults. The ASPS approach 
suggested in [4] is implemented with some suitable modification. The implemented 
signal processing methods are: maximum, minimum, mean, standard deviation (std), 
Root mean square (RMS), maximum of absolute value max(abs), coefficient of vari-
ation, Skewness, Kurtosis, Crest, Clearance, RSS, Covariance, Interquartile, Range. 
For further details, see [6]. 

As presented in Fig. 2.3, the signal data is divided as ‘before’ and ‘after fault’, 
where after fault is a period after removing or dealing with an existing fault. A wide 
range of normalised features are extracted from the signals (before and after the fault) 
and the difference is compared to create a Δ variable which is then used to populate
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Fig. 2.3 The adaptation of the ASPS approach to detect the difference in feature values due to a 
fault, or group of faults 

an association matrix to present the change in a sensory characteristic feature (Δ
of a given sensor and signal processing method). In this case, the method attempts 
to recognise the most sensitive features to detect a fault uses a ‘black-box’ concept, 
which is based on the relationship between the inputs and outputs, without the need 
to fully analyse each signal or feature in relation to the fault. 

2.3 Results and Discussion 

In this case study of the off-shore wind turbine, some maintenance and faults were 
detected between the 6th of November and the 9th of November, therefore, we have 
selected two periods before and after the faults to see which signals have changed 
before and after those faults. This paper presents the concept and methodology in 
detail; and future work will include its relationship to the success of the artificial 
intelligent CBM system. Figure 2.4 presents the association matrix for the main 5 
sensors categories. Each pixel in the association matrix presents the Δ value of the 
sensitivity to a sensory signal and signal processing method (sensory characteristic 
feature) to the fault under consideration (before and after the faults). The data is 
normalised so that the maximum sensitivity is 1 and the minimum sensitivity is 0; 
with a colour map to reflect the values as suitable.
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When considering examples of the signals that have been identified to have the 
most sensitivity, Fig. 2.5 presents a pressure sensor which clearly shows a different 
behaviour or levels before and after the fault period. Similarly, Fig. 2.6 presents an 
example of one of temperature sensors which is found to be sensitive to the change 
in the conditions. 

When the data in Fig. 2.6 is processed by the 16 signal processing methods 
presented above, Fig. 2.7 presents the comparison between ‘before’ and ‘after’ values 
and how the sensitivity of the sensory characteristic features is the calculated and 
normalised to crate the association matrix.

Fig. 2.5 One of the pressure sensors that was detected to have high sensitivity and its values before 
and after the fault generation 

Fig. 2.6 A Temperature sensor which has been found to have high sensitivity and its values before 
and after the fault generation 
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Fig. 2.7 The way the sensitivity of the sensory characteristic features are calculated and introduced 
to the association matrix 

2.4 Conclusion and Future Work 

When an off-shore wind turbine presents over 1254 sensory signals, it is become diffi-
cult to select the most sensitive ones for a specific fault or group of faults, particularly 
with the complex operational conditions of wind turbines. Hence, the implementation 
of artificial intelligence system becomes a challenging task. To enhance the design 
and reliability of artificial intelligence system, the selection of the most sensitive 
sensory signals and signal processing methods is needed. In this paper, the authors 
use a modified ASPS approach [4] for the selectin of the most sensitive sensory 
characteristic features before and after a fault, or group of faults. The results show 
that the suggested methodology is able to detect the sensitive sensors to enable in 
the future the design and implementation of a reliable Condition-Based Maintenance 
strategy using artificial intelligence. 
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Chapter 3 
CFD Based Aerodynamics Conjugate 
Heat Transfer and Airgap Fluid Flow 
Thermal Analysis to a Wheel Hub Motor 
for Electric Scooters 

A. M. Divakaran, E. Abo-Serie, E. I. Gkanas, J. Jewkes, and S. Shepherd 

Abstract The geometry of commercially available wheel hub motors inherently 
restricts packaging space and may prevent the introduction of more sophisticated, 
efficient, and expensive cooling systems. Due to the limited available space in the 
wheels, commercial hub motors often rely on aerodynamic passive cooling. The 
small air-gap (0.5–1 mm) between the coils and the magnets results in heat transfer 
to the magnets and consequently increases their temperature. As a result, the perfe-
ormance of the permanent magnets (PMs) will be limited and also will heavily affect 
their lifetime; thus, advanced cooling strategies must be introduced. In the current 
study, a three-dimensional (3D) thermal model was developed for a commercially 
available 500 W scooter hub motor under a constant heat load of 180 W using Compu-
tational Fluid Dynamics (CFD) (= 64%).The spatial distribution of the temperature 
for the motor parts are evaluated considering both the internal and external fluid flow 
dynamics. Further, analysis of airflow in the the gap is performed and the results 
from the CFD is compared with the published correlations. The flow in such small 
motor was found to be laminar with Taylor number below 40. Results also showed 
that enhancement of the cooling is necessary to avoid damage of the winding vernish 
and to reduce the magnets temperature particularly when the motor works at high 
torque with low efficiency. 

Keywords Thermal management · Computational fluid dynamics · Taylor’s 
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A. M. Divakaran (B) · E. I. Gkanas · S. Shepherd 
Institute of Future Transport and Cities, Centre for Advanced Low Carbon Propulsion System, 
Coventry University, Coventry, UK 
e-mail: mambazhasa@uni.coventry.ac.uk 

E. Abo-Serie · J. Jewkes 
School of Engineering, The University of Leicester, Leicester, UK 

© The Author(s) 2023 
J. D. Nixon et al. (eds.), Energy and Sustainable Futures: Proceedings of the 3rd ICESF, 
2022, Springer Proceedings in Energy, https://doi.org/10.1007/978-3-031-30960-1_3 

21

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-30960-1_3&domain=pdf
mailto:mambazhasa@uni.coventry.ac.uk
https://doi.org/10.1007/978-3-031-30960-1_3


22 A. M. Divakaran et al.

3.1 Introduction 

An effective thermal management system can improve the efficiency, stability, and 
lifespan of the traction motors used in electric vehicles. So, it is essential to study and 
evaluate the cooling performance of such machines at different operating conditions. 
PM based brushless DC wheel hub motors have many advantages such as higher effi-
ciency and power density, simplified transmission link, better power output control, 
and more space in the vehicles. Nevertheless having effective cooling is one of 
the major challenges [1]. A significant number of publications are available on the 
various cooling techniques used in electrical machines but very few on cooling wheel 
hub motors [2–4]. The techniques focus on ensuring adequate heat dissipation from 
the electric coils as a source of heat to the surrounding air by creating low thermal 
resistance path that should be away from the magnets locations for the heat to be 
dissipated. Effective cooling helps to achieve the cooling system goal of lowering 
the temperature of the sensitive components such as the windings and PMs, and also 
the bearings [5]. The hub motor heat transmission was successfully modeled by Fasil 
et al. [6] using computational fluid dynamics (CFD), finite element (FE), and lumped 
parameter (LP) models investigated the heat dissipation in wheel hub motor. They 
used LP model to calculate the temperature of the components in the motor and vali-
dated it with the FE method and CFD for investigating the internal and external flow 
analysis and convective heat transfer for the wheel motor. The electrical machines 
can be broadly classified into two major types, totally enclosed and ventilated and 
the cooling need to be adjust for each type. Air-gap is a very important parameter for 
motor performance and it is not possible to change for cooling purposes. However, 
the characteristics of the flow and heat flux distribution is very crucial as it can 
affect the performance of the magnets. Depending on the motor size and operating 
conditions, the size of the air-gap between the stator and the rotor varies for different 
types of machines. Small or light duty machines have a small airgap (0.5–1 mm) to 
reduce electromagnetic losses, while heavy duty machines have a large air gap to 
lessen drag due to the high magnetic field [7]. It is difficult to capture the physics 
of fluid flow in an airgap, however there have been efforts towards the development 
of empirical correlations for both the spinning inner cylinder and stationary outer 
cylinder [8, 9]. Effective thermal management, or how well the temperature is kept 
below the thermal limit of the PMs (150 °C), determines the machine’s lifespan and 
performance [8]. 

The flow characterisitcs in the air gap region of cylindrical machines can be deter-
mined with the non-dimensional Taylor number (Ta). The Taylor number provides 
a relative effect of inertial and viscous force for annulus fluid flow between rotating 
cylindrical surfaces. When the fluid flow dyanmics is laminar, conduction is only 
the mode of heat transfer in the air gap for low-speed operation ranges below 1000 
RPM. The creation of vortices and turbulent flow, which appear at 1300 RPM and 
4600 RPM, results in an increase in heat transfer (for a 1 mm air gap). When the Ta
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is less than 41, the flow is laminar, and the “Nu” is 2, indicating that heat transfer is 
only with conduction and when the Ta is between 41 and 100, when the flow changes 
to a vortex, and when the Ta is greater than 100, the flow becomes turbulent [9]. 

Howey and Holmes [8] reviewed the nondimensional parameters for both the 
cylindrical and disc-type machines with worked-out examples. The main outcome 
of this study was that for accurate thermal modelling of the electrical machines the 
knowledge of surface or air gap convective heat transfer is essential. On another study 
the authors reviewed many non-dimensional parameters and most commonly used 
heat transfer correlations for various gap sizes [9]. They also highlighted the effect of 
slots on the cylindrical surface to the non-dimensional numbers in comparison with a 
smooth cylinder of the same size. Considering this, Hosain et al. [10] investigated the 
effect of Taylor vortices on the heat transfer in the air gap region for a cylindrical inner 
rotor machine. They validated the numerical simulation results with the empirical 
correlation results and pinpointed the periodic temperature and heat transfer pattern. 
The air gap in axial flux motors represents heat transfer between two concentric cylin-
ders, many published literature can be found representing the inner cylinder rotating 
and stationary outer cylinder [11]. But in hub motors, the outer cylinder is rotating 
and the inner cylinder is stationary. In [8], the authors reviewed the correlations for 
dimensionless quantities, cylindrical machines and disc-type machines. However, 
the application of these correlation to estimate the non dimensional quantities in the 
air-gap for a wheel hub brushless dc machine has not been investigated. 

In this paper, a wheel hub motor commonly used in electric scooters has been 
investigated for conjugate heat transfer for a steady state heat loss of 180 W in the 
windings. The continous power rating and electrical specification of the motor is 
500 W, 3-phase 48 V. The topology of the hub motor is outer rotor axial flux PM 
brushless DC machine, Figs. 3.1a and 3.2a. The stator core consist of windings and 
the shaft and the rotor comprises of permanent magnets, sleeve and rotor body. An 
air-gap of 0.5 mm exists between the rotor and and stator. A computational fluid 
dynamics (CFD) based study has been carried out to assess the heat transfer from 
the winding (source) to the ambient air and to investigate the small air-gap fluid 
flow. Nusselt number (Nu) and heat transfer coefficient at the air gap has determined 
numerically with CFD analysis, and compared, validated with the correlations in the 
published literature.

3.2 Methodology 

The design geometry used in the current study is for conjugate heat transfer assess-
ment and verification, which resembles a small wheel hub motor used in electric 
scooters. The purpose of using the complete design geometry of the motor is to 
investigate the heat transfer mechanism in the wheel hub motor and to determine the 
heat transfer coefficient on the rotor surface. The components of the motor geometry 
considered for the setting up the thermal model has all the components as shown in 
Fig. 3.1. Conformal meshing is achieved with a polyhedral prism layer mesh, the
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Fig. 3.1 Shows the geometry of the motor considered for the simulation a 3D CAD exploded view 
1. Rotor 2. Rotor sleeve or rotor core 3. PMs 4. Windings 5. Stator and shaft 6. Bearings, b, c Small 
section of meshing the fluid and solid domain with air gap refinement (33 million cells)

mesh domain contains 33 million cells with very fine prism layers at the solid–fluid 
interface and the air-gap region, Fig. 3.1b, c. The computational domain includes 
the external fluid domain, rotating region, internal fluid and solid domain, and the 
components of the motor are shown in 3.2b. The motor stator consists of the motor 
windings, stator and shaft and the rotor consist of a permanent magnet, sleeve, rotor 
and bearings. A rotating region is created around the rotor that rotates at a speed of 
482 rpm with no-slip boundary conditions at the solid–fluid interfaces. 

The rotational reference frame is set at the appropriate solid–fluid interface with 
no-slip boundary conditions to generate the velocity gradient. Both internal and 
external fluid flow are considered in the simulation to make the conjugate heat transfer 
simulation analysis more realistic. Outer walls of the ambient fluid domain are set at a 
velocity inlet (0.5 m/s), pressure outlet, and convection boundary conditions (20 °C, 
20 W/m2K). A constant heat generation of 180W is assigned to the copper winding 
as one block which is calculated based on total heat loss in the motor (assuming η= 
64%). This is considered as a worst case scenario. Steady-state Realizable k-epsilon 
turbulence model with coupled solid energy physics was used to model the turbulence 
together with enhanced wall treatment. A mesh independent study was performed at 
an early stage of this study.

To compare CFD results in the air-gap the following dimensionless parameters 
have been used [5] 

Nu = 
h Dh 

k 
(3.1) 

Tam = 
ωa R0.5 

m (b−a)1.5 

v 
(3.2)
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Fig. 3.2 Shows the simulation domain and fluid flow. a Streamlines on the external motor surface 
b Shows the simulation domain with boundary conditions (whole domain resulted in 33 Million 
cells)

Fg = π 2 

41.19 
√

S

(
1 − 

(b − a) 
2Rm

)
(3.3) 

S = 0.0571

(
1 − 0.652 

(b−a) 
Rm 

1 − (b−a) 
2Rm

)
+ 0.00056(1 − 0.652 

(b−a) 
Rm 

1 − (b−a) 
2Rm 

)−1 (3.4) 

T 2 
am 

F2 
g 

< 1700; the flow is laminar (3.5) 

1700 < 
T 2 

am 

F2 
g 

< 104; the flow is laminar with vortices (3.6) 

where, Tam is the Taylor number, Nu—Nusselt number, h—heat transfer coefficient 
(W/m2K), Dh—hydraulic diameter (m), ωa—angular speed in rad/sec, k—thermal 
conductivity (W/mK), Rm—mean radius ((a + b)/2), b—outer cylinder radius (m), 
a—inner cylinder radius (m), Fg—geometric factor.
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3.3 Results and Discussion 

When the heat loss in the winding is 180 W (η = 64%) at 482 RPM, the maximum 
temperature in the winding was 325 °C. The temperature drops to 266 °C when the 
speed of the motor doubled (964 rpm) as shown in Fig. 3.3a, b . The maximum 
temperature in the winding is beyond the thermal limit of all the classes of insulation 
materials available in the market (maximum hotpoint temperature 240 °C). The 
temperature rise beyond the thermal limit damages the insulation and also results 
in demagnetization of the PMs [12]. Clearly this mode of motor operation at low 
rpm and low efficiency require an efficient thermal management system. The heat 
transfer coefficient (h) for the rotor surface is found to vary between 0-175 W/m2K 
at 482 rpm and 0–330 W/m2K at 964 rpm. However, the average surface ‘h’ on the 
rotor is 16.2 W/m2K and 24.7 W/m2K at 482 rpm and 964 rpm respectively, Fig. 3.4a, 
b. A wide range in ‘h’ value is observed on the rotor surface, which is due to the 
presence of one fin and one air-vent on the rotor surface, which has been introduced 
for design manager study which is not within the scope of this study. 

The Nusselt number and heat transfer coefficient in the air gap is determined using 
heat flux and the temperature difference between the air gap fluid volume and rotor 
surface. The calculated Taylor number (Ta) for the two simulation conditions is 6.7 
and 13.4 which is less than 41. Therefore no vortices are expected to be formed inside 
the airgap and the flow is laminar. 

The Nusselt number for this type of flow is approximately 2 and the heat transfer 
in the gap can be considered as conduction. With further increase in the angular 
speed of the motor, the ‘Ta’ will also increase and can exceed the critical value at 
an extremely higher speed of 4500 rpm or more which is higher than the operating 
range of this machine., shows the simulation values for the ‘Nu’ and ‘h’ which are

Fig. 3.3 Shows the temperature distribution on a section plane at 180 W heat load in the hub motor 
a the temperature profile for 482 rpm b the temperature profile at 964 rpm
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Fig. 3.4 Shows the heat transfer coefficient on the surface of the rotor and air gap fluid flow, 
a, b the rotor surface heat transfer coefficient at 482 rpm and 964 rpm respectively c shows the 
streamline of the fluid particle in the air-gap at 482 rpm

Table 3.1 Shows the Nu, h and havg calculated numerically and with the correlations 

Quantities 482 rpm 964 rpm 

Simulation Correlation Simulation Correlation 

Nu (air gap) 1.77 2.0088 1.93 2.009 

h (air-gap,  W/m2K) 46.3 50.23 50.3 50.23 

havg (rotor surface, W/m2K) 16.2 – 24.7 – 

numerically determined and compared with the correlations values. The correlations 
in both cases show a variation of 8.5% because the correlation for Nusselt number in 
laminar flow only depends on the rotor and stator radius. In fact the Nusselt number 
depends on the angular velocity of the fluid flow which resulted in slight variation in 
the values calculated numerically with that of correlations. These values shows an 
overall good agreement (Table 3.1). 

3.4 Conclusion 

In the current work, the conjugate heat transfer across the motor from the winding 
to the ambient temperature was studied, providing detailed insight into the heat 
transfer and fluid flow inside the air-gap. The model and assessment predict overall 
heat transfer and Nusselt number in the air gap with good agreement to the correlation 
values. The simulation results also point out the rotor surface heat transfer coeffi-
cient which will be taken into consideration as boundary conditions for the further 
studies. This validation study gives an insight and understanding of the heat transfer 
and fluid dynamics which serves as a baseline results for further development of 
advanced aerodynamic cooling for the wheel hub motors. The baseline design shows 
that the motor may fail if it works at low rpm with high torque due to the high 
temperature of the coils. Next stage of the research study will be mainly focussing 
on the experimental validation of the simulation model for a constant power loss
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and also investigate the effect of design modifications with the fins and air-vents on 
the surface of the rotor. Additionally, the optimization of the air-vents for maximum 
heat transfer from the windings to the ambient air could significantly bring down the 
temperature hike in the windings. 
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Chapter 4 
Learning from the Past for a Sustainable 
Future: Environmental Monitoring 
and 3D Modelling to Assess the Thermal 
Performance of Heritage Buildings 

D. Antón, Amin Al-Habaibeh, and T. Queiroz 

Abstract There are numerous lessons to be learned from historic buildings, such 
as the rich diversity of their traditional architecture, the use of natural and local 
materials, their durability and resilience, or because they allow for thermal comfort 
in severe climatic and weather conditions. Today, many of these heritage buildings 
are still standing and in use, but their shape may have changed significantly from 
when they were built. In this sense, to accurately analyse historic buildings, 3D 
models that approximate their geometry (as-is/as-built models) must be produced. 
Based on terrestrial laser scanning 3D point clouds, as-is 3D modelling can represent 
the geometrical alterations of the assets to enable diverse analyses and simulations. 
This work addresses Ye Olde Trip to Jerusalem building, claimed to be the oldest 
inn in England, UK (1189 AD). Hence, this historic building presents numerous 
deformations such as warped and tilted walls, recess in walls, non-planar ceilings, 
and an irregular arrangement of bent ceiling beams. This Grade II listed building 
is located near Nottingham Castle, beneath Castle Rock, the natural promontory 
on which the castle is situated. A part of the inn is inside rock-hewn caves under 
Castle Rock, making it a unique landmark with special indoor thermal conditions.
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Due to the complex geometry of the building, laser scanning-based 3D modelling is 
found essential to communicate the building’s features to help understand its thermal 
behaviour. This paper aims to investigate how Ye Olde Trip to Jerusalem building 
is capable of regulating indoor temperature and humidity in different locations, for 
which the as-is 3D modelling and environmental monitoring of this historic building 
are discussed. Based on the findings, the lessons learnt from studying old buildings 
could be utilised to enhance the sustainability of modern buildings. 

Keywords 3D scanning · Geometrical alterations · Sustainability · Thermal 
comfort · Historic buildings 

4.1 Introduction 

There are numerous lessons to be learned from historic buildings, such as the rich 
diversity of their traditional architecture, the use of natural and local materials, their 
durability and resilience, or because they allow for thermal comfort in severe climatic 
and/or weather conditions [1–3]. Today, many of these heritage buildings are still 
standing and in use, but their shape may have changed significantly from when 
they were built. In this sense, to accurately analyse these assets, 3D models that 
approximate the geometry of historic buildings—so-called as-is or as-built models 
[4]—must be produced. Based on terrestrial laser scanning 3D point clouds, as-is 
3D modelling can represent the geometrical alterations of the assets. This enables 
diverse analyses and simulations. 

However, current modelling and analysis of historic buildings are usually based 
on ideal or excessively simplified geometries [5]. This includes non-deformed 3D 
models generated from traditional measurement methods data; also, those models 
developed using Terrestrial Laser Scanning (TLS) point clouds as a reference to 
create the 3D objects defining the buildings instead of implementing some degree of 
automation to use those spatial data to represent the geometrical alterations of the 
buildings. Antón et al. [6] described that the 3D models produced may not represent 
the real condition of these assets, their features, and/or singularities. Furthermore, the 
analysis outcomes may not fully represent the actual performance of these heritage 
assets if those geometrical alterations are not modelled. 

This work addresses the case study of the Ye Olde Trip to Jerusalem building, 
claimed to be the oldest inn in England (UK), dating back to 1189 AD. Therefore, 
this historic pub presents numerous and significant deformations such as warped 
and tilted walls, recess in walls, non-planar ceilings, and an irregular arrangement 
of bent ceiling beams. This Grade II listed building [7] is located near Nottingham 
Castle, beneath Castle Rock, the natural sandstone promontory on which the castle 
is situated. A part of the inn is inside rock-hewn caves under Castle Rock, making it 
a unique landmark with special indoor thermal conditions.
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Research has been found that there are many lessons to be learnt from heritage 
buildings towards future sustainability in modern buildings [8, 9]. This paper aims 
to assess the thermal regulations of different sections of the building and the way 
they can regulate indoor temperature and relative humidity with particular interest 
to the cave section, for which the as-is 3D modelling and environmental monitoring 
of this historic building are discussed. 

The rest of this paper is organised as follows: the methodology is described 
in Sect. 4.2, comprising the approach, equipment, and statistical analysis for the 
thermal performance assessment; the as-is 3D modelling approach is also explained. 
Next, Sect. 4.3 presents and discusses the modelling results and the temperature (T) 
and relative humidity (RH) data from the sensors installed. The conclusions of this 
research are drawn in Sect. 4.4. 

4.2 Methodology 

With a view to assess the thermal performance of Ye Olde Trip to Jerusalem 
building, ambient temperature and humidity sensors were used, see Fig. 4.1. 
This environmental monitoring characterises the indoor and outdoor hygrothermal 
conditions of this singular heritage building, thus revealing users’ comfort inside. 
To do this, three OMEGA temperature and humidity data loggers (OM-CP-
RHTEMP101A) were used. As shown in Fig. 4.1c, two were installed inside the 
building: the first (ID 1_Cave) was attached to the cave wall in the top-floor room; 
the second sesnor (ID 2_ColdRoom), was in the downstairs room (with three walls 
facing the exterior) of the highest body of the building. The rooms monitored were 
not cooled nor heated. Finally, the third sensor (ID 3_Exterior) was installed outside, 
under the roof eaves, and protected from direct sunlight, wind, and rain. The thermal 
monitoring details were as follows:

• Start date and time: 24/06/2022; 10:30 am.- Duration: 14 days
• End date and time: 08/07/2022; 10:30 am. - Reading interval: 15 min. 

Next, in order to compare the data from the three sensors, and thus characterise 
the rooms against each other and the exterior, statistical data were calculated from 
the temperature and humidity values. This included the maximum, minimum, and 
average values; the distribution analysis through the standard deviation and the coef-
ficient of variation (standard deviation divided by the mean); and the covariance, 
and correlation coefficient to evaluate the relationship between the two variables 
(temperature and relative humidity). 

In relation to the as-is 3D modelling of Ye Olde Trip to Jerusalem building, TLS 
technology was first used to record the geometry of this case study. The 3D survey
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Fig. 4.1 a Photograph of Ye Olde Trip to Jerusalem and TLS device; b 3D point cloud data with 
intensities; c As-Is 3D model with installed sensors

consisted of 31 stations (or scan positions) throughout the building and its surround-
ings, strategically set to avoid laser beam occlusions. The scanning resolution was 
set to 6 mm at 10 m. Following the recording, the 31 individual clouds were (1) auto-
matically registered, i.e., aligned and merged in the same global coordinate system 
through cloud constraints set in Leica Cyclone software, (2) segmented to remove 
noise and undesired elements, and (3) subsampled to 20 mm to ease data processing. 
Later, GPS data were collected to geo-reference the global 3D point cloud. 

Once the data were obtained, the as-is 3D modelling took place. To do this, manual 
and semi-automatic processes were implemented to create its building components. 
This was achieved by using the point clouds in CloudCompare software to produce 
3D polygon meshes defining the cave surface. To build warped walls and other 
large, deformed components, Rhinoceros software was used to (1) create non-planar 
surfaces automatically fitting the building’s wall faces point clouds, (2) ensure a close 
volume defining the wall shape, and (3) producing a solid object from it. Finally, 
extruding planar surfaces from contours also produced solid objects.
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Fig. 4.2 Floorplans: a cave room upstairs (sensor 1); b cold room downstairs (sensor 2) 

4.3 Results and Discussion 

4.3.1 As-Is 3D Modelling 

Focusing on the digital reconstitution of the case study, Fig. 4.1 shows the combi-
nation of the manual and semi-automatic approaches to produce its as-is 3D model. 
The location of each sensor is also indicated in the image above. The level of detail 
of the surroundings is lower than that of the inn so that the computational resources 
in 3D visualisation are reduced. After all, the building’s geometry was given greater 
importance. 

Despite a thoroughly planned 3D survey, furniture, and decorative elements inside 
and outside the building implied laser beam occlusions. As a result, the 3D point 
cloud presented certain gaps (lack of points) that did not allow for 3D meshing all 
wall faces and ceilings. Consequently, the creation of best-fit non-planar surfaces 
led to represent the geometrical alterations of this heritage building. The as-built 
3D modelling enabled accurate measurements of each room. Figure 4.2 displays the 
floorplan of each room monitored as indicated in Fig. 4.1. The volume of the rooms 
is 31.79 m3 and 29.30 ± 1.1·10–5 m3, respectively. 

4.3.2 Environmental Monitoring 

The three OMEGA sensors collected 1345 temperature and relative humidity (two 
channels) recordings each in the time interval set (14 days). Graphs displaying the 
data from sensors 1, 2, and 3 are given below (see Figs. 4.3, 4.4, and 4.5).
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Fig. 4.3 Temperature and relative humidity from sensor 1 (The cave section) 

Fig. 4.4 Temperature and relative humidity from sensor 2 (The cold-room)

It is worth noting that building occupation was not considered, although the inn’s 
opening and closing time was from 11am to 11 pm from Monday to Sunday, which 
may have an impact on the data. The statistical data from the sensors’ recordings are 
presented in Table 4.1, where the highest values appear in bold for clarity.
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Fig. 4.5 Temperature and relative humidity from sensor 3 (exterior)

Table 4.1 Sensors 1 (the cave), 2 (the cold-room), and 3 (the exterior) temperature and relative 
humidity statistics 

Maximum Minimum Average Standard 
deviation 

Coefficient 
of variation 

Covariance Correlation 
coefficient 

Sensor 1 

T 
(ºC) 

21.96 19.20 20.14 0.5693 0.0283 0.9156 0.3708 

RH 
(%) 

73.20 50.10 62.08 4.3376 0.0699 

Sensor 2 

T 
(ºC) 

23.26 19.96 21.45 0.7369 0.0344 − 0.8925 − 0.2247 

RH 
(%) 

76.60 42.70 53.87 5.3902 0.1001 

Sensor 3 

T 
(ºC) 

26.82 12.29 18.07 2.8218 0.1561 − 19.0773 − 0.7542 

RH 
(%) 

87.00 42.40 68.11 8.9641 0.1316
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The graphs show a more uniform behaviour of sensor 1 against sensor 2 during the 
temperature and humidity monitoring. The former sensor detected a lower temper-
ature curve than the latter, but a higher relative humidity. Sensor 3 also provides 
uniform data, and a higher amplitude (minimum–maximum values) of each 24-h 
cycle (day and night) since the device recorded (more extreme) outdoor conditions. 

The hygrothermal performance of the selected rooms of Ye Olde Trip to Jerusalem 
can also be quantified. Firstly, mentioned should be made to absolute and relative 
minimum and maximum values during the monitoring period. Sensor 1, always 
below 22 ºC, exceeds 21.5 ºC on three days (21.43%), whereas sensor 2 is over that 
temperature 71.43% of the cycles (10 days). Focusing on minimum values, sensor 
1 is below 20ºC for 92.86% cycles (13 days), but sensor 2 reaches that point only 
on 5–7-22 (10 am). The average T of sensor 2 is 6.5% higher than that of sensor 
1, whereas the mean RH of the latter is 15.24% higher. Sensor 1 exceeds 60% RH 
(relative maximum values, cycles) during the monitoring period in 921 recordings 
(68.48% of the total). In contrast, sensor 2 reaches that point in 158 recordings 
(11.75%). 

Secondly, the distribution of the sensor data is worth examining. Both the standard 
deviation and the coefficient of variation indicate a lower dispersion of the data from 
sensor 1, which makes the cave area of Ye Olde Trip to Jerusalem present lower 
variable indoor temperature and relative humidity values against the other (more 
exposed) room and the exterior (the latter being in bold). 

Finally, the relationship between the temperature and relative humidity should 
be evaluated. The cave’s (Table 4.1) positive values (in bold) of the covariance and 
correlation coefficient clearly show that both variables jointly increase and decrease 
(direct relationship) during the monitoring, according to the graph in Fig. 4.3. In  
Fig. 4.4 and Table 4.1 (Sensor 2), this is not that constant since the behaviour is more 
variable and represents an overall negative relationship. The values in Fig. 4.5 and 
Table 4.1 (sensor 3) indicate a strong, inverse relationship between the two variables; 
when the temperature increases, the relative humidity decreases. 

4.4 Conclusion 

This paper proves that modelling of complex geometrical features of heritage build-
ings allows for accurate representation, which has an impact on the accuracy of 
measurements if the as-is condition is achieved. It also supports understanding of 
the building structure and its influence in the hygrothermal behaviour. 3D laser scan-
ning and modelling of physical structures will support the creation of Digital Twins 
(DTs) to accurately preserve the heritage building in a digital format and allow for 
integrating simulation data in the virtual model. 

In this work, the calculation of selected room volumes of Ye Olde Trip to Jerusalem 
was conducted to provide the environmental monitoring geometrical conditions. 
Given the irregular shape of the cave surface and warped walls, these measurements 
would be less accurate if following a non-as-is 3D modelling approach.
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Regarding the hygrothermal performance assessment of those selected rooms, 
statistical data demonstrated that the cave area can regulate indoor temperature 
and relative humidity against the downstairs room (building) in response to exterior 
change in environmental conditions. 

Further work will address the integration of sensor data into as-is models. Thus, 
benefiting from a more accurate geometry, heat flow, surface pressure, and humidity 
simulations, among others, can be carried out to precisely evaluate the behaviour of 
heritage buildings. 
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Chapter 5 
Oil and Gas Supply Chain: Analysing 
Stakeholder Sustainability Risk 
Perception 

Ashem Egila, Muhammad Mustafa Kamal, and Benny Tjahjono 

Abstract Recent developments on a worldwide scale have highlighted the continued 
importance of the oil and gas supply chain, despite the growing demand for a more 
diverse energy portfolio, especially in many developing countries. This study investi-
gates the sustainability risks present within the oil and gas supply chain by analysing 
the subjective risk perceptions of internal stakeholders. In the context of this study, 
sustainability risk factors are identified across the three pillars of sustainability 
(environmental, social, and economic). A quantitative research survey design of oil 
and gas industry stakeholders was undertaken, specifically identifying top manage-
ment, middle management, supervisors, and operations to assess any variation in 
sustainability-related risk perception. Failure mode and effect analysis (FMEA) and 
partial least squares structural equation modelling (PLS-SEM) were used to deter-
mine the relative importance of the selected risks. The results indicate that stakeholder 
risk perception significantly impacted sustainability risk management within the oil 
and gas sectors. It also shows that socioeconomic risk variables were considered 
more severe and frequent than environmental risk factors as the most significant for 
internal stakeholders in the oil and gas industries within the study context. 

Keywords Risk perception · Sustainability risk · Oil and gas · Stakeholder theory

A. Egila (B) · M. M. Kamal · B. Tjahjono 
Centre for Business in Society, Coventry University, Coventry, UK 
e-mail: egilaa@coventry.ac.uk 

M. M. Kamal 
e-mail: ad2802@coventry.ac.uk 

B. Tjahjono 
e-mail: ac8300@coventry.ac.uk 

© The Author(s) 2023 
J. D. Nixon et al. (eds.), Energy and Sustainable Futures: Proceedings of the 3rd ICESF, 
2022, Springer Proceedings in Energy, https://doi.org/10.1007/978-3-031-30960-1_5 

41

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-30960-1_5&domain=pdf
mailto:egilaa@coventry.ac.uk
mailto:ad2802@coventry.ac.uk
mailto:ac8300@coventry.ac.uk
https://doi.org/10.1007/978-3-031-30960-1_5


42 A. Egila et al.

5.1 Introduction 

Many industrial sectors are increasingly concerned about supply chain sustainability-
related risk factors. However, there are limited quantitative methods for evaluating 
sustainability risk using a triple bottom line (economic, social and environmental) [1]. 
Evidence of sustainable risk management is sparse in many emerging and developing 
nations, and most developing countries experience more challenges in adopting the 
sustainability risk framework due to complex supply chains [2, 3]. Sustainability risk 
management must be understood to ensure global supply chains are more equitable, as 
low-income countries suffer more from sustainability than high-income countries do 
[4]. Sustainable risk perception is ambiguous and varies among industrial sectors, as 
does stakeholder involvement [5–8]. Many industry stakeholders worry about supply 
chain sustainability hazards (e.g. [2, 9, 10]. 

The oil and gas business has a limited quantitative approach to analysing supply 
chain sustainability risk using the triple bottom line (economic, social, and environ-
mental). Despite calls to improve energy transition and switch to more sustainable 
ways, it is evident, especially for low-income developing nations, that the SDG ambi-
tion will be a problem [4]. Mismanaging sustainability risks can damage a company’s 
brand and operations when stakeholders anticipate social, ecological, and economic 
sustainability [1, 11]. Economic development and social activities that rely on the 
oil and gas industry require sustainabe risk management. Developing countries with 
weak laws and a lack of political will need to balance economic growth with environ-
mental sustainability. Thus, sustainability initiatives can be side-lined for short-term 
productivity and job advantages (Omanga et al. 2014). Previous studies on sustain-
ability risk perception have generated varied results, [2] confirmed that endogenous 
environmental threats are regarded as the most relevant across industries, and the 
interconnectedness between numerous sustainability-related risks is relatively high. 
In other studies, technological and institutional risks were biggest sustainability 
threats for telecom corporations [12]. Corruption, inflation, and supply-and-demand 
volatility are agro-food supply chain concerns [10]. However, some studies have 
not investigate the technological and institutional issues affecting agro-food sustain-
ability [13]. Given the segment’s role in economic development, what are the oil 
and gas industry’s most significant sustainability risks in the oil and gas industries. 
Researchers have stressed on supplier and logistics management for healthy O&G 
supply chains [14]. Others say that MNCs have established sustainability plans for 
their operations, but few have involved (tier-one) suppliers. MNCs rarely engage 
their suppliers, despite the higher occurrence of environmental and social breaches 
that can jeopardise their operations and reputation [15]. Hence understanding the 
risk perception of decision-making is crucial. Subjective judgments regarding risky 
events are essential to risk perception. This affects the risks people care about and 
how they tackle them. Risk perception is vital to how many stakeholders know and
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comprehend dangers and how they feel about them [16]. Discordant risk percep-
tions among stakeholders [17]. This study quantifed the risk perception of oil and 
gas stakeholder risk perceptions. Based on literature and interviews, a question-
naire was devised to assess stakeholders’ perceptions of each risk by evaluating their 
risk anxiety to drive successful proactive risk mitigation measures. This evaluates 
stakeholder risk perception and reveals differences. 

5.2 Literature and Theory Development 

Sustainability risk management (SRM) is an extension of enterprise risk manage-
ment that aims to maximise environmental, social, and economic performance for a 
company’s survival [18]. Therefore, it involves controlling the identification, assess-
ment, and response strategies accessed by different industries [10, 12, 19]. However, 
few studies have examined this from the context of an oil and gas. For instance 
[20] discussed SRM within the oil and gas sector and discovered that the three most 
common hurdles in sustainability risk identification and prioritisation include its 
inherent difficulty to quantify and frequent subjectivity based on stakeholder percep-
tions—rather than the result of objective criteria such as regulatory requirements, 
cost or revenue potential and timescale of impacts. As Sustainability impacts are 
also inherently longer-term focused, researchers have highlighted the importance of 
risk culture in driving effective SRM practices [21]. Building on this mechanism and 
drawing on stakeholder theory, the previous researchers have developed a concep-
tualisation of sustainability risks, laying the basis for future investigations in this 
respective field [3]. As a result, we integrated sustainability risk management by iden-
tifying the effects of sustainability issues on stakeholders, actively including sustain-
ability in objectives across the levels of the organisational hierarchy, and developing 
concrete support to identifying, assess, and manage sustainability risks. Companies 
can enhance their competitiveness while providing leadership during the sustain-
ability transition [4]. Risk perception studies examine people’s judgments when 
asked to characterise and evaluate hazardous activities and technologies. Previous 
scholars have acknowledged that risk perception can aid risk analysis and policy-
making by providing a basis for understanding and anticipating public responses 
to hazards, thereby improving the communication of risk information among lay 
people, technical experts, and decision-makers [22]. Therefore, comparing different 
stakeholders’ perceptions of each risk by measuring the levels of their concern about 
risks can be used to make the critical hypothesis for this research as shown in Fig. 5.1. 

H1 stakeholder risk perception positively impacts sustainability risk management 
in the oil and gas supply chain.
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Fig. 5.1 Conceptualisiing stakeholder risk perception in oil and gas supply chains 

5.2.1 The conceptual model 

See (Fig. 5.1). 

5.3 Methodology 

The questionnaire was developed from a literature review and pilot survey from 
academics and experts from the oil and gas supply chain. These questions used 
closed-end Likert scales to measure stakeholder risk perception for each criterion. A 
survey of 265 stakeholders working within different oil and gas companies in Nigeria 
was conducted; subsequently, analyses were conducted between top management 
(30), middle management (86), supervisors (72), operations (67), and others (10) to 
assess and analyse several dimensions of sustainability-related risk. The question-
naire was sent to targeted stakeholders using an exponential non-discriminate snow-
balling technique over a 3 month period. The initial process involved determining 
the severity, frequency, and ease of detection for each internal stakeholder category 
used to develop the latent model variables that connected all lower-order constructs. 
However, given that the model was a reflective formative higher-order model, six 
of the latent lower-order constructs were formatted as higher-order constructs. A 
hierarchical component model was established for each sustainability risk factor and 
mitigation strategy category. However, some measurement items did not reach the
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threshold and were subsequently deleted or retained because of their relevance to 
theory in the lower-order format. Using redundancy analysis, the test for collinearity, 
VIF, and convergent validity was approximately 0.7 for most variables. Cronbach 
Alpha, composite reliability, and AVE were all suitable except for environmental risk 
factors highlighted below in Table 5.2. Subsequently, the path model is analysed and 
discussed. 

5.4 Result and Discussion 

Initially failure mode effect analysis (FMEA) was used to measure the severity and 
frequency (SRM), which was compared among stakeholders to determine any signif-
icant differences in patterns. These categories are shown the Table 5.1. The result 
shows that the top three sustainability-related risk factors revealed by the survey 
are unfair wages, excess working hours, working life (SRM6), man-made disasters 
(SRM1), and unhealthy and unsafe work (SRM5) for the overall internal stakeholders. 

However, for different stakeholder groups, top management perceives that 
economic risk factors, including Unfair wages, excessive working hours, Work-life 
balance, industrial actions, strikes and boycotts (SRM6, SRM9), were the primary 
concerns based on the response. In contrast, middle management and supervisors 
focus predominately on the social risk factors: unfair wages, excessive working hours, 
Work-life balance, and unhealthy and unsafe working environments (SRM6, SRM5). 
However, operator staff members were more concerned about man-made disasters 
(SRM6). The analysis used FMEA to identify the severity, frequency, and mitigation

Table 5.1 Sustainability risk factors 

1 2 3 4 5 6 

Man-made disaster SRM1 11.43 10.85 10.31 12.82 13.8 11.38 

Natural disasters SRM2 9.57 8.28 7.17 8.34 9.4 8.18 

Waste management, energy 
consumption 

SRM3 11.37 9.49 8.83 10.27 11.1 9.78 

Discrimination and unethical 
activities 

SRM4 9.77 7.9 8.51 8.87 9 8.56 

Unhealthy and unsafe work SRM5 11.4 11.41 10.56 11.6 12.3 11.26 

Unfair wages, excessive working 
hours, Work-life balance 

SRM6 12.33 11.9 12.13 11.58 13.4 11.98 

volatility of product prices, exchange 
rates, inflation, subsidies, and taxes 

SRM7 11.6 10.53 9.78 11.39 12.7 10.75 

Bribery, false claims, corruption SRM8 11.03 10.85 9.76 10.34 13.3 10.54 

Industrial action, strikes, boycotts SRM9 11.73 9.34 8.71 10.15 12.7 9.77 

Note 1 = Top management, 2 = Middle management, 3 = supervisors, 4 = operator, 5 = others, 
All = 6
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Table 5.2 Construct validity and reliability 

Items Cronbach’s alpha Composite reliability AVE 

Stakeholder risk 
perception 

SRP_1 0.794 0.643 0.804 0.580 

SRP_4 0.819 

SRP_5 0.662 

Environment risk SRM1 0.875 0.776 0.868 0.687 

SRM2 0.840 

SRM3 0.768 

Social risk SRM4 0.664 0.817 0.891 0.731 

SRM5 0.881 

SRM6 0.832 

Economic risk SRM7 0.820 0.817 0.891 0.731 

SRM8 0.887 

SRM9 0.857 

Environment risk 
mitigation strategy 

RSM_1 − 0.324a 0.568 0.009a 0.226a 

RSM_2 0.717 

RSM_3 − 0.245a 
Social risk 
mitigation strategy 

RSM_4 0.711 0.661 0.809 0.588 

RSM_5 0.727 

RSM_6 0.854 

Economic risk 
mitigation strategy 

RSM_7 0.069a 0.673 0.849 0.739 

RSM_8 0.744 

RSM_9 0.924 

Note values with “a” indicates not acceptable and would be considered for elimination

strategies. At the same time, top management considers Industrial action, strikes, 
boycotts (SRM9), and the role of Bribery, false claims, and corruption (SRM8) as 
significant risk factors that should be prioritised. Middle management and supervi-
sors were more concerned about unfair wages, excessive working hours, no work-
life balance (SRM6) and an unhealthy and unsafe working environment (SRM5). 
However, given the high correlation between the risk factors, any attempt to address 
the critical risk priority would have a ripple effect on other risk factors that are 
ultimately correlated. 

The results revealed that socioeconomic factors are perceived as more signifi-
cant risk factors by stakeholders contributing to the sustainability of the oil and gas 
supply chain than environmental risks. This can be attributed environment’s signifi-
cant behaviour when the impact is influenced by the availability of resources or energy 
from the environment or alters ecosystems (Stern 2000). As a result, perceptions 
are influenced by the by-products of human needs for physical comfort, mobility, 
labour, enjoyment, power, and personal security, and humanity has developed to
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satisfy these desires and will have a more significant impact on human decision-
making in developing nations where there is often a scarcity. The study also identi-
fied the proposed response strategies as the most important factors to consider when 
addressing the various risks associated with the supply chain. The high intercon-
nectedness of various sustainability-related risks has revealed the need for effective 
risk management strategies. It also calls for integrated risk management frameworks 
to help companies develop sustainable strategies. This preliminary study provides 
academics and practitioners with an exemplar of sustainability risk management 
from a developing country’s oil and gas perspective. The result of this study is bene-
ficial for practitioners, mainly does who can use this study as guidance on how 
to identify and select the critical sustainability risks and plan mitigating strategies 
accordingly as well as decision-makers to reassess stakeholders’ varying judgments 
when considering sustainability risk assessment. 

The relationships between the path constructs were tested, as shown in Fig. 5.2. 
The estimation results are shown in Tables 5.2 and 5.3. Following parameter estima-
tion, bootstrapping was performed to confirm the robustness of the findings. Thus 
5000 bootstrap samples were built by re-sampling with replacements from the orig-
inal sample. The summary results for bootstrapping are provided in Table 5.2. After  
verifying the hypotheses, we ran a confirmatory factor analysis to determine conver-
gent and discriminant validity [23]. Table 5.2 provides standardisation coefficients 
for factor loadings, scale composite reliability, and overall variance average (AVE), 
which were significantly higher than the lower value specified (ideally be above α = 
0.7, SCR = 0.7, and AVE = 0.5) except for environmental risk mitigation strategy 
where the item loading composite reliability and AVE were below. However, given 
its theoretical relevance, it was not eliminated because stakeholders often perceive 
their inability to respond to environmental factors, which may explain the outlier 
compared to other sustainability variables. The theoretical constructs framework has 
convergent validity for the higher order construction used to formulate the sustain-
ability risk management properties, and the independent variable stakeholder risk 
perception was accepted. 

We can therefore conclude that constructs of our theoretical framework possess 
convergent validity higher-order latent variables to determine the discriminant 
validity of the model, as shown in Table 5.3.

Fig. 5.2 PLS model 
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Table 5.3 Discriminant validity 

Construct reliability and validity Discriminant validity 

Cronbach’s Alpha rho_A C.R (AVE) RSM SRP 

RSM 1 RSM 

SRP 0.64 0.68 0.8 0.57 SRP 0.363 0.76 

Table 5.4 Model fit 

β (M) SD T Statistics P Value 

SRP -> RSM 0.3633 0.3919 0.0518 7.0136 0.000 Supported 

R2 F2 Model fit 

0.132 0.152 0.056 

The model result is shown in Table 5.4, which analysed the loading of the key 
hypotheses that stakeholder risk perception positively impacts sustainability risk 
management (p > 0.001). Standard root means squared residual (SRMR) was used 
to access the model fit (SRMR = 0.056); a value below 0.08 is considered a good 
fit in the covariance-based structural equation. The path was positively between the 
latent variables SRP and RSM, and the R2 value was 13 per cent (R2 = 0.13) in RSM 
was accounted for by this model. 

Consequently, it can be concluded that stakeholder risk perception would signifi-
cantly impact sustainability risk management which implies that SRP contributes 
uniquely to the decision of how different categories of stakeholders prioritise 
response to sustainability events. 

5.5 Conclusion 

The purpose of this research was to provide a means to investigate the measurement 
of latent variables to evaluate the theoretical relationship underlying the diverse 
perceptions and prioritisation of sustainability risk factors in Nigeria’s oil and gas 
supply chain. In the model, stakeholder risk perception highly predicts sustainability 
risk management. Consequently, the more significant the risk perception, the greater 
the impact on SRM. However, some of the evaluation items did not adequately address 
the requirements. These included environmental risk mitigation strategy which did 
not accurately represent the item due to the alleged inability of stakeholders to respond 
effectively to natural and man-made disasters.
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In addition, the dependent variable could only be explained at a rate of 13%, 
indicating that additional antecedent factors are needed to investigate the model. The 
result highlighted the similarity between the top and middle management, supervi-
sors, and operation staff’s perceived sustainability risk factors. It further indicated 
more significant concern for unfair wages, excessive working hours, working life, 
illness, and a safe working environment. 

A major drawback of this study is the absence of crucial antecedent variables that 
influence sustainability risk management. The survey results show that more predic-
tive variables are required to account for the variance in RSM. In addition, the study’s 
design did not account for the importance of external stakeholders in collabora-
tive decision-making. In addition, despite their uniquie cultureal influence, this was 
universally relevant within the setting of developing countries, which may limit the 
generalisability of the study. In the subsequent phase, we plan to investigate addi-
tional variables that may influence the risk perceptions of oil and gas supply chain 
stakeholders. 
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Chapter 6 
Using Machine Learning to Predict 
Synthetic Fuel Spray Penetration 
from Limited Experimental Data 
Without Computational Fluid Dynamics 

Bryn Richards and Nwabueze Emekwuru 

Abstract Machine Learning (ML) is increasingly used to predict fuel spray char-
acteristics, but ML conventionally requires large datasets for training. There is a 
problem of limited training data in the field of synthetic fuel sprays. One solution 
is to reproduce experimental results using Computational Fluid Dynamics (CFD) 
and then to augment or replace experimental data with more abundant CFD output 
data. However, this approach can obscure the relationship of the neural network to 
the training data by introducing new factors, such as CFD grid design, turbulence 
model, near-wall treatment, and the particle tracking approach. This paper argues 
that CFD can be eliminated as a data augmentation tool in favour of a systematic 
treatment of the uncertainty in the neural network training. Confidence intervals are 
calculated for neural network outputs, and these encompass both (1) uncertainty due 
to errors in experimental measurements of the neural networks’ training data and 
(2) uncertainty due to under-training the neural networks with limited experimental 
data. This approach potentially improves the usefulness of artificial neural networks 
for predicting the behaviour of sprays in engineering applications. Confidence inter-
vals represent a more rigorous and trustworthy measure of the reliability of a neural 
network’s predictions than a conventional validation exercise. Furthermore, when 
data are limited, the best use of all available data is to improve the training of a 
neural network and our confidence in that training, rather than to reserve data for 
ad-hoc testing, which exercise can only at best approximate a confidence interval. 
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6.1 Introduction 

Machine learning is increasingly used to predict fuel spray characteristics, such 
as spray penetration [1, 2]. However, the cost of fuel spray experiments limits the 
available training data. When a neural network is trained on limited data, there is 
a trade-off between over-fitting the data and over-simplifying the neural network 
(providing too few nodes or layers within the network). A nonlinear phenomenon, 
such as spray breakup, requires a degree of neural network complexity that cannot 
be trained reliably with the quantity of experimental spray penetration data typically 
available. To get around this, researchers have augmented experimental spray results 
with complementary computational fluid dynamics (CFD) studies [3]. However, CFD 
occupies time and resources and risks distorting the original experimental data. There 
is the potential to remove CFD from the process and to train neural networks directly 
on experimental data [4]. This study proposes to encompass predictive uncertainty 
due to neural network under-training (due to limited training data) within confidence 
intervals around neural network predictions. The aim is to improve the practical 
usefulness of neural networks as predictive tools in engineering design, in cases 
where they are trained incompletely due to insufficient training data. 

Confidence intervals for neural networks are not new. Chryssolouris et al. [5] 
derived confidence intervals for a neural network from fundamental statistics. To 
use this approach, the experimenter must assess the confidence intervals of each 
of the neural network’s training inputs and the sensitivity of each neural network 
output to variations in each input. Confidence intervals are typically available for 
spray data, because once a new experimental condition is created, experiments are 
easily repeated. A matrix of dm/dn sensitivities sized m outputs by n inputs must 
be manipulated (transposed and multiplied) to calculate confidence intervals for the 
neural network. Trichakis et al. [6] reviewed numerical methods of estimating the 
confidence intervals on neural networks and applied the bootstrap method of Efron 
[7] to estimate confidence intervals on a neural network predicting the hydraulic 
head of aquifers. Although beyond the scope of Efron’s original proposal, Trichakis 
et al. showed that the bootstrap method is a practical way to estimate confidence 
intervals for perceptron neural networks. Confidence intervals have been used with 
some success in other applications of neural networks, including applications related 
to solar power generation [8]. 

The present study applies the bootstrap method to calculate confidence inter-
vals on spray penetration predictions. The novel contribution of the present study 
is to incorporate within the confidence intervals not only (1) uncertainty arising 
from sampling error on measured input values but also (2) residual random errors 
in the neural network due to initialisation and incomplete training. Because of the 
limited data available for training, the neural network training algorithm does not 
converge reliably. This means that neural network output contains random error due 
to residual randomness from the initialisation state. We allow this random error to
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combine with variations that arise from resampling inputs (due to errors in experi-
mental measurements). The confidence intervals produced by this method thus incor-
porate both sources of error. Thus, we prefer repeated, abortive attempts at neural 
network training, with suitable confidence intervals, over a single neural network that 
over-fits the data. We recognise that in general simpler neural networks (containing 
fewer nodes) can be trained on less abundant data, but there is typically a lower 
limit on neural network complexity whereby an over-simple neural network intro-
duces model bias (a situation in which the neural network is insufficiently complex to 
represent adequately the output despite successful training). The methods suggested 
in this paper offer a means of training suitably complex neural networks from limited 
experimental data without relying on CFD or any data augmentation techniques. 
By providing confidence intervals, the methods suggested in this paper support the 
judicious application of neural networks to practical problems in engineering. 

6.2 Methodology 

This investigation uses liquid and vapour spray penetration data from Honecker 
et al. [9]. The authors began with a common rail injector having specific flow rate 
of 310 mL/30 s at 100 bar from 8 holes of 125 μm diameter. They modified the 
injector to have only three holes, and they measured the injection plume from only 
the “downward facing” hole. Measurement was by means of three cameras with no 
filter, 308 nm filter and 520 nm filter, respectively. Images were processed in Matlab 
to identify contrast thresholds in each camera view representing the boundaries of 
the liquid and vapour phases. 

The researchers ran diesel and polyoxymethylene dimethyl ethers (OME) fuel 
injection events across three different injection pressure conditions and captured 
images at 100 ns intervals. For this work we have used the OME data only. For 
each injection pressure condition, 20 injection events were measured, resulting in a 
total of 1260 images. For each group of 20 images having the same injection pressure 
condition and time stamp, the experimenters produced an average vapour penetration 
length with standard deviation and, where available, an average liquid penetration 
length with standard deviation. This resulted in 63 average penetration length data 
points for the vapour phase and 57 for the liquid phase. Wishing to use the raw, 
resampled data but having access only to the mean and standard deviation figures 
published by Honecker et al., the present study calculates a normally distributed 
population of 20 penetration lengths for every experimental condition using the 
normdist (normal distribution) function in Microsoft Excel [ver. 16.61.1 (2022)]. 
This resulted in 63 × 20 data points for the vapour phase and 57 × 20 for the liquid 
phase. 

We build 100 separate training data sets of 57 data points each from the available 
liquid phase data, and again (100 training sets of 63 points each) from the vapour
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phase data. The choice of 100 is arbitrary, but it is intentionally larger than the number 
of repeat samples of each experimental data point. We use the resulting 2 × 100 data 
sets to train 100 neural networks on the liquid phase data and 100 neural networks 
on the vapour phase data. Each of the 2 × 100 data sets contains one each of the 
permutations of injection pressure and time from the original experimental study (all 
63 vapour phase permutations from the vapour phase or all 57 from the liquid phase). 
However, each of the data points in each of the 2 × 100 sets is selected randomly 
from among the 20 available samples for that data point. 

Each of the 2 × 100 neural networks trained in this way involves just 8 nodes and 
15 training epochs. Training is stopped at 15 epochs, with more typical convergence 
criteria supressed. These hyperparameter values are informed by sensitivity studies 
(ranging from 2 to 16 nodes and 10 to 20 epochs). Because the neural networks 
produced within these ranges of hyperparameter values are undertrained, we observe 
variability in the results of the sensitivity study. The values were chosen subjectively 
after repeated runs, but more systematic approaches are suggested in the ‘Discussion’ 
section below. 

We use Matlab’s Neural Network Toolbox [ver. R2022a (2022)]. We create feed-
forward neural networks with one hidden layer of 8 nodes, represented in Fig. 6.1. 
We use the sigmoid activation function, φ. Inputs are normalised (ϕ) and outputs 
are denormalised (ϕ'). We use the Levenberg–Marquardt training algorithm with a 
fixed learning rate of 0.001 to set weights w, which are initialised randomly with a 
mean value of 0.5 and a normal distribution. Training stops at 15 epochs, ensuring 
that the networks do not over-fit the limited available training data but also ensuring 
that every network is under-trained. The 2 × 100 neural networks thus trained are 
expected to differ because they each retain some of the randomness introduced by the 
initialisation of weights. We do not consider alternative activation functions, because, 
in a single-layer network, saturated weights and vanishing gradients are not expected 
[10]. We do not consider alternative initialisation strategies. 

Fig. 6.1 Layout of single-layer feed-forward neural networks used in this study, relating injection 
pressure Pinj and time t to liquid or vapour penetration length l
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To reiterate: the 20 repeat samples of each of the 63 + 57 data points are not 
aggregated to create a larger data set. Rather, each neural network is trained on a set 
of distinct data points (63 for the vapour phase or 57 for the liquid phase). The repeat 
sampling is reflected not in the training data for any one neural network but rather in 
the profusion of neural networks, each trained on a different data set wherein each 
point was selected randomly from among a population of 20 repeat samples of that 
data point. 

After training a family of neural networks to predict spray penetration, the entire 
population of neural networks may be queried for any desired set of input values. 
The result of this query is a set of predictions having a mean and standard deviation. 
Thus, the family of neural networks collectively offers a prediction with confidence 
intervals corresponding to any input condition. 

6.3 Results and Discussion 

The mean outputs of the family of 100 × 2 neural networks are shown in Fig. 6.1a, 
b with the experimental data (mean values) from Honecker et al. [9]. The same 
mean predictions are shown together with their upper and lower confidence intervals 
(single standard deviation) in Figs. 6.2, 6.3, and 6.4 for injection pressures of 700 bar, 
1000 bar, and 1500 bar, respectively. 

The figures show wider confidence intervals on neural network outputs in condi-
tions where the experimental data of Honecker et al. [9] showed wider confidence 
intervals: in the vapour phase more than in the liquid phase, and in the spray breakup 
region of the liquid phase curves. Figure 6.6 reproduces graphs of experimental data 
from Honecker et al. [9].

Fig. 6.2 NN mean predictions (lines) with experimental data (points) a liquid phase, b vapour 
phase
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Fig. 6.3 NN mean predictions and confidence intervals at 700 bar a liquid phase, b vapour phase 

Fig. 6.4 NN mean predictions and confidence intervals at 1000 bar a liquid phase, b vapour phase)

Furthermore, the results show wider confidence intervals at the maximum pene-
tration length of both liquid and vapour phases—conditions where the experimental 
data did not exhibit similarly wide confidence intervals. Thus, there is a source of 
uncertainty captured in this study that is not directly related to the uncertainty in the 
input data (Fig. 6.5).

This paper documents the application of bootstrap confidence intervals (following 
the method of Efron [7]) to neural networks, extending the work of Trichakis et al. 
[6] to deal with data sets that are limited in relation to the complexity of the neural 
network required to fit the data. The spray penetration data of Honecker et al. [9] 
are used to train a family of neural networks, each incorporating randomness from 
(1) random sampling of redundant input data per the bootstrap method and (2) 
residual randomness from initialisation of the neural networks (persisting in networks 
because of undertraining). With every set of predictions made by the family of neural 
networks, there is a mean and a confidence interval associated with that set.
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Fig. 6.5 NN mean predictions and confidence intervals at 1500 bar a liquid phase, b vapour phase) 

Fig. 6.6 Experimental data from Honecker et al. [9]
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This study does not select the node number rigorously. Training stopped according 
to an epoch number limit, and again this was not assessed rigorously. Had this study 
sought to produce a rigorously optimised neural network, then a better approach 
would have been to produce a different family of neural networks representing boot-
strapped confidence intervals for each permutation of hyperparameters. Rather than 
reserving precious data for the purpose of validating the selection of hyperparameters, 
the full population of families of neural networks may be examined to identify the 
set of hyperparameter values offering the narrowest confidence intervals. Rather than 
comparing the average size (across the predictive domain) of confidence intervals for 
each hyperparameter value, researchers may go a step further to compare weighted 
average standard deviations, where the weights are specified to give greater impor-
tance to the areas of interest within the curves, such as the droplet breakup region in 
the case of liquid spray penetration curves. 

6.4 Conclusion 

We have developed and applied a novel machine learning technique to predict 
synthetic fuel spray penetration from limited experimental data without compu-
tational fluid dynamics. When experimental data are scarce, confidence intervals 
on a neural network predictions are much more useful than confirming the neural 
network’s performance with reference to a set of reserved test data. As the quan-
tity of test data approaches infinity, the performance against test data approaches a 
confidence interval, but this is not an efficient use of data in the sense that it does 
not represent, for each data point, the greatest contribution of that data point toward 
improving the neural network’s predictive accuracy. The bootstrap method applies 
every data point to the related (by statistical theory) tasks of minimising the error 
and quantifying the error. Thus, the bootstrap approach is preferable when data are 
limited. 

The bootstrap confidence intervals produced in this study reflect both (1) the 
randomness associated with the input data, as measured by the confidence intervals 
on that data or the repeat sampling results of that data and (2) the residual randomness 
due to the random initialisation of the neural networks, surviving in the ‘trained’ 
neural networks because of under-training. It is not necessary that the training data 
incorporates repeat sampling or confidence intervals of its own; the method could 
be applied to show confidence intervals that arise entirely from under-training rather 
than from both sources of error. Likewise, the bootstrap method could be applied 
where randomness exists in the training data but under-training is not a factor, as in 
the study by Trichakis et al. [6]. 

We propose that, when data are limited, the best application of all the available data 
is toward the better training of neural networks and the narrowing of the confidence 
intervals around their predictions. When applied ad infinitum (with unlimited data), 
a validation study for a neural network approaches an accurate representation of 
a confidence interval on neural network predictions. Far better, we propose, when
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data are limited, to apply all data to the narrowing of confidence intervals which are 
calculated from theory or from an a demonstrably sound numerical approximation of 
the relevant theory (such as the bootstrap method). These considerations are offered 
in the hope of improving the application of machine learning to limited data sets and 
the assessment of the uncertainty that arises from so doing. 
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Chapter 7 
Computational Analysis 
of Hydro-powered Bunyip Pump 

Scott Daniel Beard, Mansour Al Qubeissi, and Bidur Khanal 

Abstract With the emerging energy demand, water shortage in rural areas, elec-
tric supply challenges, and urgent needs for net zero technologies, there has been a 
recent response with alternative Hydro-Powered Pumping (HPP) technology, known 
as the Bunyip. The recently developed system continues to build commercial success, 
designed to overcome several limitations associated with the previous technology of 
Hydraulic Ram Pump (HRP) system, such as capacity, height and water leakage 
issues. This paper is aimed at providing in-depth investigation into the HPP system 
and possible further hydraulic enhancement, using CFD parametric analysis. This 
could provide an insight into the fundamental flow mechanics, operational efficiency, 
standard capacity, and relative delivery. The investigation comprises an initial manu-
facture data appraisal of performance for three HPP devices. We paired our analysis 
with the meticulous application and numerical modelling to gather the parametric 
dataset, and validate against physical testing data. One key finding was that for a 
delivery head of 50 m, a 6 L/s supply at 4 m of head, resulted in an efficiency of 
12% with respect to the water delivered relative to the volume ‘wasted’ through the 
discharge. Thus, in order to facilitate some of the distinguishing features for the 
Bunyip, the efficiency is sacrificed to a value lower than that comparable to an HRP. 
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7.1 Introduction 

The conventional Hydraulic Ram Pump (HRP) depicted utilises two check valves 
that enable the system to generate cyclic changes in pressure [1]. The water hammer 
generated can be manipulated to pump water to a higher elevation than its initial 
source in the expense of a portion of expelled water. The cycle is described by 
three phases: The first phase, ‘acceleration’, supplies water through the body and 
discharges at the waste valve. Once the flow reaches a critical velocity, the drag forces 
acting upon the waste valve are sufficient to close the check-valve, trapping the high 
dynamic pressure flow to rapidly transfer into static pressure. This hammer surge 
in pressure breaches the delivery valve, injecting a small volume of high pressure 
water into the delivery line. This pumps water against the elevation pressure, known 
as the ‘delivery’ phase. To restart the cycle, the ‘recoil’ phase is a resultant of the 
drop in pressure within the device following delivery. This reopens the waste valve 
and enables the flow to accelerate out of the device once more. The air chamber is 
implemented to manage the peaks in pressure and results in a continuous stream of 
pumped water [2, 3]. 

In recent years, our understanding and approach towards the climate crisis has 
escalated, with ambitious commitments set across the globe [4]. Consequently, tech-
nologies powered by renewable sources have increased in demand and research has 
been reinvigurated into both the conventional system and alternative Hydro Powered 
Pump (HPP) mechanisms [5]. The following piece of research centres around an 
emerging alternative design, developed recently in Australia by Brett Porta and Ralph 
Glockemann called the Bunyip ‘pressure amplifier’ perpetual piston pump. Signifi-
cant contributions were made by the author Young in [3] and [6]. This work continues 
to be frequently used today to support the numerical analyses undertaken, improving 
our understanding of the internal flow details and phenomena within HRP. The first 
piece of research to discuss, aimed to understand the influence of the waste valve 
entry region shape upon its performance [7]. The research identified that local diffuser 
enlargements performed best by reducing the head loss coefficient, drag coefficient 
and velocity uniformity across the component. The paper additionally highlighted 
that the abrupt changes in flow area and direction induce vortex regions, negatively 
influencing the performance. Consequently, conventional designs require precisely 
manufactured parts to achieve higher efficiency values, increasing their cost and 
complexity of manufacture. In what follows, the proposed system is designed with 
parametric analysis, using ANSYS-Fluent CFD software tool [8]. 

7.2 System Design 

The initial stage of modelling was to extract the fluid body within the system and 
appropriately defeature the design in such a way that will simplify the modelling 
process, whilst being conscious not to introduce significant systematic error within
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Fig. 7.1 Annotated Bunyip HPP [20] 

the model. The system is powered solely by water, developed over the last decade 
through incremental invention [9, 10]. One of the founders had moved to the 
‘Australian Bush’, opting to construct a HRP to supply water from a local creek [11]. 
However, with insufficient supply head and intermittent flow, failed to meet its 
requirements [12, 13]. Consequently, a series of concepts were developed, soon 
translating into commercial success, developing several models including the Oasis, 
Water Dragon and the Glockemann Pump, achieving a Gold Medal at the Geneva 
2002 International Exhibition [14] and [15]. The system remained to be noisy and 
disruptive to the local area. Thus, in an attempt to reduce the undesired characteris-
tics, the water hammer phenomena could be removed, leading to a series of redesigns 
and eventually the Bunyip PA-13 [8, 16–19], depicted in Fig. 7.1. 

To attain a representative geometry, engagement with the pump manufacturers 
enabled a scaled cross section of the large Bunyip PA-13 model to be shared, depicted 
in Fig. 7.2. Initially, the known length could be taken from the 100mmØ supply pipe 
and used to determine the geometry throughout the system.

Following [21], when defeaturing the design, the following assumptions were 
made to reduce the modelling complexity, without introducing systematic errors from 
the real system. Initially within the lower region of the pump, the area below the inlet 
pipe can be assumed to be flat, without the requirement to model the fixings for the 
internal springs and fixed rod length, considered to have negligible influence upon 
the internal flow of the system [22, 23]. Additionally, the tyre mechanism deforma-
tion would add significant complexity to the wall definition and processing activities 
of the model, outlining the initial locations and profile of movement throughout the 
calculation. For this reason, the tyre has been constructed as a constant diameter 
cylinder that will simulate deformation and changes in volume through the exten-
sion of the cylinder height. Within the upper region, several defeatures could also be 
made. Firstly, the inlet and outlet check valves if modelled could introduce associated
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Fig. 7.2 Bunyip PA-13 scaled cross-section drawing

systematic error, without time to appropriately study their operation within the scope 
of research. Therefore, the valves will be manipulated as inlets and outlets, synchro-
nised with the anticipated position of the valves throughout the cycle. Additionally, 
a series of discharge holes are located within the internal bore, highlighted within 
Fig. 7.2 using an asterisk, enabling the piston to discharge once it has descended 
beyond these points. The modelled geometry relocates the discharge point to the 
underside of the piston, eliminating the required interaction of the sliding piston and 
discharge locations, whilst ensuring the same access is available for water to freely 
exhaust from the volume. 

7.3 Results 

An execute commands have been defined and embedded within a Scheme file script 
of ANSYS-Fluent [8, 24]. This utilises a series of ‘IF’ logic statements and the 
flowtime within the calculation to manipulate TUI commands to define the boundary 
zone types and parameters [25]. The times for each phase could be determined, 
starting with a larger period than required and iteratively estimating the period using 
the previous result. At this stage, each of the inlets and outlets could be set, using



7 Computational Analysis of Hydro-powered Bunyip Pump 65

Table 7.1 Boundary conditions for the associated system inlets and outlets 

Zone Named selection Type Defined value Period [s] 

Supply pipe Inlet-lower Velocity-inlet 0.764 [m/s] 0.00–1.50 

Tyre discharge Outlet-lower Mass-flow-outlet 82.8 [kg/s] 1.01–1.35 

Supply input Inlet-upper Pressure-inlet 100 [KPa] 1.01–1.50 

Delivery output Outlet-delivery-upper Pressure-inlet 
Pressure-outlet 

[490.5 kPa] 0.00–1.01 

Piston discharge Outlet-top-upper Pressure-outlet [0 Pa] 0.96–1.04 

velocity, pressure, and mass-flow methods, suited for use with incompressible water. 
The zone details are provided in Table 7.1. 

The post-processing of the CFD-Post module is conducted within ANSYS [26], 
enabling the efficient production of surface contours, vectors and streamlines for the 
velocity and pressure within the system [27]. The content will be discussed within 
Sect. 4. System Velocity Contours are shown in Fig. 7.3. The lower stream is shown 
in Fig. 7.4, the delivery streamlines are shown in Fig. 7.5, the upper piston operation 
is illustrated in Figs. 7.6 and 7.7.

In order to validate the model, two data sets will be used to contrast against the 
outputs attained through previous stages. Firstly, the publicly available Bunyip output 
chart enables direct reference for the supply rate, supply elevation and delivery head 
of 6 L/s, 4 m and 50 m as modelled. Additionally, having contacted the manufacturer, 
an advanced calculator tool was shared, used to quote customers, and advise the 
most suitable system for application [28]. The two data sets could be summarised 
for validation in Table 7.2.

7.4 Conclusions 

The Bunyip dynamic motion was fully defined using the 6 degrees of freedom (DOF) 
solver, incorporating both the Bunyip mass and the internal spring stiffness, manipu-
lating the mesh using the layering method to construct/destroy mesh layers. Once the 
model was processed the results were analysed and illustrated using the integrated 
CFD-post module to produce a series of figures and plots discussed. The model 
produced was successfully validated against two data sets, achieving agreement 
within the region of 10% for both the daily output and supply efficiency, recognised to 
consistently underestimate output parameters as a consequence of a slightly reduced 
piston diameter, deemed appropriate for the current research application. Despite the 
lack of information to validate the waste efficiency, the model emphasises that the 
larger diameter waste valve for pressure amplification will naturally exhaust larger 
volumes to provide some of the distinguishing features of the Bunyip. Consequently, 
it is expected that the Bunyip waste efficiency, determined at ~ 12%, is unlikely
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Fig. 7.3 Bunyip cycle velocity contour illustrations with local axis, annotated [number ~ cycle 
time]

to achieve any greater than 30% waste efficiency. Thus, for water scarce applica-
tions, may not be as viable as precision made industry HRP alternatives achieving ~ 
60% or more. Beyond quantitative data, the model enabled the flow mechanics and 
characteristics of the Bunyip to be visualised and discussed to elaborate upon oper-
ation, identifying potential ways to improve the function and share further research 
opportunities for the Bunyip system.
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Fig. 7.4 Bunyip cycle tyre expansion lower region streamline illustration, annotated [number ~ 
cycle time]
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Fig. 7.5 Bunyip cycle piston delivery, exhaust and inlet streamlines, annotated [number ~ cycle 
time] 

Fig. 7.6 Normalised (*non) velocity vectors and contours, to depict the flow mechanics within the 
upper region, annotated [number ~ cycle time]
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Fig. 7.7 Normalised velocity vectors and contours to depict the flow mechanics within the lower 
region

Table 7.2 Bunyip validation 
data 

Parameter Bunyip output chart Bunyip advanced 
calculator 
(124 mm bore 
piston) 

Daily capacity 
[L/day] 

22,809 (+10.0%) 24,883 (+20.0%) 

Cycle period [s] – ~ 2  

Supply 
efficiency [%] 

– ~ 60%
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Chapter 8 
Simulating the Effects of Inertia 
and Frequency Response Services 
on Transient Propagation in a Networked 
Grid 

A. Christian Cooke and B. Benjamin Mestel 

Abstract As part of climate change mitigation efforts, there has been acceleration in 
the deployment of distributed renewable generation replacing conventional thermal 
power plants in grids across the world. As a result, there has been a change in the 
aggregate and regional inertial capacity, with consequences for the stability of these 
networks and their ability to withstand large variations in frequency. Building on 
previous work that successfully simulated frequency events on the GB grid using a 
single bus model, this paper describes a networked grid model using an algebraic 
differential system of equations. This is used to simulate the effects of localized 
variation in inertia and frequency response services on the propagation of transients 
across a network. Using this model, the effects of varying responses to transients can 
be investigated, and grids of varying scales and topologies can be compared to deter-
mine differences in their response to outages. The propagation of disturbances across 
domains within the network that have different frequency response characteristics 
can be examined with a view to drawing conclusions about the optimal deployment 
of frequency response services, and their relative cost-effectiveness in delivering a 
stable supply as the proportion of renewable generation in the energy mix grows. 

Keywords Transient analysis · Frequency response · Grid stability 

8.1 Introduction 

The reduction in cost of renewable energy and the advent of the energy crisis has 
accelerated the migration from conventional large-scale thermal electricity genera-
tion to distributed wind and solar resources. This has contributed to the reduction in 
aggregate and regional inertia of power grids, and consequently a reduced ability of 
these networks to withstand large variations in frequency. Sudden surges or dips in
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frequency are therefore more likely to result in cascading outages affecting the entire 
grid. 

Renewable generation plants are generally smaller in scale and greater in number 
than conventional generators, and are more widely distributed across the network. 
As each of these are expected to contribute to the stability of supply in the event of 
outages, this adds complexity to the planning for the provision of adequate frequency 
response resources. 

In addition, the possibility of regional variation in resources arises, where inad-
equate frequency response to a localised outage can lead to a variation in local 
frequency disproportionate to the grid average, causing regional instability and 
possible islanding. This local reduction in moderating the effects of outages can 
also serve to amplify their effects, with consequences for the reliability of the grid 
as a whole. 

This greater complexity in planning for sufficient frequency response to mitigate 
reduced aggregate and regional inertia is a consequence of this trend towards smaller, 
more distributed renewable energy generation. It suggests the necessity of developing 
analyses that take these factors into account so that their effects, and the measures 
that can be taken to alleviate adverse outcomes that may result, can be investigated. 

This paper outlines the results from a mathematical model that simulates sudden 
variations in frequency on a national grid with local variation in inertia and frequency 
response (FR) services. The model is adapted from that by Pagnier [1] which 
modelled the effects of inertia and damping on a grid network. The system is 
initialised to reflect the relevant conditions on standard network topologies of various 
scales and characteristics. 

The simulation outputs show the effect these outages have on local and aggregate 
frequency, and the ability of each grid configuration to withstand large frequency 
deviations beyond stipulated operating bounds and its ability to recover and remain 
within stable limits in a reasonable timeframe. 

After confirming the operation of a generically configured network, local vari-
ations in inertia and frequency response can be set up to analyse the behaviour of 
frequency in response to outages and surges both locally and overall. The effects of the 
anticipated reduction in inertia can thereby be projected, and possible remedial solu-
tions tested that can minimise the risk of uncontrolled variations in a cost-effective 
manner. 

8.2 Methodology 

In previous work [2] it has been demonstrated that the principal factors counter-
balancing a power imbalance on an electric grid are system inertia HSY S , Primary  
Frequency Response (PFR), Secondary Frequency Response (SFR), damping 
effects and Demand Response (DR). Inertia is the conversion of the mechanical 
energy stored in rotating turbines coupled to the grid to and from electrical energy in 
opposition to a change in the power level of the system. PFR and SFR are services
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provided by operators on the grid in agreement with the Transmission System Oper-
ator (National Grid ESO in the case of the GB grid) to make available resources 
that counter the deviation of frequency levels from safe operating levels. DR is the 
mechanical effect of the change in demand from load devices coupled to the grid 
in response to a change in frequency, where a drop in frequency will give rise to a 
proportional reduction in demand. 

It was demonstrated [2] that it was sufficient to represent these effects in aggregate, 
without differentiating types of PFR, SFR or DR, in order to achieve a reasonable 
approximation of the frequency trace of an event. It was also shown that other network 
characteristics such as turbine response and deadbands have a limited additional 
influence on the trajectory of the frequency curve in the event of an outage or a 
surge. Whereas this work assumed that these effects were centralised, so that the 
disturbance and mitigation were acting on a single bus, in reality these services and 
network characteristics are distributed unevenly across a network, with consequent 
local variations in effects, and the incidents on the grid have a significant influence 
on its local and overall impact. 

Using the example of [4] this single bus model is extended so as to examine the 
effects of this distribution in inertia, FR and disturbances. The one bus is separated 
into a number of buses with a single function, generation, transmission or load. 
Generation buses are responsible for FR, both PFR and SFR. They are also made the 
sources of system inertia, with each being assigned an inertia constant mi . Demand 
inertia, from synchronous motors connected to the grid, is aggregated into the gener-
ator inertia profile. The distribution of grid load across the load buses is assumed to 
be on the basis of population density [1, 3] and load buses are the source of all DR 
on the network. 

Disturbances are assumed to occur at one or more generator buses, so as to enable 
the simulation of cascading outages such as occurred on August 9, 2019 on the GB 
grid [4]. Whereas FR is expected to be active at these buses, there is assumed to be 
no inertia present. The frequency at each bus is assumed to change in response to 
the net imbalance in power at that bus. The propagation of the disturbance across 
the network is driven by the relative change in phase angles that are the result of 
this change in frequency, with greater phase angles between adjacent buses leading 
to a greater power flow between them, mediated by the susceptance of the line that 
connects them. These changes in frequency are resisted by FR at the generator buses 
and DR at the load buses. This flow of power across the network is responsible for 
the fluctuation in local frequency as well as the variation of aggregate frequency for 
the immediate area and the network as a whole. 

By varying the conditions of the network at the time of a disturbance—the loca-
tion of outages and surges, the distribution of inertia—as well as the magnitude 
of the mitigating measures—PFR, SFR, damping effects and DR—it is possible to 
compare the impact of similar incidents in a variety of configurations and the relative 
effectiveness of different counteracting network services in alternate configurations.
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8.3 Models/Theory 

The foundation of the model is the single-bus 3-dimensional system of differential 
equations set out in [2] (Table 8.1). The model was validated against frequency events 
on the GB grid during the period 2018–2019. 

2HSY S u̇ = pPF  R  + pSF  R  + pDR  − �p (8.1) 

This model is adapted to the networked system described in [4] while preserving 
the FR characteristics of the single-bus system. The resulting model is an algebraic-
differential system of equations representing an interconnected network of buses. In 
keeping with Pagnier the per-unit system is adapted to be in units of MW. Constants 
are modified accordingly and adopt a subscript, e.g. i , to indicate that these can be 
individual to the particular bus. 

Central to the networked model is the flow of power between buses. Each bus has 
a relative voltage, and phase angle, and is connected to lossless transmission lines 
to adjacent buses. The power extracted at bus i at time t, Pe 

i , is determined by the 
aggregate difference in phase angle θi at adjacent buses, for which the susceptance, 
Bi j  , is non-zero. A larger variation in angle results in a greater flow of power between 
buses. 

Pe 
i =

∑

j∈ν 

Bi j  Vi V j sin
(
θi − θ j

) · 
θ 
i 

= ωi (8.2) 

The propagation of these changes in power affects the calculation of the local 
frequency at each bus. 

Generator buses have inertia and provide PFR and SFR. PFR at bus i is determined 
by the differential equation 

τp ṖPF  R,i + PPF  R,i = Pe 
i − P (0) 

i + �Pi (8.3) 

where �Pi is non-zero at buses where a disturbance occurs, while SFR is given by 
the equation

Table 8.1 Single-bus 
3-dimensional differential 
equation system for 
simulating frequency during 
an imbalance 

HSY S = 
−�p/(2u̇(0)) 

u Frequency 
deviation 

HSY S System inertia 

τp ṗPF  R  =
�p − pPF  R  

pPF  R  Primary FR �p Load imbalance 

ṗSF  R  = −Ki u τp Load reversal 
time 

pSF  R  Secondary FR 

pDR  = αDRu pDR  Demand FR Ki Secondary control 
gain 

αDR  DR coefficient 
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ṖSF  R,i = −Ki,i ωi (8.4) 

where Ki,i is a constant proportional to Ki . 
The change in angular frequency at bus i , ωi , is determined by the classic swing 

bus equation, depending on the amplitude of the imbalance between the initial power 
P (0) 
i and the current power Pe 

i , and mitigated by inertia and the actions of the FR 
services. 

mi 
· 

ωi +di ωi = P (0) 
i − Pe 

i + PPF  R,i + PSF  R,i (8.5) 

for mi and di are the inertia and damping coefficients. 
The bus (or buses) at which a disturbance occurs are assumed to be inertialess 

generator buses. The outage bus frequency is therefore determined by the imbalance 
resulting from net change in power at the bus, mitigated by Primary and Secondary 
Frequency Response 

dbωb = P (0) 
b − �Pb − Pe 

b + PPF  R,b + PSF  R,b (8.6) 

The change in frequency at load buses is a result of the net power imbalance, 
moderated by DR. 

ωi = P (0) 
i − Pe 

i + PDR,i (8.7) 

where DR is given by the equation 

PDR,i = −  αi ωi (8.8) 

where αi is a constant proportional to α. 
The configuration of initial conditions and values is obtained for the relevant 

testcase from the OATS simulation tool [3] has a total number of buses ν. A Runge– 
Kutta algorithm has been implemented to solve this algebraic differential system. It 
was found by experiment to converge to a solution with a precision of five decimal 
places using a step size of h = 0.0003 s. 

8.4 Results and Discussion 

The model is demonstrated using the OATS 9 Bus testcase [3]. This consists of 3 
generator buses and three load buses with three intermediate hub buses (Fig. 8.1). 
All generator buses are configured with the same coefficients for inertia, PFR and 
SFR. Load buses have the same coefficients for DR. A drop in power generation 
at bus Generator 2 with a magnitude of 100 MW is simulated at time t = 0. The  
resulting frequency simulation is shown in Fig. 8.2. The simulation shows a rapid 
drop in frequency at the loss bus, with more moderate drops at increasingly delayed



78 A. C. Cooke and B. B. Mestel

Fig. 8.1 Frequency response of generator, hub and load buses in response to transient on Generator 
2 at time  t = 0

intervals at the other buses. Focussing on the non-loss buses in Fig. 8.3 shows that the 
nearest adjacent bus to the loss bus, Hub 8, has the greatest fall in frequency, followed 
by the next nearest buses, Load 7 and Load 9. In addition to the magnitude of the 
drop in frequency, the trajectories of the frequency traces vary with distance from 
the loss bus, with the nadir of nearer buses occurring earlier than those further away. 
The overall system response, as demonstrated by the aggregate frequency trace, is 
moderated in its initial fall by the relative stability of buses more distant from the 
loss bus, which is situated at the edge of the network. The recovery of the aggregate 
frequency is limited by the propagation of the disturbance to these buses, resulting 
in a further fall after an initial recovery. 

8.5 Conclusion 

The model demonstrated shows an effective simulation for frequency change across 
a network of generator, hub and load buses in response to a transient that propagates 
across the grid. The system is configurable to simulate varied topologies and scales, 
with configurable inertia, frequency and demand response at each bus. The model 
could facilitate the investigation of these factors to ascertain optimal strategies to 
minimise the impact of network incidents on the system frequency. This will be the 
subject of further work [5].
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Fig. 8.2 Layout for OATS 9 bus system 

Fig. 8.3 Non-loss generators, hub and load buses, and aggregate non-loss bus frequency response 
to transient
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Chapter 9 
Multi-objective Energy Management 
Model for Stand-Alone 
Photovoltaic-Battery Systems: 
Application to Refugee Camps 

Daniel Bammeke, Jonathan D. Nixon, James Brusey, and Elena Gaura 

Abstract Despite the benefits of stand-alone solar photovoltaic (PV) systems in the 
context of refugee camps, these systems fail within the first few years of operations— 
typically the first three years. The leading causes of the failure of solar PV systems 
in refugee camps are lack of technical personnel and maintenance, lack of training 
and education, and demand modification leading to overconsumption of energy 
from lead-acid batteries. This paper proposes a multi-objective energy management 
model that aims to increase the longevity of lead-acid batteries while considering 
the Levelized Cost of Used Energy (LCUE) and user satisfaction. Scenarios incorpo-
rating different levels of demand modification are proposed to verify the effectiveness 
of the proposed model. A weighted sum approach was applied to solve the multi-
objective optimization problem. A sensitivity analysis was performed to illustrate the 
effect of varying the battery objective weight, on the model’s performance. Results 
show that the proposed model can increase battery lifetime by up to 9 years with a 
33% decrease in LCUE in some cases. The results indicate that the proposed model 
is likely to be useful for refugee camps that experience rapidly increasing energy 
demand. 

Keywords Battery longevity · Levelised Cost of User Energy · Microgrids ·
Load-shedding · User satisfaction 

9.1 Introduction 

About 89% of displaced people in camps have either no or limited access to elec-
tricity [1]. Considering the vital role of electricity in camps in facilitating security, 
entrepreneurial activities, learning and social activities, it has become a necessary 
component of emergency response. Decentralized power systems, usually stand-
alone diesel generator-based microgrids, have been used to power some refugee
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camps. However, PV-based is encouraged due to its environmental and economic 
benefits and suitability—70% of camps are in areas with solar irradiance of over 
2000 kWh/m2/year [2]. Despite the promise, stand-alone PV systems have not 
managed to thrive in refugee camps. No successful implementation of solar PV 
systems in refugee camps has been recorded. Studies have shown that failures are 
mostly due to battery degradation resulting from demand modification, typical of 
refugee camps, since they may be characterized by fluid populations [3, 4]. Demand 
modification, in most cases, leads to excessive energy consumption from the battery 
and, subsequently, lifetime reduction. Therefore, energy management and control 
needs to be implemented to ensure the resilience of PV-based microgrids in refugee 
camps, considering that the average lifespan of refugee camps is 18 years and finances 
for system/component replacement are usually unavailable [3]. 

Several methodologies and algorithms have been proposed in the energy systems 
management and control literature. Matallanas et al. [5] propose a neural network-
based day-ahead controller for a residential grid-tied solar PV system to reduce 
electricity bills by shifting energy demands based on PV generation forecast and time-
of-use tariffs. Shakeri et al. [6] present a real-time home Energy Management System 
(EMS) for a residential grid-connected PV-battery system to minimise electricity 
cost—battery health or lifetime was not considered. Ahmed et al. [7] propose a 
home EMS which minimises energy bills by limiting or shedding demand at specific 
times of the day—the optimisation problem was solved using a binary backtracking 
search algorithm. 

It should be noted that every device is acquired to offer a particular amount of 
comfort to the user. For example, lights are installed to give visual comfort, espe-
cially at night; preventing the use of light at night may result in user dissatisfaction. 
Minimising the cost of energy and energy bills may involve limiting or shedding 
of demand, resulting in user dissatisfaction [8]. User satisfaction is defined as ‘the 
degree of desirability of the user to operate an appliance at a required time instant 
and for a particular time duration that results in a specific comfort’ [8]. Researchers 
have begun to consider user satisfaction in their energy management modelling. Lin 
et al. [9] proposed a home EMS for grid-connected houses. The energy management 
problem is considered a multi-objective optimization problem of ‘electricity bills 
versus customer satisfaction (waiting time)’ [9]. Ogunjiyigbe et al. [10] consider 
user satisfaction while controlling cost in a grid-connected system. Ogunjiyigbe 
et al. [10] propose a load shedding-based controller to maximise user-satisfaction 
for predetermined user electricity bill budgets. They employ Genetic Algorithm to 
solve the optimisation problem. Pamulapati et al. proposed a model that considers 
user satisfaction while reducing energy bills [8]. Like Ogunjiyigbe et al. [10], load 
shedding is applied to minimise the electricity bills, and loads were shed according 
to preference or user satisfaction indices assigned to devices. Cho et al. [11] propose 
a load shifting-based methodology for energy consumption scheduling in residential 
stand-alone PV-battery systems. The objectives of the proposed scheduling model 
were to maximise the utility of the PV system while maximizing user comfort, battery 
lifetime was not considered.
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It is evident in the literature that most works have focused on grid-connected 
systems and therefore aim to minimise energy bills, cost of energy and maximizing 
user satisfaction; although essential, little or no relevance is given to battery longevity, 
which is vital to refugee camps. As a result, Narayan et al. [12] have suggested that 
battery lifetime should be considered in the design of EMS for off-grid solar photo-
voltaic systems in developing countries. To the best of the authors’ knowledge, little 
or no work has combined energy cost, user satisfaction, and battery lifetime, all 
essential objectives for off-grid solar PV installations in refugee camps. By incorpo-
rating the battery lifetime objective, the effect of including battery lifetime on user 
satisfaction and energy cost can be investigated. Also, most works have not used 
real-life data, so verification may not necessarily be valid. EMS need to be verified 
with real data. This work proposes a multi-objective energy management model that 
considers the cost of user energy, user satisfaction and battery lifetime for off-grid 
solar PV systems in rural settings. The effectiveness of the proposed model is verified 
on real-life data from a refugee camp. 

The rest of this paper is organised as follows: Sect. 9.2 presents the method used 
in this work. The proposed energy management model is formulated in Sect. 9.3, 
results are discussed in Sect. 9.4 followed by the conclusion in Sect. 9.5. 

9.2 Method 

A day-ahead energy management model was designed to achieve the aim and objec-
tives of this work. The energy management model performs electrical load manage-
ment (through load shedding) and controls the charge–discharge cycles of lead-acid 
batteries based on next-day PV forecast, load forecast and perceived user-satisfaction. 
Day-ahead PV forecast was obtained from Solcast—an online solar irradiance fore-
cast service [13]. Load forecasting was achieved using the persistence forecast model 
and historical data [14]. Determination of user satisfaction was achieved with the user 
satisfaction model proposed by Pamulapati et al. [8]. 

A 2.04 kWp stand-alone PV system in Nyabiheke refugee camp in Rwanda 
(1°35,46,, S, 30°15,40,, E) (case study system) is selected to verify the proposed 
model. Possible demand modifications were modelled by adding loads to the case 
study system. These additional loads are actual loads connected to a diesel generator 
in the same refugee camp. Three scenarios were developed for consideration in this 
work, they are presented in Table 9.1.

The model’s performance is assessed based on LCUE, battery life, user satisfaction 
and capacity shortage. Capacity shortage is defined in HOMER Pro as the total 
annual shortfall that occurs between required operating capacity and actual operating 
capacity.
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Table 9.1 The Nyabiheke hall case study system under 3 scenarios. Scenario 1 is the current 
baseline operation. Scenarios 2 and 3 (modified scenarios) considered extended connections for 
powering an office block, restaurants and sewing cooperatives 

Scenario Scenario description Rationale 

1 Nyabiheke hall solar PV system This is a system that is greatly under 
utilised 

2 Nyabiheke hall + UNHCR office + 
Restaurant 

Other loads connected to a diesel 
generator in the camp were added to the 
benchmark system (Nyabiheke hall 
stand-alone solar PV system) to simulate 
informal modification which is 
characterised by an increase in the 
consumption of the system – this situation 
is a great challenge faced by solar systems 
in rural settings [3, 15, 16] 

3 Nyabiheke hall + UNHCR office + 2 
restaurants + sewing cooperative

9.3 Model 

In off-grid solar PV systems situated in refugee camps, it is essential to consider 
battery lifetime, user satisfaction and cost of energy. Due to the conflicting nature of 
these objectives, the problem is viewed as a multi-objective optimisation problem. 

9.3.1 Objective Function I 

The first objective is to maximise battery lifetime. Lead-acid batteries’ longevity 
is dependent on their State of Charge (SoC) throughout their lifetime. A battery is 
said to have exhausted its useful life when the cumulative throughput of the battery 
reaches the lifetime throughput provided by the manufacturer. SoC factor ( fSoC ), 
as proposed by Schiffer et al. [17], is a throughput multiplier representing a lead-
acid battery’s actual operating conditions. To reduce the cumulative throughput of 
lead-acid batteries, fSoC must be minimized. Therefore, the first objective function 
is modelled as: 

F1 = min 
T∑

t=1 

fSoC (t) (9.1) 

fSoC (t) = 1 + (
cSoC,0 + cSoC,min

(
1 − n3(t)|t t0

))

×
(

I10 
I (t)

)1/2 

·
(
exp

(
n1(t) 
3.6

))1/3 

× n2(t) (9.2) 

n1(t + Δt) = n1(t) + 
0.0025 − (0.95 − SoCmax)2 

0.0025 
(9.3)
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where T is the total number of time slots in a day, n1 is the number of bad charges, 
n2 is the time since last full charge, n3 least SoC since last full charge. cSoC,0 and 
cSoC,min are constants representing the increase in fSoC when SoC = 0 and the impact 
of minimum SoC, respectively. 

9.3.2 Objective Function II 

The second objective, F2, of the proposed energy management system is to maximise 
user satisfaction. This objective is formulated by: 

F2 = max 
T∑

t=1

(∑N 
n=1 βn,t × Pn,t∑N 

n=1 Pn,t

)
(9.4) 

where βn,t is a binary variable (equal to 1 if appliance is ON and 0 otherwise), Pn,t 

is the preference/priority index of electrical load n at time slot t. 

9.3.3 Objective Function III 

The third objective, F3, of the proposed energy management system, is the 
maximisation of the performance ratio, and is formulated as: 

F3 = max

(∑T 
t=1

∑N 
n=1 En,t × βn,t

)

YR 
(9.5) 

YR = 
A × ηST C × ∫ Gi 

Po 
(9.6) 

where En,t is the forecasted energy demand of electric load n in time slot t and YR is 
reference yield, ηST C is the efficiency of the PV array under standard test conditions, 
Gi is the solar irradiance incident on the tilted PV array (kW/m2) over a period, A is 
the area of the PV array, Po is the peak power rating of the PV array (kWp). 

9.3.4 Combined Objective Function 

A weighted sum approach is applied to solve the multi-objective optimisation 
problem. By applying the weighted sum method, a single objective is developed 
from the weighted sum of the three objective functions of the optimisation problem, 
as seen in Eq. (9.7):
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OBJ = max

(
−wbl 

T∑

t=1 

fSoC (t) + wus 

T∑

t=1

(∑N 
n=1 βn,t × Pn,t∑N 

n=1 Pn,t

)

+wpr

(∑T 
t=1

∑N 
n=1 βn,t × En,t

)

YR 

⎞ 

⎠ (9.7) 

where wbl , wus and wpr represent objective weights for battery lifetime, user 
satisfaction and performance ratio respectively. 

9.3.5 Constraints 

The maximisation of the objective or fitness function seen in equation is subject to a 
number of constraints. 

To guarantee durability of battery, the SoC should always be between a minimum(
SoCmin

)
and maximum (SoCmax) threshold SoC. 

SoCmin ≤ SoC(t) ≤ SoCmax (9.8) 

Equation (9.9) ensures that charging and discharging of battery does not occur at 
the same time. 

ych t + ydch t ≤ 1 (9.9) 

ych t , ydch t ∈ {0, 1}, ∀t (9.10) 

where ych t and ydch t are binary and indicate the charge and discharge state of the 

battery. The energy discharged from the battery
(
eusr−bat t

)
should not exceed the 

maximum discharge energy
(
RMDC

)
as specified on manufacturers’ specification 

sheets. 

eusr−bat t ≤ ydch t ∗ RMDC  (9.11) 

Similarly, charge energy of battery
(
echr t

)
should not exceed maximum charge 

energy
(
RMC H

)

echr t ≤ ych t ∗ RMC H (9.12) 

To ensure generation–demand balance and system stability, total energy consump-
tion at time slot, t,

(
Et 
a

)
should not exceed available energy.
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{
Et 
a ≤ (SoC(t) ∗ Cbat ) + Yt ; if ych t = 0 

Et 
a ≤ Yt ; if ych t = 1 

(9.13) 

Yt = A × ηST C × Gt (9.14) 

where Cbat is the nominal capacity of the battery and Yt is the PV generation forecast 
at time slot t . Also, energy consumption

(
Et 
a

)
cannot exceed the rated capacity of 

the inverter (Pinv). 

Et 
a ≤ Pinv (9.15) 

9.4 Results and Discussion 

The proposed energy management model was simulated against a whole month of 
data (November 2019) for the three scenarios presented in Table 9.1. Data used in this  
work can be found at https://doi.org/10.5281/zenodo.4304799. Genetic Algorithm 
was applied to solve the optimisation problem. A sensitivity analysis is performed to 
investigate the effect of objectives weight variation on the performance of the model. 
To achieve the variation, the weight of the battery longevity objective (wbl), is varied 
from 0.8 to 0.1 and wus = wpr = 1−wbl 

2 . 
Without any form energy management, the performance for each scenario is 

presented in Table 9.2. It can be observed that possible demand modifications 
can significantly impact the longevity of batteries—battery life reduction of up to 
12 years. 

The effect of the proposed model and variation of its weight on the three scenarios 
are discussed in the following subsections. Determination of appropriate weights can 
also be achieved from the sensitivity analysis. 

9.4.1 Scenario 1 

Scenario 1 can be classified as an oversized system since its average daily consump-
tion is 1729 Wh, which is significantly less than the system’s generation and storage

Table 9.2 Baseline performance of the stand-alone PV system without energy management 

Scenario 1 Scenario 2 Scenario 3 

Battery life (years) 13.8 4.2 1.4 

LCUE ($/Wh) 0.022 0.015 0.038 

Absolute satisfaction (%) 100 85.5 53.1 

https://doi.org/10.5281/zenodo.4304799
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Fig. 9.1 Plots for scenario 1—a effect of proposed EMS on battery lifetime and cost of energy b 
the effect of battery lifetime weight on absolute satisfaction 

capacities—2.05 kWp and 10,560 Wh, respectively. The application of the model 
increases the battery life significantly for scenario 1. A corresponding decrease in 
LCUE is expected. However, the reverse is the case due to the dependence of LCUE 
on the trade-off between energy consumption and system lifetime. Since the system 
is originally oversized, an increase in wbl which implies an increase in capacity 
shortage, will have a negative impact on the LCUE, as seen in Fig. 9.1a. For every 
increase in wbl beyond wbl = 0.1, user satisfaction decreases significantly. Increasing 
wbl between 0.1 and 0.3 can decrease user satisfaction by up to 15%, as illustrated in 
Fig. 9.1b. Further increment of wbl will lead to unnecessarily high user dissatisfaction. 

For an oversized system such as scenario 1, the application of the proposed model 
may not be helpful since the battery life with energy management is satisfactory 
(13.8 years in the case of scenario 1), considering that the average lifetime of a refugee 
camp is about 17 years. Also, the energy management model has a significantly 
negative impact on user satisfaction and LCUE. 

9.4.2 Scenario 2 

The application of the proposed energy management model to scenario 2 can increase 
the battery life by up to 9 years as seen in Fig. 9.2a. The battery life increment 
is accompanied by increase in capacity shortage and an increase and subsequent 
decrease in LCUE. The initial unexpected increase for values of wbl between 0.1 
and 0.3 is due to a relatively small increase in battery life (from 4.5 to 4.99 years) 
accompanied by a relatively high increase in capacity shortage of approximately 
85.9 kWh. Beyond wbl = 0.3, there is a significant increase in battery life and a 
decrease in LCUE.
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Fig. 9.2 Plots for scenario 2—a effect of proposed EMS on battery lifetime and cost of energy b 
the effect of battery lifetime weight on absolute satisfaction 

Selecting a value of wbl equal to or greater than 0.6 may be a good point to operate. 
There needs to be a balance between battery lifetime and user satisfaction. LCUE 
may be ignored because it constantly decreases in this region (wbl ≥ 0.6). Increasing 
the value of wbl from 0.1 to 0.8 results in a decrement in user satisfaction from 91% 
to about 65%. The mid-point is approximately 77.5%, corresponding to wbl = 0.5 
(battery life of 6.5). However, Fig. 9.2b depicts that sacrificing 10% more satisfaction 
corresponds to a wbl of 0.8, which further increases the battery life by an additional 
7 years. wbl = 0.8 may be considered the best option. 

9.4.3 Scenario 3 

Scenario 3 has the highest level of demand modification of all the scenarios consid-
ered. This demand modification can reduce the battery to 1.4 years. Due to high 
demand, there is a default capacity shortage of approximately 45%. Application of 
the energy management model can increase the battery life by up to 2.3 years with 
minimal impact on user satisfaction, as seen in Fig. 9.3a and b. The user satisfaction 
decreases by only 3%, varying the value of wbl from 0.1 to 0.8. For this scenario, the 
proposed energy management model is beneficial since it can improve battery life 
by up to 2.3 years with an LCUE reduction of about 25% and minimal impact on 
user satisfaction.



90 D. Bammeke et al.

Fig. 9.3 Plots for scenario 3—a effect of proposed EMS on battery lifetime and cost of energy b 
the effect of battery lifetime weight on absolute satisfaction 

9.5 Conclusion 

Our findings show that the proposed load-shedding-based energy management model 
is unsuitable for oversized systems, even though it can significantly increase the 
system’s lifetime. The significant increase in battery life is accompanied by an 
increase in LCUE and unnecessarily high user dissatisfaction. However, applying 
the proposed model to modified systems (as seen in scenarios 2 and 3) can increase 
the battery life and reduce LCUE with reasonable impact on user satisfaction. There-
fore, the proposed model is suitable for refugee camps that experience a constant 
influx of refugees because it can protect standalone solar PV-Battery systems against 
informal demand modification typical of refugee camps. 
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Chapter 10 
Flow Simulation of a New Horizontal 
Axis Wind Turbine with Multiple Blades 
for Low Wind Speed 

Essam Abo-Serie and Elif Oran 

Abstract In this paper, a new design of a small horizontal-axis wind turbine is 
introduced. The design is based on the authors’ patent, which uses permanent magnets 
impeded into a shroud that holds the rotor blades. The generator coils are installed on 
a fixed diffuser that houses the rotor and acts as a wind concentrator. Therefore, the 
new design has no hub and is based on direct coupling for electricity generation. The 
main features of the design have been explored to highlight the advantages with a 
focus on how the new design can be integrated with the recent development of green 
buildings. The effect of increasing the number of blades and blade chord distribution 
on turbine performance has been investigated for the new turbine. Initial design 
and analysis were carried out using the Blade Element Momentum method and CFD 
simulations to identify the turbine performance and examine the flow characteristics. 
The results showed that further energy can be extracted from the turbine if the blade 
chord size increases at the shroud location and reduces at the turbine hub for a low 
Tip Speed Ratio TSR within the range of 1.5–3. Furthermore, having more blades can 
significantly increase the power coefficient and extend the range of operation with a 
high power coefficient. The number of blades, however, has to be optimised to achieve 
maximum power relative to the cost. Adding a diffuser and flanges surrounding the 
turbine can further increase the energy extracted from the wind at low speed. 

Keywords Wind energy · Wind power · Small wind turbines · Shrouded wind 
turbine · Magnetic levigated wind turbine blades
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10.1 Introduction 

There is a growing interest in using clean renewable energy resources due to recent 
energy demand and increasing energy prices. Moreover, a tendency toward clean 
renewable energy resources like wind, solar, and hydro has increased because of 
environmental pollution. Investment, thus, has considerably increased in wind energy 
over the last decade. In addition, nowadays smart buildings that produce their own 
power have also become very popular. Integrating renewable sources of green energy 
with new buildings is among the priority areas in the United States and Europe under 
the “Green Building” concept. Many small wind turbines are now available in the 
market and used in residential, agricultural, small commercial farm applications, 
remote communication stations, and industrial applications, either grid-connected or 
off-grid, using batteries for energy storage. To spread the use of small wind turbines, 
their drawbacks have to be limited or eliminated, particularly their limited power 
generation at low wind speed. The aerodynamic and mechanical noises are also major 
concern for small turbines to be used in residential areas [1]. More challenging; is the 
ability to operate efficiently micro wind turbines in urban environments and buildings 
[2]. 

Small wind turbines that operate in low-wind environments are prone to suffer 
performance degradation as they often fail to accelerate to a steady, power-producing 
condition. Flow separation at the leading-edge occurs at low Reynolds number and 
high attack angle, leading to sudden stall and, consequently, power loss. Previous 
studies showed that the design of aerofoil is critical to achieving a better start with a 
recommendation to use mixed-aerofoils. The improved starting capability effectively 
reduces the time that the turbine takes to reach its power-extraction period and, hence, 
an increase in overall energy, which can be as much as 40% of the generated energy 
[3]. Moreover, small turbines have low start-up torque because of their short rotor 
diameter and blade length. The power coefficient for this type of wind turbine can be 
about 0.25, much lower than their large counterparts with a power coefficient of 0.45 
[4]. In urban areas, wind turbines typically operate at Reynolds numbers lower than 
5 × 105 due to their small rotor diameter, leading to reduced aerofoil’s chord size 
[5]. The aerodynamics characteristic of the rotor aerofoil is a key factor that mostly 
affects the performance coefficient of turbines [6]. 

To overcome the drawback of small wind turbines, there has been continuing 
interest in concentrating wind flow into the turbine with the use of a smaller, lighter, 
and faster rotor to extract as much energy as that from a large rotor in open flow 
[7]. The typical way of concentrating the wind is by placing the rotor in a duct or 
diffuser, which allows extra mass to pass through the rotor compared to an open 
flow [8]. Concentrating the wind speed can reduce the ‘cut-in speed’, a wind speed 
below which the blades do not turn. According to Generalized Actuator Disc (GAD) 
method that considers a flow concentration device, the extracted energy from the 
wind can exceed the well-known Betz limit which is based on an open flow system. 
That increase is proportional to the flow augmentation achieved by the diffuser. With 
the GAD method, it is proved that the energy extracted by the rotor can reach as much
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as 8/9 of the upstream wind energy [7, 9]. With some mathematical manipulation 
for the GAD method, and the Blade-Element Momentum method [10, 11], the blade 
twisting for the maximum lift-to-drag ratio can be identified. However, it is important 
to keep in mind that these methods are developed based on 2-D and inviscid flow 
and therefore, various correction factors have to be applied [12]. 

Further research work on using a shrouded turbine led to the use of a flange at the 
end of the diffuser [13–15]. The flange generates vortices downstream of the turbine 
blades causing a low-pressure zone that accelerates the flow through the turbine 
blades leading to a significant increase in the air mass flow rate. With the use of a 
large flange on a 500 W turbine, it was reported that the extracted power could be 
up to five times the power of an open wind turbine [16]. The use of a blade-shroud 
suppresses the vortices generated from the blade tips through the interference with 
the diffuser shroud boundary layer and therefore leads to a substantial reduction in 
the aerodynamic noise [17]. The shrouded structure is also providing safety toward 
possible damage to the blades upon hitting the tower [16]. In spite of the advantages 
the shrouded turbine can provide, there are challenges that need to be tackled for 
the shroud to be widely used and accepted. The main challenges are the extra cost 
and weight due to the material and manufacturing of the shroud surrounding the 
turbine blades. Moreover, the shrouded flanged turbine leads to higher blade speed 
which adds extra load on the wind turbine supporting the structure [18]. In order 
to limit the load and cost, the use of a short-flanged diffuser has been attempted by 
many researchers [19]. More recent research showed numerically that the use of a 
self-adaptive flange could reduce the wind load acting on the diffuser by 34.5% [20]. 

The effort to improve the performance of the wind turbine is not only limited to 
aerodynamics but also includes some changes in the architecture of the wind turbine 
system [21]. The wind generators are commonly coupled to a gearbox to transfer 
low-speed and high torque rotors to the generator. However, recent technology devel-
opment removed the gearbox using a direct driver generator. The gearbox is not only 
costly but also needs regular maintenance and negatively affects the system effi-
ciency. It is expected that further improvement will be carried out towards the direct 
coupling techniques with the further development in power electronics. In this work, 
a further improvement in the turbine design is proposed that can further increase the 
extracted power of the turbine, particularly for small size, and simplify the design 
with a more rigid structure. The proposed design uses a suspended shrouded rotor 
with permanent magnets impeded in the turbine shroud while the stator, which is 
part of the diffuser, carries the generator coils. The new design has a higher relative 
velocity between the rotor and stator and can have multiple coils; therefore, there is 
no need to have a gearbox. Moreover, the blades are no longer connected to a central 
hub but instead on the shroud of the rotor. The work shown here will provide a numer-
ical analysis of how the new design can deliver more power than the conventional 
design.
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10.2 New Design Approach 

In the current design, the turbine blades are connected through a shroud; therefore, 
there is no need for a hub. Moreover, it can have more blades arranged in many 
different ways to achieve the best performance. Having more blades and no central 
hub can improve the efficiency of the turbine based on Betz’s theory of wind machines 
[11]. The theory is based on assuming a turbine with an infinite number of rotor blades 
that do not result in any drag resistance to the wind flowing through them. The new 
turbine may have the rotor suspended by the magnetic field and therefore, there is 
no metal-to-metal contact or lubricant oil between the rotor and stator. This design, 
therefore, eliminates the mechanical noises. Furthermore, the blade can be made 
rigid enough without worrying about the turbine hub size. Moreover, it can easily be 
integrated into a diffuser to concentrate the wind that path through the blades. The 
turbine can be part of any building or civil construction work without a need for a 
special structure, as shown in Fig. 10.1. The blades are more secure as there is no 
way to have blades hitting the tower. The main advantages of the new design relative 
to the conventional turbine can be summarised as follow: 

• Low wind noise as there is no clearance between the blade tip and diffuser. 
• Mechanical noise due to friction is eliminated as the rotor is magnetically 

suspended. 
• Lower stress is acting on the blade roots as the wind forces acting near the hub of 

the turbine are minimum. 
• Rotor blades can be made more rigid and lighter. 
• Rotor with multiple blades can be used. 
• Efficiency is improved due to direct coupling and removal of the gearbox.

Fig. 10.1 Proposed wind 
turbine design 
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• High torque can be generated at low wind speed. The pressure difference between 
the two sides of the aerofoil near the tip will produce high force and torque due 
to its relatively larger area and longer radius. 

• There is more flexibility in blade shape design. 
• The drawback of small size turbines in terms of noise can be eliminated using a 

suspended rotor. 

Although these mentioned advantages can logically be explained, work is 
currently carried out to evaluate and maximise the benefits. It is also equally impor-
tant to evaluate the drawbacks of the new design, particularly in terms of power 
density and cost. 

10.3 Operating Parameters and Methodology 

This work pays attention to two major parameters that can improve the turbine 
aerodynamic performance. The first parameter is chord distribution along the blade 
length and the second parameter is the number of blades. A small turbine of a diameter 
4.3 m using NREL S822 aerofoil is used in this investigation. Detail of the operating 
conditions and main geometry is shown in Table 10.1 and Fig. 10.2. For BEM method, 
six different designs have been investigated. The first one has a chord length that is 
linearly increased from a minimum value Cmin at the hub to a maximum Cmax at 
the tip and has three blades. The second turbine also has three blades, but the chord 
length is inversely laid down where the large chord length is located at the tip and the 
smallest at the hub. The other three designs are similar to the second design but have 
5, 8, 12 and 18 blades. The solidity of 3, 5, 8, 12 and 18 blades is 0.08, 0.13,0.21,0.32 
and 0.49 respectively. The wind speed is varied from 2 to 16 m/s and tip speed ratios 
from 0.5 to 4. The different cases that have been analysed are shown in Fig. 10.3. 
The turbine shroud and concentrator have only been used in the CFD simulation to 
examine the effect of increasing the wind speed on the extracted power.

Blade Element Momentum Method 

The design was carried out using BEM method which is the common method used 
in industry to provide the initial design of wind turbines. Although this method 
is developed for 2-D flow its results are reliable after the correction factors are 
applied [12]. Detail about the method and the derived equations can be found in 
many references [22]. The NREL S822 profile is used in Q-blade software [23] to  
carry out the BEM analysis. Based on the BEM method, the blade is divided radially 
into eight sections, and the values of axial induction factor (a) and tangential induction 
factor 

( 
a,) are calculated using an iterative method from the drag and lift coefficients 

of the blade at each section. The pitch angle of the blade can then be calculated at 
each section along the blade for a specific tip speed ratio [22]. The velocity triangle 
at the tip of the blade is shown in Fig. 10.4; similar triangles can be drawn at each 
of the eight sections of the turbine blade which has a different value of blade speed.



98 E. Abo-Serie and E. Oran

Table 10.1 The main 
parameters used in the CFD 
simulation 

Parameter Unit Symbol 

Wind velocity (Vo) m/s V 7 

Rotational speed Rpm n 75 

Diameter D = 2R M D 4.3 

Tip blade speed m/s U 16.89 

Tip speed ratio TSR 2.41 

Hub diameter Cm d 30 

Min. chord length Cm Cmin 5 

Max. chord length Cm Cmax 25 

Blade number Z 3,5,12,18 

Blade length M Lb 2 

Shroud diameter M Ds 1.3 D 

The width of the brim M h 0.15 D 

The diffuser length M Lt 1.47 D 

Fig. 10.2 Main dimensions 
of the diffuser and shroud 
used in the study

Computational Fluid Dynamics 

This work also examines the 3-D flow pattern and the energy transmitted to the 
wind turbine blades using the commercial package STARCCM + version 10.04. 
Only the 8-blade turbine is investigated using CFD, considering a surrounded short 
diffuser and flange. The aim is to evaluate the percentage increase of power from 
the wind concentrator. The flow was assumed to be steady and incompressible since 
Mach number is approximately 0.03 which is much below to affect the density value. 
Reynolds Averaged Navier Stokes, RANS equations are employed together with the 
SST k-ε turbulence model equations to identify the flow pattern within the flow
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3-blade conventional 3-blade 5-blade 

8-blade 12-blade 18-blade 

Fig. 10.3 Turbine baseline and the new turbine with different blades number

Fig. 10.4 Sketch showing the velocity triangle at the tip of the blade

domain. The SST k-ε model was selected based on previous studies, which showed 
the predicted results were close to the experimental data [24]. A rotating reference 
frame was employed to represent the rotation of the fluid region of the rotor. 

The computation domain consists of a cylindrical segment that contains a single 
blade and part of the hub, shroud and the surrounded cylinder. The segment size for 
the 8-blade turbine has an angle of 45°. A periodic boundary condition is applied 
on the two sides of the segment. The domain is separated into two subdomains; the 
first is the rotating region which includes the rotating blades and a shroud, and the 
second subdomain contains the outer region, as shown in Fig. 10.5. The outer region 
has a length of five times the turbine radius downstream the turbine and a radius 
equal to 2.5 times the turbine radius. A uniform, steady velocity is assumed at the 
inlet of the computational domain with 5% turbulence intensity. The pressure outlet
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Fig. 10.5 The polyhedral mesh with refining zones and blade surface refined mesh 

boundary condition is applied at the outlet. A symmetrical wall boundary condition 
is applied across the curved cylinder segment surface of the outer domain. For all 
turbine surfaces, a no-slip boundary condition is specified. 

Figure 10.5 also shows the unstructured polyhedral mesh that is used in the compu-
tation domain with a refined mesh size in the rotating region and where a high-velocity 
gradient is expected. The effect of having different ways of refining the mesh can 
influence the simulation error [25]. In this study, different volumetric control zones 
have been selected and refined based on the expected velocity gradient while mesh 
size ratio expansion is set to slowly change the mesh size from the zone of large size 
mesh to the small size mesh. Special attention is paid to the mesh on the surface 
of the blades to keep the edges during the volume meshing. Prism layers are used 
around the surface of the turbine to accurately calculate the shear force and adjust 
y + value to be within the recommended values of 30–100 in order to have the first 
cell adjacent to the wall located within the logarithmic region of the boundary layer. 

10.4 Results and Discussions 

Blade Element Momentum Results 

After the blade aerofoil is identified, the lift and drag coefficients have been estimated 
for various attack angles using XFOIL algorithm, which is implemented in QBlade 
software [26]. The evaluated drag and lift coefficients were found to be close to the 
values tabulated by NREL. The maximum lift-to-drag ratio was found to be at 6°. 
The optimum twist angle was calculated for each section for a tip speed ratio of 2.4. 
This value was chosen to allow the turbine to be used at low wind speed. The values 
of the twist angle along the blade radius are shown in Fig. 10.6. With the new blades, 
the twisting is not difficult since the high twist occurs near the hub, where the chord 
size is small.
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Fig. 10.6 Blade twist angle 
along the blade radius 
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A comparison between the new chord distribution blade and the conventional 
blades is shown in Fig. 10.7. The power coefficient Cp for the new blade design is 
significantly more than the conventional blade with almost 36% at TSR of 2.4 for 
the 3-blade turbine. This value increases to 61% at TSR of 3. This is not a surprise 
since the interaction property between the fluid and the blades is the pressure, and 
having a large area toward the tip will increase the force which is multiplied by a 
long radius to produce the torque. The linear increase of the blade chord size is not 
the optimum profile, but it is selected here to simplify the model and to prove the 
concept. 

In order to examine how the number of blades or solidity affects the turbine 
performance, the power coefficient has been evaluated for different blade numbers 
and TSR, as shown in Fig. 10.8. The figure shows significantly improved Cp values 
as the blade number increases. It also shows that the range of operation at high Cp 
values increases with the number of blades. In other words, the wind turbine can 
work with a high power factor over a broader range of wind speeds if the turbine 
speed remains constant. The figure also indicates that the turbine with more blades 
can work more efficiently at low wind speeds. It is also noticeable that the maximum

Fig. 10.7 Blade power 
coefficient at different tip 
speed ratio for the new and 
conventional blades 
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Fig. 10.8 Effect of blade number on power coefficient for the new blades 

value of Cp is shifted towards lower TSR as the blade number increases. For TSR 
= 1, the value of Cp for the 18-blade turbine is almost five times that of the 3-blade 
turbine. Almost the same ratio can be found at TSR = 1.5. 

Since the speed of the small turbine can be varied based on the wind speed, it 
is possible to keep the TSR at its optimum value. Figure 10.9 shows how the wind 
power does not change considerably with the TSR compared to the change if TSR 
is kept at its optimum value. 
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Fig. 10.9 Effect of wind speed on the generated power for the 8-blade turbine
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a) Pressure distribution near the blade tip b) Pressure distribution near the hun 

c) d) pit edalb eht taeN Near the blade hub 

Fig. 10.10 Flow velocity and blade pressure distribution near and tip and hub of the blade 

CFD Results 

In order to demonstrate the effect of using a shroud and flange on the turbine to 
concentrate the wind and increase the spatial distribution of velocity and pressure 
were evaluated using the CFD simulation. The velocity vector around the blade 
was first investigated to examine the existence of flow separation around the blade. 
Figure 10.10 shows an attached flow near the tip of the blade and the pressure 
distribution at the back and front sides of the blades. From the figure, it can be seen 
that the values of the pressure near the hub and tip are almost the same. However, 
due to the larger surface area near the blade tip, a larger torque and consequently 
more power can be produced. 

The effect of blade turbine shroud and flanges on flow pattern and pressure is 
shown in Fig. 10.11. A large vortex is formed behind the shroud flange generating 
a low-pressure region that extends downstream of the turbine by a distance almost 
equal to the blade radius. The location of the low-pressure region depends on the 
flange design. Nevertheless, the low-pressure region assists in driving more air to 
pass through the turbine blades and consequently increases the generated power. 
The turbine power is evaluated by integrating the torque over the turbine blade 
surface area, considering both the pressure and shear stress. The integrated torque 
was calculated for three wind speeds: 8, 12 and 16 m/s, while keeping the TSR at 
its optimum value of 2.41; therefore, the turbine rotational speed changes to 75, 
130 and 172 rpm, respectively. The calculated torque is multiplied by the angular 
speed of the blades to evaluate the transmitted power. The power obtained using CFD 
for the flange and diffuser turbine is compared with the power calculated using the 
BEM method for the open turbine, as shown in Fig. 10.12. Adding the flange to the
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Fig. 10.11 Flow pressure and velocity vector distribution along a plan showing the effect of the 
shroud and flange on flow distribution 
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Fig. 10.12 The effect of the concentrator on the power coefficient relative to the value calculated 
using BEM method for a bare turbine at TSR = 2.41 

shroud stator has a significant improvement in Cp value which may exceed the Bitz 
limit after optimising the flange geometry and the wind concentrator at low TSR. 
The increase of Cp value with wind speed may be attributed to the further drop in 
pressure in the wake region. Currently, experimental work is carried out to test a 
prototype. 

10.5 Conclusions 

A new innovative design for a small axial wind turbine that has a suspended rotor 
surrounded by a permanent magnet has been introduced. The performance has been 
explored considering inversely laid blades and having more blades. Using the BEM 
method and CFD simulation, it has conceptually proved that the newly designed 
turbine with a blade chord length increasing towards the tip can run at lower wind



10 Flow Simulation of a NewHorizontal AxisWind Turbine withMultiple… 105

speed and extract more power from the wind. Furthermore, increasing the number of 
blades can extend its range of operation to lower wind speeds and improve the power 
coefficient. Finally, the CFD results showed that adding a small size diffuser with a 
flange can concentrate the wind and therefore improve the aerodynamic performance 
of the wind turbine. 
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Chapter 11 
Indoor Thermal Comfort Controller 
Integrating Human Interaction 
in the Control-Loop as a Live Component 

Edgar Segovia, Paul van Schaik, and Vladimir Vukovic 

Abstract This research integrates the human component as a living part of the 
control loop, using preferences to optimise energy consumption. This paper presents 
an outline of a temperature controller, which is based on the theory of thermal comfort 
and uses fuzzy logic to optimise comfort and reduce energy consumption. The 
controller allows multiple-inputs, from more than one single user to set a temperature-
setpoint. The control-logic was developed in MATLAB using the Simulink tool in the 
simulations, energy use is optimized, reducing energy consumption between 22 and 
31%. The controller was tested in an office to improve the average thermal sensation 
of the participants between 14 and 17%. In future works increase the sample size 
and evaluate the non-energy impacts of the energy efficiency on thermal comfort. 

Keywords Thermal comfort controller · Thermostat · Energy efficiency ·
Simulation · Predicted mean vote · Energy consumption · Built environment 

11.1 Introduction 

The human factor is the fundamental piece to understanding energy consumption, 
as people consume energy. Engineering systems often do not consider people as 
variables in time and less the differences that may exist between a group of people [1]. 
In this document, we integrate the people directly into a temperature controller that 
reduces energy consumption while using as the main indicator the thermal sensation 
of users.

E. Segovia (B) · P. van Schaik 
School of Social Sciences, Humanities & Law, Teesside University, Middlesbrough, UK 
e-mail: E.SegoviaLeon@tees.ac.uk 

E. Segovia · V. Vukovic 
School of Computing, Engineering and Digital Technologies, Teesside University, 
Middlesbrough, UK 

© The Author(s) 2023 
J. D. Nixon et al. (eds.), Energy and Sustainable Futures: Proceedings of the 3rd ICESF, 
2022, Springer Proceedings in Energy, https://doi.org/10.1007/978-3-031-30960-1_11 

107

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-30960-1_11&domain=pdf
mailto:E.SegoviaLeon@tees.ac.uk
https://doi.org/10.1007/978-3-031-30960-1_11


108 E. Segovia et al.

Table 11.1 Literature review 

Energy optimisation Total 

Yes No NS 

User temperature input Yes [6–10] [11, 12] [–] 7 

No [13–22] [23, 24] [–] 12 

NS [–] [25] [–] 1 

Total 15 5 0 

Thermal comfort is an essential concept in building design according to ASHRAE 
Standard 55 [2], thermal comfort occurs when the person feels contented with the 
surrounding environmental temperature. People’s efficiency and productivity are 
associated with thermal comfort; at the same time, the thermal comfort level is 
estimated through the metabolic rate [3]. Having a good understanding of these 
relationships is important to improve the general conditions of a room and the quality 
of life of the occupants, and in some cases can save energy. 

The predicted mean vote (PMV) methodology has the objective of predicting the 
thermal sensation in buildings [4]. The prediction is based on equations developed 
in 1960 which are described in the paper [5] The literature on PMV applied in fuzzy 
logic is extensive. Table 11.1 shows the studies in detail, classifying them according 
to the setpoint type (user temperature input, automatic setpoint, or not specified 
‘NS’) and if taking in consideration the energy consumption on the control loop to 
do energy optimization, not in consideration or not specified. 

Table 11.1 shows that most of the articles (15 out of 20) consider energy optimi-
sation. Table 11.1 shows how fuzzy logic is almost always implemented to optimise 
energy consumption. In most of the identified research studies (12 out of 20 papers) 
users are not allowed to choose a setpoint-temperature. Rather, the researchers used 
fuzzy logic to automatically choose a temperature setpoint. Dovjak and Shukuya 
[11] apply fuzzy logic in thermal comfort control, such as temperature, and combine 
a level of thermal sensation, similar to how the PMV equation works. The PMV 
equation takes physical values and gives a thermal sensation value. However, in this 
study, they do not consider the thermal sensation and compared with the PMV model 
it. 

According to [26] ASHRAE’s [26] in the 1970s when the first steps were taken 
to develop a thermal comfort model, the concept of PMV was developed. The main 
concept in the PMV model is the body’s thermal neutrality, The scale, 0 represents 
thermal neutrality, 1, 2 and 3 represent different levels of sensation of heat and − 1, 
− 2 and − 3 levels of sensation of cold. 

Thermal comfort null (equal to 0), only when the heat generated minus heat 
transfer to the environment (L = Qgenerate− Qtransfer) is equal to 0. A body thermal 
load of 0 represents a heat transfer level to keep the temperature of the body stable, and 
a heat transfer at a comfortable value. Six factors directly affect thermal neutrality: 
Metabolic Rate (W/m2), Clothing insulation (dimensionless), Air temperature (°C), 
Radiant temperature (°C), Airspeed (m/s), Humidity (dimensionless). The first two
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factors, metabolic rate and clothing insulation depend on the users and correspond, 
respectively, to the activity they carry out and to the clothing they wear, the other 4 
factors depend on the environment. 

In the PMV model, it is necessary to calculate the predicted percentage of dissat-
isfaction (PPD). The equation that models PPD is an inverted Gaussian and is a 
function of the PMV, the equations are described in detail in the literature [5]. When 
PMV is 0 the PPD is equal to 5% (minimum); the PMV model keeps the PPD lower 
than 10%, which corresponds to 0.5 and − 0.5 PMV. In the literature, they suggest 
using the PPD as KPI for the building’s thermostats [2]. 

11.2 Methodology 

The chosen methodology combines the PMV model with fuzzy logic to set the 
temperature setpoint, with two objectives: to reduce energy consumption and improve 
thermal comfort. The control logic was tested in a simulated virtual environment and 
then tested in a real environment. 

11.2.1 Simulation Components 

Simulink provides access to control components in fuzzy logic, which is the type 
of control we have chosen for controller derived. The innovative approach is the 
input, a fuzzy variable ranging from cold to hot, which the controller can interpret. 
In the other studies, carried out in the literature review, the temperature setpoint is 
a numerical variable, while here we allow the input as a fuzzy-variable. The second 
innovation is to allow more than a single input of more than one user and give the 
system the tools to prioritise medium comfort. 

Figure 11.1 shows the model designed in Simulink with the main components: 
(A) the user thermostat interface, (B) the thermostat (fuzzy temperature controller), 
(C) the boiler and (D) the house heat transfer system. The novel proposition of this 
project is the user interface, allowing the users to express their thermal sensation. 
The thermostat uses fuzzy logic and fuzzy-inputs to set a temperature setpoint.

11.2.2 Room 

The model of the room in Fig. 11.2 is made with equivalent thermal components, 
thermal resistances, thermal inertias for the walls and ceiling and the thermal inertia 
of the air inside the room. To simulate the heat transfer the model uses material 
normally used in construction in the UK [27]. In this model, the only source of 
heat is a water heater that transmits heat to the room. The model takes the external
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Fig. 11.1 Simulation interface is done in Simulink

Fig. 11.2 Room design model, all the thermal components are part of the heat transfer circuit 

temperature as input data, which transforms from digital to an analogue signal and 
then determines the internal temperature. The room temperature differential equation 
cannot be solved explicitly. Therefore, MATLAB uses numerical methods to provide 
a solution at each time step. 

11.2.3 Boiler 

The boiler system was built with the tools supplied by Simulink and with the param-
eters of the ASHRAE [27], such as the water temperature, the calorific value of the 
fuel, and the type of boiler, and the efficiency of combustion and the humidity of
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Fig. 11.3 Boiler system model: a the fuel pump, b the air compressor, and c the combustion 
chamber 

the inlet air. Figure 11.3 shows the boiler components: (a) the fuel pump, (b) the air 
compressor, and (c) the combustion chamber. 

11.2.4 Test Real Environment 

A fundamental part of this project was to compare the PMV with the relative thermal 
comfort level and actual thermal sensation expressed by a user. For this, it would be 
advisable to implement a survey that allows users to provide relevant information 
for the study, such as the level of experienced thermal comfort, clothing factor, and 
metabolic activity level. The survey follows the standard structure [2]. 

The control system was tested in an office where users could express their thermal 
preferences on the ASHRAE scale. Figure 11.4 shows a diagram of how we proceeded 
in the experiment, in this case, we worked with a human operator who controlled 
the HVAC system. The test was done at Teesside University, lasted 2 weeks and 5 
people participated. 

Fig. 11.4 Schematic diagram from the data collection/experiment
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During the first week of testing, the participants expressed their thermal sensation 
in the survey while the temperature of the office was not modified. During the second 
week the developed controller was tested, and the responses of the users were used to 
modify the temperature. In this case, a human operator entered the resulting setpoints 
from the developed controller and manually controlled the existing thermostat based 
on what the fuzzy temperature controller indicated. 

11.3 Results and Discussion 

The two results of this study are: (1) The results of the MATLAB simulation show 
that fuel consumption was reduced by 22% when implementing a controller with 5 
multiple users and 31% with a single user (Fig. 11.5); (2) the results of the test in the 
offices show that the comfort of the participants was improved between 14 and 17% 
(Fig. 11.6). 

a b c

Fig. 11.5 Gas consumption comparison, a normal gas consumption (106 kwh), b the new controller 
4 users gas consumption (83 kwh) and c new controller one person gas consumption (73 kwh) 
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20 

Hot Warm Slightly 
warm 

Neutral Slightly 
cool 

cool cold 

Thermal sensation 

Week1 

Week2 

a b 

Fig. 11.6 Thermal sensation survey answer comparison, thermal sensation neutral (a), and a slight 
degree of discomfort (b)
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The improvement in thermal sensation was 14% if we compare only the ‘neutral’ 
responses but if we include the ‘Slightly warm’ or ‘Slightly cool’ responses, the 
improvement is 17%. ‘Slightly warm’ or ‘Slightly cool’ levels are points at which 
a person can adapt to that temperature because their level of discomfort is not very 
great, for example wearing or taking off a sweater. In the PMV model, the PPD is 
kept below 10%, that is, the PMV is between − 0.5 and 0.5, for this reason taking 
box a would be more restrictive and on the other hand taking box b is more flexible 
than the PMV model. 

11.4 Conclusion 

The information shown in this document serves as a framework for the development 
of a fuzzy controller based on thermal comfort theory. The methodologies that allow 
the application of the theory of thermal comfort in practice were presented, as well 
as the tools that MATLAB offers to simulate laboratories. 

On the subject of energy efficiency, there are many things that we still do not 
know. Integrating the human factor in the modelling of energy efficiency can yield 
good results. For example, in HVAC systems, the goal should be to keep people 
comfortable, rather than maintaining a fixed temperature. This way we can avoid 
unnecessary energy consumption and improve the thermal sensation of building 
users. The next step will be to test the controller in a larger and more complex 
environment to obtain conclusive results. 
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Chapter 12 
Investigating the Utilisation of Waste 
Sand from Sand Casting Processes 
for Concrete Products for Environmental 
Sustainability 

Sirwan Faraj and Amin Al-Habaibeh 

Abstract Concrete is one of the fundamental materials in the construction industry. 
Typically, concrete is composed of sand, cement, aggregate, and added water to 
the cement ratio. To enhance sustainability and reduce the negative effect on the 
environment from industrial waste, recycling waste material into the concrete mixture 
is becoming an area of research by substituting some of the concrete ingredients with 
some of the recycled waste material in order to reduce the amount of fine natural 
aggregate used in the construction industry, maximise the strength and minimise 
the overall weight of the concrete product. Waste foundry sand is a by-product of 
sand casting, a waste product of the metal casting industry. The improper disposal of 
this waste foundry sand (WFS) could cause environmental issues. Consequently, its 
possible use in building materials, product design, construction, and other fields is 
crucial for mitigating environmental limitations. To minimise negative environmental 
impacts, researchers have proposed reusing this waste foundry sand by replacing, 
fully or partially, some of the standard natural sand within the concrete mixture. 
This paper investigates the mechanical and physical properties of concrete cubes 
containing recycled sand-casting material by demonstrating the experimental work to 
determine the potential benefit or limitations of using this material within the concrete 
in the construction and product design industries. According to the experimental 
results, waste foundry sand, with a substitution ratio of up to 30%, had a compression 
strength of circa 23 N/mm2 and reached up to 78% of the strength of a standard 
control sample within 7 days. The results hence suggest that waste foundry sand 
can be used in the production of concrete products when such reduction in strength 
is not critical. Such a range of products could include curbs, garden slabs, cycling 
pavements, gravel boards, etc. Additionally, utilising waste foundry sand will help
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to reduce the use of natural sand and the need for landfill sites, which has several 
advantages, including cost savings and environmental protection by reducing CO2 

emissions during transportation. 

Keywords Waste foundry sand · Sustainability · Concrete · Recycling ·
Eco-friendly 

12.1 Introduction 

Concrete is a composite material that generally consists of numerous ingredients. It 
usually includes cement, water, coarse aggregate, sand, and other additives or poly-
mers to enhance workability. Concrete is one of the most often utilised construction 
materials in the current economy. It can be unutilised structural products, paving 
material, pipes, drains, etc. [1]. Concrete is an expensive material in terms of cost 
and carbon emission. Solving this issue is ideal by substituting fine aggregate (sand) 
with industrial waste materials such as waste foundry sand (WFS). In sand casting, 
moulds made of uniformly sized, clean, high-silica sand are used in such industries. 
After the casting process is completed, foundries usually recycle and reuse the sand 
multiple times. However, after a specific number of cycles, depending on the prod-
ucts and their required specifications, the sand is discarded as waste foundry sand [2]. 
The environmental impact of this sand and its disposal problem can be mitigated if 
it can be utilised in other engineering applications. For example, it has been reported 
that each year Indian foundries produce approximately 1.71 million tonnes of waste 
foundry sand [3, 4]. Globally, it has been estimated that the foundry industry gener-
ates approximately 100 million tonnes of waste foundry sands (WFS) annually on 
a global scale [5]. Reusing the sand from the foundry reduces the need for landfill 
space or the use of conventional sand in engineering applications. This is expected to 
enable the development of environmentally sustainable use of such waste sand [6]. 
Figure 12.1 presents the waste foundry sand used in this paper. 

Fig. 12.1 Waste foundry sand
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The aim of this research is to explore the use and determine the potential strength 
of concrete products that contain waste foundry sand as a partial or complete 
replacement for normal sand. 

12.2 The Methodology 

In order to determine the potential strength of concrete products that include waste 
foundry sand as a partial or complete replacement for traditional sand, standard 
concrete cubes were made and tested under compressive stress. Concrete is usually 
tested in a laboratory environment. The primary objective of such tests is to ensure that 
the concrete meets the design specifications outlined in IS EN 206-1 or to compare 
the results relative to the benchmark. Because using different materials and ratios 
can cause varied effects, the standard helps to identify performance, production, and 
conformity. All applicable health and safety standards and regulations were followed 
during the laboratory work, and the appropriate personal protective equipment (PPE) 
was worn. Nine distinct concrete mixtures were created in one day for this test. Mould 
preparation starts by casting moulds (cubes) (100 × 100 × 100 mm) cast iron that 
must be rubbed with grease on the inner side to help the removal process. The 
specimen is properly compacted by vibration so that honeycombing formation does 
not occur. The cube test for compressive strength can be done in seven days. Having 
at least three specimens for testing from different batches is critical to calculating 
the average and any possible variation. 

The concrete cubes are produced by placing the prepared concrete mix in the 
steel cube mould for casting. After it has been set for 24 h, the product (sample) 
is removed from the mould. The samples are then kept submerged underwater for 
seven days. The concrete samples must be dried and weighed prior to testing. The 
concrete cubes are placed on the compression machine for testing. The loading must 
be applied to the specimen axially without shock and increased at 140 kg/so cm/min 
until the specimen collapses. 

12.3 The Selected Materials 

This research study calculates and tests four designed mixes, each consisting of 
three cubes, making the total to be 12 samples. Table 12.1 contains the complete 
information about the proposed mixes. The ratio of 1:2:3 of Cement, Sand and Coarse 
Aggregate, respectively, was determined by the usual design process of the concrete 
type. The report’s primary objective is to conduct compressive strength tests on the 
samples that have been cured under water. The results of the samples were analysed 
and compared. The models that include 100, 65 and 30% recycled waste sand were 
compared with the standard samples with 0% recycled sand (100% normal fine sand) 
as control samples, see Table 12.1.
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Table 12.1 The 12 samples used in this paper and their composition 

Replacement 
WFS (%) 

OPC (kg) WSF (kg) Natural fine 
sand (kg) 

Natural 
coarse agg 
(kg) 

Water (l) Number of 
samples 

WSF (100) 1.2 2.4 0 3.6 9.66 3 

WSF (65) 1.2 1.56 0.84 3.6 7.32 3 

WSF (30) 1.2 0.72 1.68 3.6 7.14 3 

WSF (0) 
(Control) 

1.2 0 2.4 3.6 6.6 3 

Fig. 12.2 The components of the mixture; a coarse aggregate, b fine aggregate, c waste sand and 
d Portland cement 

The testing aggregate sample must comply with the BS EN 932-1:1997 standards 
as a benchmark. The rounded aggregate was used in this experiment with a size 
between 2 and 10 mm. Figure 12.2 shows the components sample used in this study 
for the concrete mix. Figure 12.2a presents the course aggregative, Fig. 12.2b presents 
the normal sand, Fig. 12.2c shows the recycled waste sand, and Fig. 12.2d gives  the  
Portland cement used in this study. 

To determine the samples’ mechanical strength, the waste sand has been replaced 
with natural sand in proportions of 100, 65 and 30%. The water ratios used vary 
according to the mixing process. There are numerous types of cement on the market. 
This experiment used ordinary Portland cement with a compressive strength of 
32 N/mm2 according to the British standard (BS EN 1992-1-1). According to (EN 
206-1-2000), the water/cement ratio is required to achieve the 30 MPa (M30). The 
water/cement ratio was determined to be 50% of the cement ratio. Plus, an additional 
1% of added water because if the aggregate is dry, affecting the ‘free water’ needed. 
These values depend on the mixture of material proportions and conditions. The 
waste sand has high water absorption characteristics, increasing the water content 
by 15% to the sand ratio. At 28 days, concrete is expected to reach its maximum 
strength. Instead of checking the strength at 28 days, this research paper has tested 
the samples after 7 days, if concrete gains 65% of its target strength after seven days.
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12.4 Experimental Results and Discussion 

Table 12.2 presents the complete experimental data and results, including the 
compression tests. Figure 12.3 shows the average results of the samples at 7 days. It 
is clear from the data that the reduced sand reduced the compression strength of the 
samples. However, Fig. 12.3 will help design future products with specific strengths 
sufficient for the required applications from the product design perspective.

The three distinct concrete mixes were used, each with a different percentage 
of waste sand replaced with fine natural aggregates, such as 100, 65, and 30% in 
(kg). The results show that the average compressive strength of concrete cubes was 
reduced by roughly 64%, 46%, and 12%, respectively, compared to those made with 
fine natural sand. The maximum compressive strength cubes within seven days are 
shown in Fig. 12.3. The samples submitted to the compressive machine test for cubes 
made WFS, resulting in a satisfactory failure. The stress cracking that appears within 
the specimen is considered abnormal. 

The specimens containing 30% WFS attained the desired compressive strength 
target. Figure 12.5 represents the compressive strength at 7 days and the calculated 
cube strength at 7 days (in %). However, according to the experimental results, the 
partial replacement of WFS should not exceed 30% in order to achieve the target 
strength. The samples were examined under the microscope following the testing 
process to reveal clear interfacial debonding between the aggregates and cement 
paste in some locations. The interfacial debonding (or separation) is clearly visible 
in Fig. 12.4 as the areas around the aggregates have micro-cracks caused by the 
direct axial force applied to the cubes. Except for sample (a) in Fig. 12.4, the crack 
propagation pattern is nearly the same throughout the remaining samples; binding 
difficulties cause this pattern. Figure 12.4a–d show no solid bond between coarse 
particles and cement paste. In this experiment, rounded form aggregates were used, 
which may have a negative effect on the total cube strength. Infiltration of water is 
another issue that might affect the strength of concrete. It was established during the 
cube testing procedure that the cubes made from recycled sand absorbed more water, 
causing the samples to collapse quicker under the compressive testing machine as 
stress was applied. The reason for these conclusions is unknown precisely. Therefore, 
additional study or testing is necessary to discover the cause.

12.5 Conclusion 

This study aimed to evaluate the mechanical properties of recycled waste foundry 
sand and the impact of recycled material on the properties of concrete when used to 
replace the standard sand in the mixture. This study investigated introducing waste 
sand from sand casting processes to replace natural sand in concrete. In many sectors, 
recycling waste foundry sand instead of virgin materials can result in a slight decrease 
in the technical performances of the final products, which could still be acceptable
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Fig. 12.3 Average compressive strength of the tested samples in comparison to the control samples

Fig. 12.4 Crack propagation within the concrete cubes after testing

depending on the needed application. Recycled waste sand could be used effectively 
as a partial or complete replacement of standard sand in suitable quality mortars and 
concretes. This will depend on the required design characteristics and the intended 
applications. Further work is still needed to evaluate the long-term effect and strength 
of concrete, including a full life cycle assessment (LCA).
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Chapter 13 
Application of Observational Weather 
Data in Evaluating Resilience of Power 
Systems and Adaptation to Extreme 
Wind Events 

Francis Mujjuni, Tom Betts, and Richard E. Blanchard 

Abstract In Great Britain, 70% of wind-related faults on the transmission power 
network are attributed to the top 1% gusts. These faults cause outages to millions 
of customers and have extensive cascading impacts. This study illustrated the appli-
cation of historical ground measured wind data in a multi-phase resilience analysis 
process by: (i) projecting an extreme wind event, (ii) assessing components’ vulnera-
bilities, (iii) analysing system’s response, (iv) quantifying baseline resilience, and (v) 
evaluating the effectiveness of selected adaptation measures. The extreme event was 
modelled as a ubiquitous 100-year return gust event impacting upon the operations of 
the Reduced Great Britain transmission network test case. The results show an unmet 
demand of about 569 GWh/Week. Adaptation measures were necessary for 60% of 
transmission corridors with responsiveness improving resilience by 70%, robustness 
by 55%, and redundancy by 35%. The study implies that resilience enhancement 
can be prioritized within high potency corridors and organisational resilience could 
prove to be more effective than infrastructural and operational resilience. 

Keywords Critical infrastructure · Outage · Blackout · High impact low 
probability · Windstorm
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13.1 Introduction 

Recent studies [1–3] have explored the conceptualisation and application of the 
resilience concept within power systems. The reasons vary but several studies [1, 2, 
4] are motivated by the goal of developing power systems which are less vulnerable 
to extreme weather. This is because the resultant failure of power systems due to 
weather events have grave impacts on countries. For example, the ‘Great Ice Storm’ 
of 1998 that hit parts of Canada caused outages to 4 million people for over a month 
[5]. Up to 80% of power outages in USA are attributed to weather incidents affecting 
22 million people annually [6]. 

In a study into Great Britain (GB) transmission system faults, it was reported that 
50% of all faults were attributed to weather causes and that 30% of these were due 
to wind events [5]. Two-thirds of wind-related faults were caused by the top 1% 
of wind gusts [5]. Therefore, several studies [1, 3] have been conducted to assess 
GB transmission system resilience to extreme wind events but several gaps remain. 
Due to lack of long-term observations with wider coverage, previous studies [1, 
7] used climate model, reanalysis, wind data to analyse and project extreme wind 
events. However, reanalysis data has been reported to be noisy, exhibits a wide range 
of biases and errors, and the assessment of its uncertainties is not well understood 
[8]. In addition, high intensity winds are rarely captured by climate models requiring 
several studies [1, 7] to arbitrarily scale up intensities for resilience analysis purposes. 
Moreover, several studies [1, 3] consider the effect of spatial variability of extreme 
weather events by dividing GB into large “weather regions” which are assigned 
homogeneous weather profiles. This is contrary to studies that have demonstrated 
that a met station’s record may not reliably represent weather of a location which is 
beyond 50 kms [5]. 

Therefore, this study’s aim was to assess the resilience of GB’s power transmission 
system and the effectiveness of selected adaptation measures against an extreme 
windstorm based on observed wind gusts. In particular, the study sought to model a 
ubiquitous 100-year wind gust event across GB, assess its impact on the network’s 
components, undertake a system response analysis, evaluate baseline resilience, and 
assess the effectiveness of redundancy, responsiveness, and robustness. Section 13.2 
details the methods employed in determining and enhancing the system’s resilience. 
Section 13.3 presents and discusses the results whereas in Sect. 13.4, conclusions 
are drawn as well as implications and limitations of the study. 

13.2 Methodology 

This study builds upon a multi-phase approach implemented in several studies [1, 4]. 
As seen in Fig. 13.1, the process follows a five-phase modelling approach, namely: (i) 
weather threat characterization, (ii) components vulnerability analysis, (iii) systems
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Fig. 13.1 Phased resilience assessment simulation flow chart 

response analysis, (iv) baseline resilience quantification, and (v) resilience enhance-
ment. Prior to modelling, historical observed wind data was obtained from the Met 
Office Integrated Data Archive System [9]. The dataset was comprised of 173 met 
stations with data spanning 1949–2021. Two data types were retrieved: the hourly 
wind mean speeds and gusts. 

13.2.1 Extreme Windstorm Characterization 

Similar to previous studies [1, 10] which projected a probable cataclysmic wind 
scenario, this study assumed a high-impact event in which gusts of 100-year return 
duration would occur simultaneously across GB. Great Britain was divided into cells 
corresponding to having no more than one met station per cell. A total of 173 weather 
regions were created based on met-stations locations. Cells without a station were 
assigned data of a station nearest to their centroid. The Generalized Extreme Value 
(GEV) theory was used to estimate return gusts in each weather region. In particular, 
the block maxima method was employed as detailed by [11]. Annual maxima gust 
values (x ∈ R) were retrieved for each station. These were then used to fit the GEV 
cumulative probability distribution function for each station as seen in (13.1). μ ∈ R, 
σ >  0, ξ ∈ R are the location, scale, and shape parameters respectively. To fit the 
annual maxima data points to the GEV distribution, a numerical maximum log-
likelihood function was used. The initial distribution parameters for each fitted curve 
of the station were considered as the mean (μ), standard deviation (σ ) and ξ = 0.1. 

G(x; μ, σ, ξ ) =
{
exp(− exp[−((x − μ)/σ )]) , ξ  = 0 
exp

(
−[1 + ξ ((x − μ)/σ )]−

1 
ξ

)
, 1 + ξ (x−μ) 

σ > 0 (13.1) 

Given that there is no analytical solution for log likelihood function, the approx-
imate solution was obtained from optimization by utilizing the Sequential Least 
Squares Programming method. To assess the goodness-of-fit of the optimized distri-

bution parameters
(
μ̂, σ̂ ,  ̂ξ

)
, a coefficient of determination

(
R2

)
was derived for 

ordered empirical and modelled data probabilities. The 100-year return gust
(
x̂100

)
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for each weather region was then estimated using (13.2). The time, t , of return level 
occurrence was denoted as zero (0) and beyond t = 0, the windstorm temporal 
profiles at each met station were determined by (13.3) in which x0 is the station’s 
maximum value for the average hourly wind mean speeds and xt are the subsequent 
mean wind speed values for a week t ∈ [0, 168]. This assumption is an inference 
from literature [12] in which significant reduction in intensity of windstorms were 
observed within one week. In the subsequent week of the model, the intensity was 
assumed to have a straight-line descent to ‘normal’ gusts. 

x̂100 = μ̂ + 
σ̂ 
ξ̂

[(−log
(
1 − 100−1

))−ξ̂ − 1
]

(13.2) 

x̂100t = 
x̂100 × xt 

x0 
(13.3) 

13.2.2 Vulnerability Analysis 

The power system test case employed in this study is based on the Reduced Great 
Britain Network (RGBN) [13, 14]. RGBN comprises of 29 nodes, 24 of which have 
a total of 66 connected generators, 50 transmission corridors all with double circuit 
overhead lines (DC OHL) except one with a single circuit overhead line (SC OHL). 
Towers were assumed to be 350 m apart. The system has constant demand of 56.3 GW 
corresponding to peak winter consumption and available capacity of 75.3 GW. Only 
lines and towers were subjected to windstorms. 

To determine the probability of failure, Pc(wi ), of components with respect to 
the prevailing wind intensities, fragility curves employed in several studies [1, 7], 
were used. The highest intensity which an OHL would be subjected across all weather 
regions it spans, was considered to determine its probability of failure. Towers’ failure 
states were determined by cells in which they are located. Given the randomness 
of failures, a uniformly distributed random number, r ∼ U (0, 1), was generated 
at every simulation step as proposed by [1] which was compared to the respective 
probability of failure of each component. If r < Pc(wi ), the component was regarded 
permanently damaged. Failure of a single tower resulted in collapse of an entire 
corridor. Following a component’s failure, the Time to Repair (T T  R) was estimated 
as proposed by others [1, 7]. 

13.2.3 System Response and Baseline Resilience Evaluation 

An AC OPF was run for every timestep whilst recording the Energy not served (ENS) 
until all corridors were restored. To quantify uncertainties inherent in the damage 
determination and repair processes, the model was run 1000 times. The mean of ENS
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values, expected energy not served (EENS), was used as an indicator for baseline 
resilience. The uncertainties were captured by a probability density function of ENS 
values. 

13.2.4 Resilience Enhancement Modelling 

This study adopted the Resilience Achievement Worth (RAW ) index proposed by 
[3] to ascertain the criticality of corridors. The RAW  index quantifies the increment 
in resilience by a corridor when it is assumed to be unaffected by a disturbance. 
The corridors were then ranked in descending order of their criticality. Three adap-
tation measures were modeled as proposed by [1, 3]; robustness, responsiveness, 
and redundancy. Robustness was modelled by moving the fragility curves 20% to 
the right. This implies that the threshold hazard was increased leading to a delay 
of components’ outages. Redundancy was modeled by setting parallel corridors to 
existing ones. Responsiveness was modelled by assuming a constant TTR which 
is not contingent to the prevailing wind intensity. Each measure was then applied 
sequentially and cumulatively to groups of five corridors while recording the gains 
in resilience. 

13.3 Results and Discussion 

Figure 13.2b shows the expected 100-year gust returns for each weather region 
determined by the locations of met-stations in Fig. 13.2a. The proximity between each 
cell and the nearest met station is shown in Fig. 13.2c. 96% of cells are within 50 km 
of a met station. High altitude locations such as Cairngom Summit (85 m/s) have 
significantly higher return gusts than low altitudes sites such as Rochdale (27 m/s).

The modelled temporal profile for return gusts can be seen in Fig. 13.3a and the 
proportion of OHLs and towers in-service can be seen in Fig. 13.3b and c. Up to 79% 
lines were damaged and about 6% of towers. Line states were observed to be highly 
fluctuating with sudden spikes and drops given that they are relatively sensitive to 
wind intensities and have considerably short repair durations. Failures from towers 
could have significant impact on the system considering their longer restoration (i.e., 
500 h compared to 312 h for OHLs) and the fact that most of them carry multiple 
circuits. For example, 6% of damaged towers caused 36% of corridors to go out of 
service as seen in Fig. 13.4a.

After evaluating 1000 instances of EN  S  for RGBN (Fig. 13.4b and c), the corre-
sponding minimum and maximum values were 396 and 825 GWh/week as seen 
in Fig. 13.5a. Resilience, EEN  S, was evaluated as 569 GWh/week with a stan-
dard deviation of 63 GWh/week. This EENS is about 28% of the weekly domestic 
demand for 2019 which translates into consumption of about 8 million households 
[15]. In comparison, [1] evaluated EEN  S  as 324 GWh/Week whereas [3] evaluated
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Fig. 13.2 a Location of met-stations, b 100-year return gusts, and c proximity of cells to the nearest 
met-station

Fig. 13.3 a Gust temporal profile, b impact on overhead lines, and c impact on towers

it as 690 GWh/Week. In both cases, climate model data were arbitrarily scaled to 
characterize windstorms and only 6 weather regions were considered for the entire 
GB.

Figure 13.5b shows that 1000 runs were sufficient in determining the EENS given 
that after 150 runs, the value deviates no more than ± 1%. Figure 13.6 shows the 
criticality of corridors based on the RAW  index. The corridors on the (bottom) 
horizontal axis are arranged in descending order of RAW  ranks, with corridor 41 
being the most critical and 50, the least. The vertical segmented lines signify groups 
of five corridors which are considered simultaneously and cumulatively moving 
from left to right during the resilience enhancement process. It can be observed that 
16 corridors have zero RAW, implying that adaptation measures may not improve 
system’s resilience to windstorms within these corridors. Of the three adaptation 
measures, responsiveness emerged to be the most effective compared to robustness
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Fig. 13.4 a Corridor failure conditional to tower failure, b RGBN components c transmission 
corridors IDs

Fig. 13.5 a Frequency plot and probability of exceedance of evaluated ENS values, b moving 
average of ENS per additional model run

and redundancy as seen in Fig. 13.7. The increase in resilience peaked at 70%, 55% 
and 35% respectively. All scenarios peaked after applying measures to the top 60% 
critical corridors.

13.4 Conclusions 

This paper presents a study of evaluating resilience of a power system against a 
projected extreme windstorm. Unlike previous studies that used reanalysis data and 
only had 6 weather regions, this study used historical ground observations from 173
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Fig. 13.6 Criticality of corridors based on 100-year return gusts 

Fig. 13.7 Level of resilience of RGBN under selected adaptation measures when applied to a 
cluster of transmission corridors

met stations across the GB to characterize extreme wind threat with relatively high 
spatial resolution of weather regions. 

The results show that a probable 100-year return gust event could have inten-
sities ranging between 27 and 85 m/s. If such an event was to last a week, nearly 
80% of OHL and 6% of towers could be damaged. This would result into load-
shedding of 569 GWh/Week equivalent to consumption of about 8 million house-
holds. The study observed that responsiveness (70%) was a more effective adapta-
tion measure than redundancy (55%) and robustness (35%). This is not conclusive 
considering that the study did not establish whether the assumptions made for the 
three measures were equally weighted. It was also observed that the level of criticality 
of corridors was dependent on the weather type and intensity, distribution of demand, 
network topology, and components’ vulnerabilities. The most vulnerable corridors 
are not necessarily the most critical in enhancing resilience. Moreover, organizational 
resilience could be more effective than infrastructural and operational resilience.
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Future work will seek to explore resilience of the system under a dynamic load and 
evaluation of the individual capacities of resilience (preparedness, absorptivity, and 
recovery). 
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Chapter 14 
The ‘Mousetrap’: Challenges 
of the Fluctuating Demand 
on the Electricity Grid in the UK 

George Milev and Amin Al-Habaibeh 

Abstract Currently, in the UK the power demand fluctuates throughout the day, 
especially during wintertime. The shape of the demand curve resembles the profile 
of a ‘mouse’. Around the tail area the energy consumption increases gradually, and 
that represents the demand during early morning hours which eventually flattens 
until the early evening. The head of the ‘mouse’ represents the early evening hours 
and the load on the grid peaks sharply. These sudden surges in power demand could 
potentially damage the grid leading to possible blackouts. In addition, this makes 
it difficult to depend on renewable energy such as wind turbines and solar panels 
without the use of energy storage. To examine the link between people’s behaviour 
and the grid, Covid-19 lockdown patterns were explored as it was a time of change 
in behaviour. Even during COVID-19 restrictions, which had an impact on people’s 
lives, the shape of the power demand curve did not significantly change; it followed 
the same shape of a ‘mouse’ compared to pre and post Covid periods, but during the 
pandemic the energy demand levels were slightly lower. The results suggests that in 
order to improve the stability of the demand, and hence remove this ‘mousetrap’, 
alternatives such as using renewable energy combined with electric and thermal 
energy storage systems can be integrated into the grid, which eventually can lead to 
flatten the demand curve. 

Keywords UK grid · Power consumption · Grid demand · Demand curve ·
Balancing the grid · Peak hours
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14.1 Introduction 

It is important for power stations to maintain capacity security, so the provided elec-
tricity is sufficient to satisfy the demand. In addition, a balance between the supply 
and the demand of electrical energy must be in place, as it affects the frequency of the 
grid. According to the GB Security and Supply Standard, the frequency fluctuations 
must be limited to ± 0.2 Hz for normal power station operation [1]. In wintertime, 
the load pattern of the grid fluctuates as seen in Fig. 14.1. 

Figure 14.1 show cases the hourly power demand in the UK in cold seasons. The 
shape of the curve resembles a mouse. In particular, the back torso and the ears areas 
show when peaks on the grid appear. At around 5 a.m. the power demand gradually 
reaches approximately 42 GW over a period of 4 h. It remains relatively flat until 
around 4 p.m. where the load on the grid increases sharply by roughly 3 GW. With 
the demand curve’s shape of a mouse, it would be challenging to use more renewable 
energy and provide stable electrical energy. 

Currently, the UK is on the path to reduce fossil fuels from the energy generation 
mix. It is expected the country to reach net zero carbon emissions by 2050 [3]. Some 
of the strategies the government is planning to adopt in order to become carbon 
neutral is to increase the capacity of wind and solar sources of electricity, electrify 
the transportation by banning fossil fuel vehicles by 2050, and decrease dependence 
on fossil fuels for the heating sector by implementing heat pumps as part of the 
Heat and Building Strategy for meeting the net-zero 2050 targets [3]. In addition, 
lockdown restrictions led to 13% drop in carbon emissions in 2020 compared to 2019
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Fig. 14.1 Hourly power demand in the UK in wintertime which resembles a mouse profile (based 
on data from [2]) 
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Fig. 14.2 UK electricity 
generation mix 2022 (based 
on data from [2]) 
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[4]. On top of that the electricity price has increased sharply, approximately 43% as 
of 2022 compared to 2020 [5]. 

Figure 14.2 presents the current electricity generation mix in the UK. From the 
graph it is evident that the majority of the current electricity is generated by gas 
at around 47% [2]. The capacity of wind and solar have increased slightly in 2021 
compared to 2020 [6]. Although, the wind and solar capacities have increased, the 
environmental conditions are still not favourable for these sources to provide and 
maintain steady electricity throughout the day [2]. This suggests that UK still have 
to rely on fossil fuels to provide electricity during peak hours or when wind and solar 
are not enough and therefore contribute to more carbon emissions [2]. 

The Covid-19 pandemic is considered as one of the most impactful global health 
emergencies in the century. It has not only affected the health of people, but also 
indirectly through lockdowns the economy of almost every country around the world 
as well as the energy demand and consumption. 

With the confinement measures many people throughout the world were forced to 
work from home, which is expected to have some effect on the electricity consump-
tion. For most countries the start of lockdown measures were implemented between 
February and March 2020. After that each country individually assessed the right 
time to open the businesses and the borders depending on the infection rates [7]. 
For Germany and most of the US, there was a considerable reduction in electricity 
demand [7]. In addition, Poland is a country that similar to the UK implemented more 
than one lockdown for 2020 [8]. Research investigating the impact on the energy 
demand in Poland due to Covid-19 concluded that the restrictions caused a drop of 
approximately 23% in energy consumption during the first lockdown in March–May 
period 2020 and around 11% during the second lockdown in October–November 
period of the same year [8]. A similar situation can be noticed in Turkey (Türkiye) 
where the first incident of Covid-19 was detected in March 2020 and restrictions 
followed soon after [9]. In April and May of the same year, the electricity production 
dropped by around 15% and 16.5% respectively compared to the same months in 
2019 [9]. According to the same research, the electricity consumption of the industry 
and residential sectors increased slightly in 2020 compared to 2019, but there was a 
considerable reduction for the business sector in 2020, suggesting that the businesses 
have great influence on the energy consumption in Turkey [9].
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In the UK the first lockdown measures were introduced on 26th March 2020. 
During this time people were advised to stay at home and work from home [10]. In 
June of the same year the restrictions were slowly removed until 5th November 2020, 
when a second lockdown came into force, which continued until 2nd December [10]. 
Particularly, in the UK the only increase that was noticed during 2020 was of gas 
consumption as the majority of people were forced to work from home [11]. Industry 
and business buildings tend to be more energy efficient when it comes to heating 
[11]. Overall, it was estimated that there was a drop in electricity consumption in the 
commercial and industrial sectors between March and June of 2020, which resulted 
in a significant reduction of carbon emissions. However, households with houses that 
were not properly insulated were affected by increased energy bills during the winter 
lockdown period [11]. 

14.2 Methodology 

As shown in Fig. 14.1, the electricity demand in the UK resembles a mouse profile. 
What is the cause in the change in demand? To address this, the authors have inves-
tigated the grid patterns in the UK in winter before and during Covid-19 pandemic 
lockdown. Firstly, a graph using data from Gridwatch [2] has been developed to 
showcase the daily demand in wintertime along with each source of electricity in the 
UK. The reason for that was to see how the demand fluctuates throughout the day and 
when load peaks occur. After that we compared the annual electricity consumption in 
the UK from 2012 to 2021. This allowed us to monitor whether the overall consump-
tion is increasing or decreasing. The Covid-19 restrictions took place in 2020 and 
2021 in the UK. In particular, the strictest and longest measures happened between 
March 2020 and June 2020, as well as November 2020. That is why we looked into 
the daily electrical energy consumption on a November weekday and on a weekend 
for 2019, 2020, and 2021 as the ambient temperatures can drop as low as 1 °C during 
that month as shown in Fig. 14.3 [12]. This analysis allowed to determine not only 
how lockdown measures affected the energy consumption, but also if the demand 
curve followed the same fluctuations curve as pre and post pandemic period.

14.3 Results 

Figure 14.4a and b represent the daily power demand in winter and the annual 
electricity consumption in the UK respectively.

From Fig. 14.4a it is evident that the majority of the demand is satisfied by gas. 
There are very sharp peaks on the grid at around 5 a.m. and again at 4 p.m. From 
Fig. 14.4b, it can be noticed that in 2020 the annual consumption was lower than the 
rest of the years. In 2020 there were 2 lockdowns that took place, one in spring and 
one in winter [10].



14 The ‘Mousetrap’: Challenges of the Fluctuating Demand … 141

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 

Time (days) 

0 

2 

4 

6 

8 

10 

12 

14 

16 

18 
Te

m
pe

ra
tu

re
 (°

C
) 

Fig. 14.3 Ambient temperature in Nottingham, UK in November 2020 (based on data from [12])
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Fig. 14.4 The daily power demand in the UK (a) and annual electricity consumption in the UK 
(b) (based on data from [2])

Figures 14.5a and b represent the hourly demand on weekdays and on weekends 
respectively in November. November was chosen specifically as the 2nd lockdown 
in the UK took place for the whole duration of that month in 2020. In both figures, 
the power demand followed a similar pattern, in the shape of a ‘mouse’. The main 
noticeable change is during the weekdays in 2020, the increased demand in the 
morning starts at around 7 a.m., and the evening one at around 5 p.m., compared to 
approximately 4 a.m. and 4 p.m. for 2018, 2019, and 2021. One of the reasons for 
the shift of the demand peaks is the daily habits and activities of people across the 
UK. Many were forced to work from home due to the Covid-19 restrictions [10]. In 
regard to Fig. 14.5b, there is no considerable change in the demand pattern during 
the weekends for all the analysed years.

Figures 14.6a and b present the shape of the power demand curves compared 
to previous years and with 2020 lockdown period. The shape of the 2020 curve 
resembles a mouse following the same trend as previous years. This shows that 
Covid-19 affected only the amount of consumed electricity, but it did not impact the 
shape of the demand curve.
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Fig. 14.5 Hourly demand comparison on a weekday (a) and hourly demand comparison on a 
weekend (b)
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Fig. 14.6 The shape of the hourly weekday demand (a) and the shape of the hourly weekend 
demand comparison (b) 

14.4 Discussion and Conclusion 

This paper has focused on the electricity consumption in the UK, and the electricity 
consumption patterns. It seems we are in the UK ‘trapped’ in user patterns by the 
‘mouse’ shape, even during Covid-19 pandemic lockdown. This paper has considered 
the winter season before and after lockdown. We have examined in more details the 
month of November because the ambient temperature can drop below 2 °C and it 
was during the second lockdown in the UK. This suggests that households would use 
more heating, thus increasing the energy demand during that month. Whereas during 
the first lockdown between March and June, the weather is warmer. In our hourly 
demand comparison for the weekdays and weekends in November we analysed the 
data between 2018 and 2021. However, the pandemic did not affect the fluctuating 
power demand, as show in Fig. 14.6a and b as it followed similar trend as previous 
years. This current shape of a mouse creates a challenge ‘a trap’ in promoting more 
stable electricity. Especially when the UK electrifies the transport and heating sectors 
via electric vehicles and heat pumps. The strain on the grid could be severe if the same 
power demand is followed. For that reason, more battery storage systems combined 
with solar panels or wind turbines should be implemented along with thermal storage 
to reduce the peak load on the national grid and flatten the curve. More analysis will 
be performed in the future to analysis the reasons for such patterns and how to avoid 
them.
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Chapter 15 
Assessment of Effectiveness of Hollow 
Fins for Performance Enhancement 
of Solar Still Device Using Simulation 
Approach 

Hafiz Khadim Ullah, Sikiru Oluwarotimi Ismail, 
and Kumar Shantanu Prasad 

Abstract Unavailability of relatively clean water for several industrial, domestic and 
agricultural purposes is a serious concern to many regions of the world today. This 
challenge is growing worse with the increasing world global warming and human 
population. Therefore, there is need to research into an innovative, sustainable and/or 
improved technology for an efficient and effective solution, such as desalination. 
Desalination of freely available sea water is considered a promising source of fresh 
water. Solar radiation is abundant and can be used to desalinate water, using a solar 
still device. Also, it is important to increase the productivity of the solar still device 
through hollow fin modification. Therefore, the effectiveness of this improvement 
was investigated in this study, using an analysis system (ANSYS) Fluent computa-
tional fluid dynamic (CFD) simulation. Appropriate models were used to describe 
the physical processes, including condensation, evaporation, multiphase flow, surface 
tension and solar radiation. A close agreement between the simulation values of solar 
energy and the water temperature in the basin was observed when compared with 
the experimental data from the literature. Velocity of 0.259 m/s, pressure of 55.8 Pa, 
temperature of 57.85 ºC and mass transfer rate of 1.41 kg/m3/s were obtained in 
the mid-plane of the improved double slope single basin (DSSB). The degree of 
improvement was 5–7% when compared with the existing models. Importantly, this 
process is economically efficient and can support the concepts of sustainability and 
healthy living, especially in rural areas. 
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approach
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15.1 Introduction 

A solar still is a device or apparatus used for solar-powered thermal desalination. 
The efficiency of these devices is often low, and many changes are being proposed to 
increase it. Therefore, several studies are currently being conducted on the production 
of distilled water to address the scarcity of pure water sources. Solar stills [1–4] are  
one of the most common technologies for water distillation that use solar energy 
without causing environmental problems. The different construction designs of solar 
stills are shown in Fig. 15.1. 

Moving forward, Abdelal and Taamneh [5] conducted research to improve water 
productivity in pyramid solar stills, using a carbon fiber/non-materials modified 
epoxy composite absorber. The output of the new modified pyramid was higher 
than the conventional one. According to Jordanian metrological data, Altarawneh 
et al. [6] studied the performance of pyramid solar stills both practically and theo-
retically throughout the year. The solar still performance and the availability of 
solar radiation are theoretically simulated. Kabeel et al. [7] investigated into a new 
design of pyramid solar still in an experimental setting. The still contained both 
V-corrugated and phase-change material (PCM). The results showed that the new 
design resulted to a higher productivity than the conventional counterpart. Manokar

Fig. 15.1 Different construction designs of solar stills 
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et al. [8] improved the performance of the pyramid solar still by using insulation to 
raise the basin water temperature. The water depth was increased from 1.0 to 3.5 cm, 
and the productivity of the solar still was calculated with and without insulation. 
In addition to the neural artificial network, Sharshir et al. [9] investigated into the 
thermal performance of pyramid solar stills, using an alternate prediction approach. 
The research was done in two ways: theoretically and experimentally, using neural 
artificial network and alternative prediction method, respectively. Kabeel et al. [10] 
used nanoparticles to the black absorber paint to improve the performance of the 
pyramidal basin type solar still. TiO2 nanoparticles were mixed with the black paint 
of the basin to test the performance under a wide variety of water depths. Velmurugan 
et al. [11] observed that attaching strip fins to the absorber plate boost the produc-
tivity of a single slope single basin (SSSB) solar still device by 45.5%. Pebbles, sand, 
black rubber and sponges were also added to improve the efficiency of the solar still 
device with fins. Omara et al. [12] studied the use of fins and corrugations on the 
absorber surface to boost freshwater production. 40% improvement was recorded 
with fins and a 21% improvement with the corrugations. 

Besides, there are other varieties of solar still devices, but the double slope single 
basin (DSSB) was chosen for this research, because it is more efficient than the SSSB 
and produces fresh water at a faster rate. Because fins are passive and require little 
maintenance, there in need for a further research on relevant technology. Fins come 
in a variety of shapes and sizes, including solid fins with varied cross-sections and 
diameters, as well as pin-fins. These fins, on the other hand, have been investigated 
extensively using CFD. However, there are very few or no literature on CFD studies 
of hollow fins. Therefore, analysis system (ANSYS) simulation was used to deter-
mine the efficiency of hollow fins in this present study in an attempt to improve the 
performance of the solar still device. The objectives of the current study include: (i) 
application of ANSYS to create a model of a solar still device with hollow circular 
fins, as a productivity-enhancing change, (ii) selection of acceptable models for solar 
radiation, evaporation–condensation, multiphase flow and surface tension, as phys-
ical phenomena, (iii) simulation and its comparison with the experimental data from 
literature and (iv) assessment of the effectiveness of the fin adjustments by analysing 
the simulation results using appropriate contour plots. 

15.2 Methodology 

15.2.1 Model 

The geometry of the DSSB with hollow circular fins was modelled, using ANSYS 
integrated computer-aided design (CAD) modeler, called space claim (Fig. 15.2). 
The absorber plate with hollow circular fins from the bottom, the galvanised iron 
box on the side and the glass cover on the top were used to simulate and contained 
the DSSB fluid domain. The geometry of real world DSSB is shown in Fig. 15.3.
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Fig. 15.2 Fluid domain of 
the DSSB with hollow 
circular fins and condensate 
water collecting channels 

Fig. 15.3 Real-world DSSB 

The volume of fluid (VOF) model was chosen with the two Eulerian phases to 
model the multiphase behaviour of the fluids in the DSSB. The primary phase was 
water vapour and the secondary phase was water. Modelling of the solar load was 
performed using the Rosseland radiation model and the solar ray tracing technique. 
The ANSYS Fluent material database was used to incorporate the material properties 
of the fluid and solid materials. Two dimensional (2D) and 3D models were used for 
both steady state and transient simulations.

15.3 Results and Discussion 

Figures 15.4 and 15.5 show the pressure contours in the mid-plane for steady-state 
and transient simulations, respectively. The maximum gauge pressure was initially 
around 27.2 Pa, but due to the evaporation of the water, it increased to 55.8 Pa. The 
pressure contour of the transient simulation showed increased pressure in the basin 
region above the water level. Comparatively, the pressure contour of the solar still 
device with hollow fins exhibited a better performance than other conventional solar 
still model with 22 Pa [13].
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Fig. 15.4 Pressure contour on the mid-plane for steady state 3D simulation

Fig. 15.5 Pressure contour on the mid-plane for transient 3D simulation 

The static temperature contour at the mid-plane for the steady state and transient 
3D simulations of the improved DSSB are shown in Figs. 15.6 and 15.7, respec-
tively. The initial maximum temperature was around 336 K (62.85 °C) and the water 
temperature was around 331 K (57.85 °C). The performance temperature of solar 
still device with hollow fins was lower than solar still device with single slope solar 
[14]. Therefore, solar still device with hollow fins recorded higher effectiveness than 
the single slope solar.
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Fig. 15.6 Static temperature contour on the mid-plane for steady state 3D simulation 

Fig. 15.7 Static temperature contour on the mid-plane for transient 3D simulation 

The maximum temperature in the transient simulation contour was around 341 K 
(67.85 °C), and the water temperature near the collector increased to 335 K 
(61.85 °C). This value was very close to the water temperature obtained in the exper-
iments shown in Fig. 15.8. Evidently, Fig. 15.8 shows the results obtained from the 
modified DSSB. Saline water recorded maximum temperature of 64.5 °C, which was 
close to the current study.
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Fig. 15.8 Experimental results for temperature variation in the modified DSSB [15] 

In addition, the mid-plane velocity magnitude contours for the steady state and 
transient 3D simulations are shown in Figs. 15.9 and 15.10, respectively. Due to the 
evaporation process caused as a result of the heating of water by solar radiation, 
higher velocity was recorded along the interface of the water and vapour phase. It 
was observed that the effectiveness of solar still device with hollow fins in term 
of velocity was more efficient than the traditional solar still desalination model. 
Moreover, velocity of solar still device with hollow fins was better than the velocity 
of tubular solar still operating under vacuum with velocity of 0.13 m/s [16]. 

Fig. 15.9 Velocity magnitude contour on the mid-plane for the steady state 3D simulation
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Fig. 15.10 Velocity magnitude contour on the mid-plane for transient 3D simulation 

In the transient simulation, as shown in Fig. 15.10, the velocity increased and 
reached a maximum value of 0.259 m/s. Due to the blockage of the fin flow and the 
increased heat transfer from the fins to the surrounding fluid, high velocity values 
were observed near the upper edge of the fins. Using the contour and the velocity 
vector plots, Fig. 15.11 depicts a detailed phenomenon at the velocity magnitude 
near the fins. 

Figures 15.12 and 15.13 depict the mass transfer rate contours in the mixture, due 
to evaporation and condensation processes for steady state and transient simulations, 
respectively. The mass transfer rate in the water phase region was low, whereas the 
mass transfer rate in the vapour phase region was high. In the transitory case, the 
mass transfer rate increased, and the water inside the hollow fins evaporated to a 
greater extent than the surrounding water. The mass transfer rate of solar still device 
with hollow fins was greater than the solar still device without fins.

Fig. 15.11 Closer visualisation of a velocity magnitude contour near the fin and b the velocity 
vectors near the fin 
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Fig. 15.12 Mass transfer rate contour on the mid-plane for steady state 3D simulation 

Fig. 15.13 Mass transfer rate contour on the mid-plane for transient 3D simulation 

15.4 Conclusion 

The current study has investigated into the effectiveness of hollow fins towards 
improving the effectiveness of DSSB. From this study, the following summarised 
remarks can be deduced:
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• The values of solar radiation and water temperature observed in the simulation 
were close to the experimentally measured values, as the temperature of the water 
inside the basin was observed at the mid-plane.

• The variation in values from the initial condition to the transient simulation value 
was observed in pressure and velocity contours at mid-plane.

• The mass transfer rate near the hollow fins was examined, indicating the usefulness 
of fins towards improving heat transfer and more significantly, production of fresh 
water. 

Lastly, the importance of this proposed sustainable and cost efficient model or 
design cannot be underestimated, considering its significance in conversion of dirty 
water to a clean water for domestic, agricultural and industrial applications, especially 
in rural areas. 
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Chapter 16 
Development of a CFD Model 
for the Estimation of Windage Losses 
Inside the Narrow Air Gap 
of an Enclosed High-Speed Flywheel 

Mahmoud Eltaweel, Christos Kalyvas, Yong Chen, 
and Mohammad Reza Herfatmanesh 

Abstract Concerns over global warming and the need to reduce carbon emissions 
have prompted the development of novel energy recovery systems. During urban 
driving, a significant amount of energy is lost due to continuous braking, which can be 
recovered and stored. The flywheel energy storage system can efficiently recover and 
store the vehicle’s kinetic energy during deceleration. In this study, a Computational 
Fluid Dynamics (CFD) model was developed to assess the impact of air gap size, and 
rotor cavity pressure environment on the aerodynamic performance of an enclosed 
non-ventilated flywheel energy recovery system. Consequently, the flywheel rotor 
skin friction coefficients for various air gap sizes have been numerically determined 
to predict the windage losses over a wide operating range. The presented study aims 
to identify a correlation that accurately fits the rotor skin friction coefficients for a 
range of air gap sizes and operating conditions. Model validation was carried out 
to assess the validity of the CFD results, which showed good agreement between 
numerical and experimental data. The results demonstrated that the increase in the 
air gap size can lead to up to a 19% reduction in the windage loss depending on 
the operating speed of the flywheel, while the windage loss can be reduced by 33% 
when the operating pressure is reduced to 500 mbar. Windage losses can be reduced 
by 45% when the airgap size is greatest, and the operating pressure is lowest. 
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16.1 Introduction 

Flywheel energy storage systems (FESS) are mechanical energy storage devices that 
use the moment of inertia of a rotating disc to store mechanical energy. By speeding 
or decelerating the flywheel rotor with an electric motor, generator, or Continuous 
Variable Transmission (CVT), energy can be provided to or withdrawn from the 
flywheel. FESS is designed for short-term energy storage, which is ideal for fault 
protection, peak shaving, frequency management, and vehicles. The optimal design 
for the flywheel rotor in FESS can improve energy storage performance while also 
lowering the cost of the system, making it a more commercially feasible energy 
storage solution [1]. 

The performance of a FESS can be influenced by rotor design parameters such 
as material, operating speed, overall size, topology, and shape. These affect the 
FESS’s energy capacity by determining the moment of inertia and allowing for a 
uniform stress distribution. The total stored energy is influenced by the operating 
speed. The yield strength and density of the rotor material determine the maximum 
permitted stress and mass of the flywheel rotor, which in turn affect the maximum 
allowable stress of the flywheel rotor. To create an optimum flywheel for a given 
application, the rotor design and operating speed of the flywheel must be tuned 
[2]. The total standby losses, which contribute to self-discharge and might affect 
the FESS’s overall efficiency, are influenced by the operating speed and rotor shape. 
Mechanical losses due to bearing friction and windage are the main causes of standby 
power losses. To assess standby losses, as well as run-time losses that occur while 
charging or discharging the FESS, literature studies have employed simulations based 
on analytical models [3] and empirical models based on experiments [4]. 

Gurumurthy et al. [5] used an experimental flywheel system at atmospheric pres-
sure to measure the mechanical and electrical losses in the FESS. They increased the 
rotational speed of the FESS to 15,000 rpm and then allowed it to decelerate in various 
load and no-load scenarios. Mechanical losses, particularly drag losses, dominated 
power losses in their studies, accounting for 72% of total power losses at very high 
speeds. Skinner [4] investigated the mechanical and no-load electrical losses caused 
by the rotor’s self-discharge during standby using a cylindrical composite rotor FESS 
accelerated to speeds of up to 5000 rpm. Mechanical losses were significantly affected 
by the running speed and vacuum pressure inside the FESS enclosure. Amiryar and 
Pullen [3] used analytical and empirical methods to calculate the windage and bearing 
friction losses in a cylindrical steel flywheel running at various low pressures and 
speeds ranging from 10,000 to 20,000 rpm. While windage losses increased nonlin-
early with running speed, they could be significantly reduced by adjusting the vacuum 
pressure and the space between the rotor and the enclosure. In contrast, air pressure 
had little effect on bearing losses, which can be attributed to speed-dependent and 
load-dependent loss components. Furthermore, as operating speed increased, speed-
dependent losses increased significantly more than load-dependent losses. As a result,



16 Development of a CFD Model for the Estimation of Windage Losses … 159

the operating speeds selected during FESS design may have a significant impact on 
these losses. The previous study discovered that FESS design parameters such as 
vacuum pressure, air gap, and operation speed had a significant impact on overall 
system standby power losses. 

To create ideal FESS rotors with improved energy storage properties, it is crit-
ical to understand the relationship between critical rotor design parameters such as 
rotor length, airgap size, speed, and pressure level [2]. The goal of this paper is to 
first determine the effects of simultaneously changing multiple design parameters, 
such as operating speed and airgap size, on the rotor shape optimization problem, 
and to see if such an approach can offer a significant improvement in the FESS’s 
energy storage characteristics. This will allow for the investigation of a much larger 
portion of the rotor design space, resulting in improved optimal rotor designs. A few 
studies have shown an interest in calculating windage losses inside FESS with small 
air gaps. Almost all empirical equations for estimating windage losses are derived 
from experimental apparatus with properties that differ significantly from those of 
FESS [6, 7]. As a result, the primary goal is to create some realistic tools that will 
enable designers to account for windage losses in their designs. Then, in this study, 
a numerical approach based on CFD calculations is used to quantify windage losses 
inside narrow air gaps of high-speed FESS. A parametric study was carried out to 
characterise the influence of rotation speed, air gap geometry, and pressure levels. A 
correlation based on CFD data is provided for the estimation of the rotor skin friction 
coefficient for a wide range of operations. 

16.2 Numerical Models 

The current article suggests a numerical model of a smooth, narrow, and closed air 
gap. CFD methods are used to describe the air gap flow structure and predict the 
rotor skin friction coefficient. In order to estimate the skin friction coefficient, the air 
velocity distribution must be determined. 

16.2.1 Mesh Generation and Boundary Conditions 

The CFD programme used for this work is ANSYS Fluent 19.2 due to the improve-
ment in the numerical analysis and its popularity in fluid and thermal analysis of 
complex designs. The parameter used in this study to define the airgap is a dimen-
sionless parameter called the radius ratio which is η = Ri /Ro where Ri is the 
rotor radius and Ro is the internal housing radius. Another parameter is aspect ratio
� = L/g where L is the rotor length and g is the airgap width (g = Ro − Ri ). The  
radius of the rotor was chosen to be 0.075 m. The values of the studied parameters are
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Table 16.1 Studied 
parameters values 

Airgap g (m) 0.0015 0.0048 0.0083 

Radius ratio η 0.98 0.94 0.90 

Rotor length L (m) 0.1 0.15 0.2 

Rotor cavity pressure (mbar) 1000 750 500 

Symmetry 
Plane 

Periodic 
Region 

Fig. 16.1 The simplified geometry of FESS with periodic region and symmetry plane 

shown in Table  16.1. The allowable maximum rotational velocity for a solid cylinder 
rotor with a factor of safety of two was calculated to be 41,000 rpm when the rotor’s 
material is steel 4340 [8]. 

The rotor and the housing walls are subjected to isothermal boundary conditions 
with an initial temperature of 24 °C. The FESS used in this investigation is shown 
in Fig. 16.1. To reduce the computational costs, the simulation was conducted on a 
10◦-slice from the FESS with a symmetry plane from the middle of it too. 

16.2.2 Mesh Independence Analysis 

Mesh independence analysis is essential before performing numerical analysis to 
select the appropriate mesh. A structured quadrilateral mesh is used in all of the airgap 
models in this study. The goal of this process is to find the best mesh that provides 
a solution independent of the mesh. To test the system, three different meshes were 
chosen. The airgap was 0.1–0.2 mm in size, and the rotor and housing were 1– 
2 mm in size. The average temperature of the air, rotor, and housing at a rotational 
speed of 40,000 rpm and atmospheric conditions were used for the independence
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test. Figure 16.2 depicts the average temperature of the flywheel components for the 
three different meshes at different radius ratios. Mesh 2 was the most suitable mesh 
for this work for all radius ratios because the temperature of the airgap, rotor, and 
housing changed insignificantly between meshes 2 and 3. Further mesh refinement 
increases the computational time and costs of CFD modelling, making mesh 2 the 
best option. The inflation layers and the mesh used in the simulations are shown in 
Fig. 16.3. 

CFD simulation was used to investigate the machine’s steady-state operation, as 
such steady-state models were used. Time-averaged steady-state solutions for the 
rotor’s relative motion are modelled using a moving reference frame (MRF). This 
method is appropriate for steady-state analysis and can resolve most flow character-
istics such as mass flow rates and pressure rises and drops across the rotating compo-
nents [9]. A turbulence model was required because the airgap had a Reynolds number 
in the turbulent region for all rotational velocities. Reynolds averaged Navier–Stokes 
(RANS) equations were solved using SST k-omega model. Based on a review of the 
existing literature for turbulence modelling of Taylor-Couette flow within concentric 
cylinders, the SST k-omega turbulence model is shown to be effective in estimating 
the fluid flow and heat transfer characteristics in concentric cylinders [10, 11]. The 
air was assumed to be an ideal gas and the viscosity was used under three equations 
sutherland and the effect of gravity was ignored. Thermal conductivity and specific 
heat were constant. The boundary conditions used in the solution are that the system

Fig. 16.2 Temperature values for the tested meshes for a η = 0.98, b η = 0.94, c η = 0.90 

Case 

Rotor 

Airgap 

Inflation Layers 

Fig. 16.3 The mesh used for the system 
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is closed with no inlet or outlet. The surfaces of the rotor and the housing are smooth 
with no-slip condition. Ambient temperatures of 24 °C and heat transfer coefficients 
of 30 W/m2 K were used for the overall thermal boundary condition of the housing. 
The initial temperature for all the system components were selected to be 24 °C, 
room temperature. Wall treatment models were used to define the flow profiles in 
wall boundary layers because of the turbulence models’ inability to accurately model 
the boundary layer regions affected by viscous effects. Near-wall flow velocities and 
distances are presented in the CFD section. The wall cell y+ ≤ 1 was used to create a 
boundary layer mesh with a high resolution in order to resolve the viscous sublayer. 
Numerical discretization of the governing equations was carried out using a finite 
volume method to solve a linear algebraic equation system for each cell. The second-
order upwind discretization scheme was used to simultaneously solve these problems 
based on mass, momentum, energy and turbulence parameter conservation. In order 
to ensure that the CFD solution is converged for each run, iterations were properly 
converged with respect to each other. The convergence criteria for all the residuals 
were set to be 10−5 expect for energy which was set at 10−7. 

16.2.3 Validation 

The skin friction coefficient variation as a function of Taylor number was compared to 
a number of experimental data points presented by Donnelly [12], Castle and Mobbs 
[13], and Siong [14], where the radius ratio was close enough to be compared with 
the experimental data. Figure 16.4 depicts the skin friction coefficient and Taylor 
number distributions. There are three distinct zones, the first of which is when the 
Taylor number is less than 1714 and the flow is laminar with no vortices, the second 
is a laminar flow with Taylor-Couette vortices, which can be referred to as non-linear 
theory due to the nonlinear aspect of the skin friction coefficient distribution, and the 
third zone is a turbulent flow in which the confined air is fully mixed. The numerically 
obtained critical Taylor numbers are in good agreement with the values proposed in 
the literature. Furthermore, when Taylor vortices form in the air gap, the skin friction 
coefficients estimated by CFD methods match well with Castle and Mobbs [13] and 
Siong [14], and the CFD calculations accurately reproduce the distribution of skin 
friction coefficients in the first zone. The predictions of the CFD model match the 
experimental data very well.

16.3 Results and Discussion 

The effect of radius ratios on the skin friction coefficient for the rotor and disc sides of 
the flywheel at different rotational speeds is investigated. The outer cylinder (housing) 
is fixed. The inner cylinder (rotor) rotates at an angular velocity of 40,000 rpm, which 
is limited by the safety factor. The spike-shaped flow is caused by the creation of a
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Fig. 16.4 The variation 
between the skin friction 
coefficient of the rotor with 
respect to Taylor number

Taylor-Couette flow in the airgap. The air velocity closest to the housing is close to 
zero, while the velocity closest to the rotor is the greatest. A Taylor number critical 
value of 350 rpm can be obtained, indicating that the flow is not stable and Taylor 
vortices occur inside the airgap at all rotational speeds investigated. The intensity of 
the vortices increases as the rotational speed increases. Figure 16.5 represents the air 
velocity distribution plot for the Taylor vortices at the investigated rotational speeds. 
Within the air gap, Taylor vortices are symmetrical in the axial direction, where 
viscous forces are overcome by increasing rotational speed and inertial forces. The 
size of the Taylor vortex is affected by the speed of the rotor, where the vortices are 
reduced in terms of number at higher speeds. where the increase in rotational speed 
increases the distance between Taylor vortices. 

Three rotor cavity pressure levels were investigated: 1000 mbar, 750 mbar, and 
500 mbar. The rotor cavity pressure environment has little influence on the skin 
friction coefficient for both the rotor and disc surfaces; the only influencing parameter 
is the radius ratio with Taylor number, as shown in Fig. 16.6. While the effect is minor, 
lowering the pressure will result in a lower skin friction coefficient for both the rotor 
and the disc surfaces; however, the pressure will also lower the Taylor number under 
the same rotational velocity. Windage losses, on the other hand, are heavily influenced 
by rotor cavity pressure; lowering the pressure reduces windage losses, as illustrated 
in Fig. 16.7. For all radius ratios studied, the lowest pressure has the least windage 
losses, while the highest pressure has the most windage losses. Windage losses are 
significantly affected by pressure. The difference in total windage losses between 
500 mbar for η = 0.98 and 750 mbar for η = 0.90 is less than 1%, making the choice 
of a larger airgap size with higher pressure a better solution in terms of complexity, 
because the lower the pressure, the more complex the vacuum system. Windage 
losses can be reduced by 16% and 33% for pressure environments of 750 mbar 
and 500 mbar, respectively, when compared to atmospheric pressure. Reducing the 
radius ratio from 0.99 to 0.94 and 0.90, on the other hand, can reduce total windage 
losses by 12% and 19%, respectively, under the three pressure environments studied.
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When comparing η = 0.90 and 500 mbar to η = 0.98 and 1000 mbar, it is possible 
to achieve a 45% reduction in total windage losses, which could nearly double the 
standby time of a flywheel energy storage system. 

(a) 

(b) 

(c) 

(d) 

(e) 

Fig. 16.5 Air velocity distribution inside 0.90 radius ratio airgap for rotational speeds of (a) 
1000 rpm, (b) 10,000 rpm, (c) 20,000 rpm, (d) 30,000 rpm, and (e) 40,000 rpm 

Fig. 16.6 Taylor number for different radius ratios and pressure levels with skin friction coefficient 
for (a) rotor surface, and (b) disc surface
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Fig. 16.7 Variation of the 
total windage losses as a 
function of the rotational 
speed for three different 
pressure levels and radius 
ratios 
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16.3.1 Dimensionless Analysis 

Based on the parametric study described above, a dimensionless analysis is performed 
to provide a piecewise expression of the rotor skin friction coefficient as a function 
of the studied parameters. The skin friction coefficient for the rotor and disc surfaces 
was expressed using two dimensionless parameters, the Reynolds number, and the 
radius ratio. This paper aims to establish new dimensionless parameter to better 
describe the skin friction coefficient for both the rotor and the disc surfaces for a 
pressure environment higher than 500 mbar. The proposed formulation is as follows: 

C f r  = 0.3553 × (1 − η)0.3 × Re−0.4108 
r (16.1) 

C f d  = 0.4429 × (1 − η)0.1 × Re−0.4120 
d (16.2) 

where C f r  is the rotor skin friction coefficient, C f d  is the disc skin friction coeffi-
cient, Rer is the Reynolds number between two concentric cylinders, and Red is the 
Reynolds number between a rotating disc and stationary wall. 

16.4 Conclusion 

Continuous braking causes a significant amount of energy to be lost while driving in 
cities, but this energy can be recovered and stored. The vehicle’s kinetic energy during 
deceleration can be effectively recovered and stored by the flywheel energy storage 
system. The aerodynamic performance of an enclosed non-ventilated flywheel energy
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storage system was examined in this study using a computational fluid dynamics 
(CFD) model to determine the effect of air gap size, and rotor cavity pressure envi-
ronment. In order to predict the windage losses over a broad operating range, the 
flywheel rotor skin friction coefficients for different scenarios have been numerically 
determined. Model validation was done to determine the validity of the CFD results, 
showing a good agreement between the numerical and experimental data. Based on 
the flywheel’s operating speed, the results showed that increasing the air gap size can 
reduce windage loss by up to 19%, while lowering the operating pressure to 500 mbar 
can reduce windage loss by 33%. When the operating pressure is the lowest and the 
airgap size is the largest, windage losses can be reduced by 45%. A piecewise corre-
lation was proposed for the estimation of the skin friction coefficient for the rotor 
and the disc surfaces for a variety of air gap sizes and operating circumstances. 
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Chapter 17 
The Analysis of Sensory Data 
from Smart Office Environment Towards 
the Development of an Intelligent System 

Jack Hall, Bubaker Shakmak, Amin Al-Habaibeh, and Eiman Kanjo 

Abstract With the increase in energy prices and the drive to reduce carbon emis-
sion, this paper presents an investigation of the use of smart office environments 
to monitor and evaluate the sustainability and behaviour of employees and the util-
isation of space and resources. This paper presents analysis of data in an office 
environment in a company in Derby city to attempt to understand the behaviour of 
employees, pattern of work, power consumption and performance of heating and 
air-conditioning systems. Data from occupancy, room temperature, CO2, humidity, 
lighting, air temperature, windows status are all collected and analysed. The data 
also included external environmental conditions. The results indicate some correla-
tion between CO2 levels and the number of employees. They also show correlation 
between outside and inside environmental conditions. In addition, the utilisation of 
space was also monitored, and the results demonstrate low utilisation during most 
days, this was due to Covid-19 and to working from home and off-site patterns. 
However, the data is found useful to inform future decisions about the actual space 
needed for normal working conditions. 

Keywords Smart buildings · Intelligent buildings · IoT · Smart office · AI ·
Sensor fusion · Netzero 

17.1 Introduction 

The main purpose of smart technologies is to collect data from the surrounding 
environment and assist users in day-to-day activities [1]. The application of smart
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technologies in manufacturing is discussed in terms of the automation of production 
and the benefit that this can bring due to the reduction of operational costs, human 
error and waste, which consequently increases productivity [2]. Current research 
lacks evidence on the outcomes of smart technologies in a workplace setting [3]. 

As times change and technology continues to advance—there is a need more 
than ever for people to be able to track and see what is going on in their working 
environments. There are a variety of reasons as to why there is now a need for this 
information to be gathered. Sustainability reasoning—not just an energy or emissions 
point of view, but staff well-being, and company health also fall under this category. 
This then also branches out to changes that are coming on the back of the pandemic. 
More people are working from home, leading to a condensing of the workplace 
size—hot desking, or people want to be more spread out in their working regions. 
Either way, space utilisation is a big issue for lots of businesses. When it comes to 
the office environment, research tends to discuss the utilisation and benefits to stand 
alone devices rather than considering the overall work environment embedded with 
smart technologies [4, 5]. In order for businesses to be able to make positive change, 
they need to identify what is it, that needs to be changed. They need to pinpoint 
strengths and weaknesses and continue to review and check them on a regular basis 
moving forward. Change/monitoring is in the best interest of everyone. Not only will 
it save money, cut emissions and increase productivity—it will also keep everyone 
in the know how as to what needs to be improved and how, especially with the 
cost-of-living crisis that is being faced. 

By analysing the data that has been collected, it will be able to inform future 
decisions about space needed to satisfy for efficient working conditions; and carbon 
and energy savings. 

As technology continues to advance, coming out of a pandemic, inflated energy 
prices—times are quite hard to predict. Things are very uncertain. This area is some-
thing that needs continuous further study as there is constant factors that change. 
However, the adoption of smart technologies in a work setting is an inevitable process 
[3], so it is important that the gaps start to be filled. The objective of this paper is to 
help addressing some of the current and on-going research and technology questions. 

17.2 Methodology 

In order to study the benefits of sensor data feed in office environment, a case study is 
presented in this paper. Figure 17.1 presents the first floor of the office environment. 
Details of the sensors are shown in Table 17.1. The rationale is based on a reasonable 
micro-SME office size to test the technology and data to address key findings that 
could be extrapolated in future installations of smart buildings.

This office is used as a case study of the technology development in terms of 
sensors, instrumentation, software platform; it also was used to reflect on small 
office culture during/post covid pandemic and energy use; but it is not meant to be 
for generalisation but as a case study to reflect upon future development.
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Fig. 17.1 First floor office environment sensor location at the company 

Table 17.1 Details of the sensors implemented in the office environment 

Provider Sensor type Data 

WTEC Multi-sensor Temperature, Brightness, Motion, Power 

Pressac Desk Occupancy 

Pressac Multi-sensor Temperature, CO2, Humidity 

Pressac Current Three channel (A) 

Pressac Environment Temperature, Humidity 

Pressac Contact Door, Window 

Deuta Controls EnoSense Vibration, Temperature, Humidity, Brightness 

Deuta Controls EnoPuc Sound pressure, CO2, Temperature, Humidity, Brightness, 
Motion 

AirThings Wave Plus Radon, CO2, Temperature, Humidity, Air pressure, TVOC 

Irisys Vector 4D IR/Time of flight people counter

The data was presented live to staff-office during the day via a monitor and it was 
anonymous and does not include any further information more than what the team 
could see in the office in-person in terms of attendance, etc. The purpose was for 
statistical analysis on the long term to link that with energy and other factors; and to 
test the smart technology. 

Ethical concerns of monitoring will be addressed in a future paper; but in general, 
the data saved is anonymous and the main goal is to monitor energy use and space 
utilisation. 

There was no staff with mobility issues in this study; however, this is an area of 
future work.
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17.3 Data Analysis 

Data processing has been carried out in the office environment, see Fig. 17.1. The  
data has been recorded for several months continuously for the day and the night 
from 17/11/2021 to 9/5/2022. The data was in an interval of five minutes each. The 
data shows the total number of people who have been occupying the office during 
this period. It also shows the amount of CO2 in ppm, humidity, temperature, outside 
temperature, outside humidity, wind speed, electricity consumption by the radiators 
and the total office power consumption in amperes. It has been noted that some data 
such as the total office power has only been recorded from the 11th of January. 

17.3.1 Total Number of People 

Due to Covid-19 not many people were working from the office as most of the 
employees were working from home. However, despite that fact, even the maximum 
number of people was only six people at one time in the office, the outcome showed 
promised results for the research as will be explained in detail later. 

Figure 17.2 presents the number of people during the whole research period which 
never exceeded six people. Table 17.2 shows that it is rare to find more than three 
people in the office at the same time. Number of people from four to six represents 
circa 5% of the monitored time. The office was mostly occupied by one person and 
sometimes two or three people only. 
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Fig. 17.2 Number of employees occupying the office every five minutes
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Table 17.2 Percentage of 
number of the people existed 
in the office at the same time 

No. of people Times % 

1 5645 50.37 

2 3379 30.15 

3 1622 14.47 

4 475 4.24 

5 71 0.63 

6 14 0.12 

Total 11,206 100 

17.3.2 Correlation Coefficient of the Data 

To initially determine if there is a relationship among all the aspects of the research 
that are being recorded, the correlation coefficient has been applied among all data. 
Table 17.3 shows the result of applying the correlation coefficient. Figure 17.4 shows 
the colour representation (colour map) of the results.

Figure 17.3 shows that number of people has a strong relation with the amount of 
CO2 and temperature and reasonable correlation with the total office power and the RP 
Radiator while it has a weaker relation with the humidity, the outside temperature, 
the wind speed, the outside humidity, and the GP Radiator. This could mean that 
people existence in the office affects the amount of CO2 and the temperature and 
increases the total power consumption. As it is well known that the temperature 
and the humidity are having inverse relation, Fig. 17.3 clarifies that as it did show 
a strong inverse relation between the two variables. Figure 17.3 also shows that 
the temperature has the most effective relation with other aspects. It has a strong 
relationship with CO2, Humidity, number of people, outside temperatures, outside 
temperature and total office power, and less important relationship with the radiator 
and the GP radiator and almost no relationship with wind speed.

17.3.3 Number of People Verses CO2 

Figure 17.4 presents an example of a whole week; it clearly illustrates how the 
number of people is affecting the amount of CO2 inside the office. Figure 17.4 also 
shows the day and the nights patterns, approximated as a square wave; the day has 
been categorized as 1 and the night as 2. When the number of people reached its 
peak on Thursday, the amount of CO2 has significantly increased to its peak as well. 
It is obvious that the amount of CO2 has dramatically decreased when there was no 
one in the office during the weekend. It must be mentioned that the level of CO2 in 
this figure is scaled between 0 and 1 then multiplied by six to match the number of 
people in scale and to fit and appear clearly in the figure for comparison purposes.
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Correlations Colormap 

Fig. 17.3 Correlation coefficient among all the aspects of the research work 

0 

1 

2 

3 

4 

5 

6 

7 

1 51
 

10
1 

15
1 

20
1 

25
1 

30
1 

35
1 

40
1 

45
1 

50
1 

55
1 

60
1 

65
1 

70
1 

75
1 

80
1 

85
1 

90
1 

95
1 

10
01

 
10

51
 

11
01

 
11

51
 

12
01

 
12

51
 

13
01

 
13

51
 

14
01

 
14

51
 

15
01

 
15

51
 

16
01

 
16

51
 

17
01

 
17

51
 

18
01

 
18

51
 

19
01

 

V
al

ue
 

Records (Every 5 minutes) 

No of People vs Co2 

Day/Nigth Total Number of People Co2 (ppm - scaled) 

Wed Thu Fri Sat Sun Mon Tue 

Night 

Day 

Fig. 17.4 Example shows how the CO2 is affected by the number of people during the day and the 
night

17.3.4 Number of People Verses Temperature 

Similarly, Fig. 17.5 shows the strong relationship between the number of people and 
the temperature in the office. The temperature has gradually decreased to reach its 
lowest temperature during the weekend when the office was not occupied. Figure 17.5 
shows clearly that the temperature increases in the daytime and decreases during the
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Fig. 17.5 The relationship between the number of people and the temperature in the office 

night. Again, it must be mentioned that the temperature values have been scaled to 
0–1 and then multiplied by six to fit in the figure for comparison purposes. 

17.3.5 Number of People Verses Total Office Power 

As mentioned earlier, the total office power has been recorded much later than other 
records therefore, it demonstrated a fair correlation relationship with the number 
of people, but once the total office power plotted for one week within the recorded 
period it showed a strong relationship as indicated in Fig. 17.6. Figure 17.6 shows 
that the total office power is increasing significantly while the office is occupied and 
decreases dramatically when no people are in the office. The values of the total office 
power have been scaled to 0 and 1 and then multiplied by 6 to fit within the figure 
match with the number of people to enhance the comparison process.

17.4 Conclusion 

From the results above, it can be concluded that current office facilities are not well 
utilised due to Covid pandemic or post-Covid culture of working from home. This 
indicates the need to utilise resources and facilities in a better way to enhance return 
on space investment. Also, the results show that with more people in the office, 
more energy consumption is presented. Temperature and CO2 readings seem to be 
proportional to the number of people who are working in the office at any one time.
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Fig. 17.6 Full week of records show how the total office power is highly affected by the number 
of people

This also indicates the need in some cases for better ventilation which could lead to 
further energy consumption when windows are open in cold weather. Future work will 
include researching how the intelligent system can be developed to advise occupants 
on the best measure to be taken to save energy while at the same time maintaining 
air quality and environmental comfort. A wider scale of data will be collected over 
time, to see how different seasons impact the data, but to also see whether there does 
begin to be a more consistent, higher number of staff working in the building at a 
given time. 

There will also be a comparison to another, larger site—where data can then be 
compared at both levels of space. 

Further investment into greater number of sensors that will collect data for other 
elements—here further analysis can be undertaken to give even greater detail into 
the results. 
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Chapter 18 
Investigation of Working Fluid 
Performance in a Refrigeration Cycle 

J. Radulovic, J. Bull, and J. M. Buick 

Abstract With global warming and climate change, the world is experiencing a 
steady temperature rise. Hence the need for effective and efficient air conditioning, 
cooling and refrigeration systems is higher than ever. One of the key elements influ-
encing refrigeration system performance is the working fluid. From 2022, new refrig-
eration systems in the UK must not use refrigeration fluids with global warming 
potential (GWP) above 150. Widely used R134a, with GWP of 1430, is therefore 
being banned and the need for suitable replacement fluids, with equivalent or similar 
thermodynamic performance, is imminent. This paper looks into the potential of 
low GWP refrigerant fluids, and assesses their suitability to be utilised as replace-
ment for historically used R134a. Operation of a refrigeration cycle based on R134a 
is comprehensively compared to selected low GWP fluids in different operating 
conditions. Low GWP fluids (R152a, R1234yf, R1234ze(E), R290, R600a) were 
carefully selected to include a broad range of thermophysical properties and cover 
several fluid categories. Compression work requirement, cooling capacity and the 
overall performance are evaluated in typical operating scenarios. We conclude that 
both R1234ze(E) and R1234yf are good alternatives. In particular, R1234yf outper-
formed R134a by requiring less compression work and achieving significantly higher 
COP based on the same cooling capacity. 

Keywords Global warming potential · Coefficient of performance · Cooling 
capacity replacement fluids · Thermodynamic assessment 

Nomenclature 

h Specific enthalpy [kJ/kg] 
w Specific work [kJ/kg] 
q Specific heat energy [kJ/kg]
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Subscripts 

1–4 Point reference number within the refrigeration cycle 
comp Compressor 
e Evaporator 

18.1 Introduction 

For decades, and more so since the EU 517/2014 regulations [1], alternatives to 
working fluids with high Global Warming Potential (GWP) have been sought. 
Throughout the 20th century hundreds of refrigerant fluids have been synthesised 
and successfully employed in cooling and air-conditioning systems worldwide. The 
specific limit of GWP is dependent on the application. Nowadays high GWP refrig-
erant fluids are being phased out and over the years have investigations focused on 
identifying suitable replacements. From 2022 all refrigerants fluids with a GWP > 
150 will be banned in the UK (there are some exceptions though, yet this is gener-
ally the norm). One of the most commonly used refrigerant fluids, R134a, has the 
GWP of 1430, which is significantly higher than currently acceptable threshold (an 
ideal refrigerant fluid would have a GWP ≈ 0). Hence, it is imperative to identify 
replacement refrigerant fluids which would yield similar, if not better, performance. 

Zilio et al. [2] investigated the possibility of using R1234yf within an automotive 
air conditioning system designed for R134a. compared to R134a, a cycle based 
on R1234yf had lower cooling capacity and the coefficient of performance (COP). 
However, it was suggested that with some modifications to the cycle set up, R1234yf 
could reach higher COP at the same cooling capacity as R134a. Navarro-Esbri et al. 
[3] also concluded that cooling capacity of R1234yf was lower than that of R134a 
across the operational range examined. In addition to R1234yf, Sánchez et al. [4] 
considered other refrigerant fluids: R1234ze(E), R600a, R290, and R152a. R1234yf, 
as well as R1234ze(E) and R600a, showed a notable decrease in cooling capacity. In 
contract, cooling capacity and COP with R290 increased, albeit significant increase 
in compressor power requirement. R152a had lower cooling capacity and power 
required; as a consequence, COP increased. 

In the last decade there have been many other studies looking into suitability of 
these and other refrigerant fluids as suitable replacements in heat pumps and asso-
ciated systems. In this paper we build upon the existing literature by examining the 
performance of refrigeration cycles utilising R600a, R152a, R1234yf, R1234ze(E) 
and R290. Comparison to R134a done on the basis of assessing compression work 
requirement for the equivalent cooling capacity of the refrigeration cycle.
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18.2 Methodology 

Refrigeration cycle was thermodynamically modelled as a steady-state system. 
Kinetic and potential energy losses, and heat transfer to the environment were 
neglected. Pressure drops in all cycle elements were ignored, with pressure changes 
occurring only during compression and expansion processes. Schematic of a simple 
refrigeration system is given in Fig. 18.1. Main processes can be outlined as: adia-
batic compression, isobaric cooling in the condenser, expansion in the throttle, and 
isobaric heating in the evaporator. Evaporator pressure was kept constant as satu-
ration pressure at 273 K in all cases. Compression inlet state, point 1, was slightly 
superheated refrigerant, 5 K above the saturation. Compression ratio (p2/p1) was  
varied in 2–8 range, with fixed compressor efficiency at 70%. Saturated liquid state 
at the condenser outlet (point 3) was assumed. The expander operates isenthalpi-
cally (h4 = h3). Fluid properties were retrieved from RefPROP. Safety classification 
and GWP of fluids considered in this study are given in Table 18.1. Heat and work 
exchanges were calculated as enthalpy gradients between relevant points of the cycle, 
as outlined below: 

wcomp = h2 − h1 (18.1) 

qe = h4 − h1 (18.2) 

with the coefficient of performance: 

CO  P  = qe/wcomp (18.3)

Fig. 18.1 Schematic of a simple refrigeration cycle. Inlet points: 1—compressor; 2—condenser; 
3—expander; 4—evaporator
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Table 18.1 Safety 
classification and GWP of 
selected refrigerant fluids 

Fluid name Safety classification GWP 

R134a A1 1430 

R600a A3 0 

R152a A2 124 

R1234yf A2L 0 

R1234ze(E) A2L 6 

R290 A3 3.3

18.3 Results and Discussion 

In order to compare the performance of potential replacement refrigerant fluids to 
R134a, thermodynamic cycle across a range of compression ratios was modelled. 
Pressure ratios across the compressor stage considered in this study (p2/p1 = 2–8) 
are typical for a standard refrigeration cycle. One of the main advantages of R134a 
is a relatively low compression work. Hence a suitable replacement fluid would have 
similar (ideally lower) compression work requirement. Evaluated compressor work 
requirement for replacement fluids considered in shown in Fig. 18.2. 

All working fluids studied showed gradual increase in compression work require-
ment with increasing pressure ratio. R1234yf and R1234ze(E) required slightly less 
compression work than R134a. R290 has a significantly higher work requirement
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through the compressor, more than double compared to R134a across all compres-
sion ratios, which is in line with [3, 4]. R152a and R600a also required notably higher 
compression work. 

Cooling capacity is a key measure of refrigeration system performance; an effec-
tive working fluid would therefore have the ability to remove a substantial amount 
of heat from refrigerated space. Evaluated cooling capacity for R134a replacement 
fluids is shown in Fig. 18.3. In agreement with previous findings [2, 3], R1234yf 
showed consistently lower value for cooling capacity compared to R134a, while that 
of R1234ze(E) was similar to R134a. However, cooling capacity of R152a and R600a 
were significantly higher, albeit decreasing more rapidly with increasing compression 
ratio. Interestingly, R290 showed almost linear trend of cooling capacity decrease 
with increasing pressure ratio, significantly higher than R134a at low compression 
ratios, and nearly the same at higher compression ratios. 

In terms of COP (Fig. 18.4), performance of R1234ze(E) and R600a was virtu-
ally the same as that of R134a. R152a also had practically the same COP at lower 
compression ratios, and slightly higher COP at higher pressure ratios. Performance 
of R1234yf was poorer than that of R134a and R290 performed worse in terms of 
COP, which is contrary to the findings in [4]. Whilst COP and cooling capacity vary 
across R290, R152a and R600a, these fluids require higher compression work than 
R134a. Hereafter further analysis is based on R1234yf and R1234ze(E) only.

In Fig. 18.5, we compared cycle performance and cooling capacity in a scenario 
where compression work was fixed at 20 kJ/kg. Both R1234yf and R1234ze(E) had 
diminished performance compared to R134a,−24.95% and−9.91%, respectively. In 
an alternative scenario when cooling capacity was fixed at 125 kJ/kg, R1234yf had the
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Fig. 18.4 Coefficient of performance (COP) as a function of the compression ratio (p2/p1)

lowest compression work—53% less work then R134a. R1234yf also achieved the 
highest COP of 6.45 (114.77% higher compared to R134a) followed by R1234ze(E) 
with a value of 3.81 (26.91% higher). These two scenarios demonstrate that R1234yf 
and R1234ze(E) both outperform R134a at low cooling capacity loads. Alternatively, 
when compression work is low R134a achieves better performance. Hence, selection 
of suitable replacement refrigeration fluid should be based on carefully defined design 
criteria. In this study thermodynamic similarity was the basis of comparison. Future 
work may include consideration of broader set of properties as well as various losses 
in the system.

18.4 Conclusion 

Compared to R134a, R290, R600a and R152a had higher cooling capacities, although 
the compression work was notably higher as well. Overall, these refrigerant fluids 
could act as replacements for R134a. Equally so, both R1234ze(E) and R1234yf 
are deemed to be good alternatives. In particular, R1234yf outperformed R134a by 
requiring less compression work and achieving significantly higher COP based on 
the same cooling capacity. However, performance of R1234yf and R1234ze(E) was 
not equivalently good based on the same compression work comparison.
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Chapter 19 
Energy Policy as a Tool for Promoting 
Power System Resilience: Malawi’s 
Challenges and Potential Solutions 

Joyce Nyuma Chivunga, Zhengyu Lin, and Richard Blanchard 

Abstract A constant production and delivery of electricity is crucial to the func-
tioning of the society. Power systems, however, suffer from either physical, insti-
tutional or community level challenges under climate change. Specifically, Malawi 
is exposed to both climatic and geologic hazards. One of the guiding principles of 
the needs assessment and recovery strategy is to move from response to long term 
resilience. The national energy policy (NEP) is considered as one of the drivers of 
long-term power system resilience (PSR). Understanding the status of NEP is critical 
in coming up with long term resilience solutions because the qualitative evaluation 
in this case considers information about risks, the perceived severity of risks and 
possible impacts of shocks. Although prior studies contributed significantly to the 
resilience of electricity systems, none of those studies explored the possibility of 
the NEP being a critical key in promoting the resilience of the electricity sector to 
extreme weather events. This novel study, therefore, assessed the capacity of the NEP 
to promote infrastructure and institutional PSR. It also identified challenges regarding 
the capability of the policy to support PSR. Finally, the study suggested key policy 
solutions to the identified challenges. Content and thematic analysis were used to 
analyse the status of energy policy. While the capacity of the policy to promote 
infrastructural resilience was assessed by evaluating the level of technical policy 
implementations and status of electricity supply, institutional resilience’s capacity 
was determined through legal and capacity building policy implementations. Notably, 
the NEP fails to support PSR. Resilience policies, energy policy financing, energy
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policy management, coordination with key stakeholders, politics, energy data and 
capacity of the Ministry of energy are critical issues. 

Keywords Infrastructure resilience · Institutional resilience · Policy financing ·
Resilience policies · Energy policy monitoring · Capacity · Energy data ·
Coordination 

19.1 Introduction 

A constant production and delivery of electricity is crucial to the functioning of 
the society. Energy plays a vital role in sustainable livelihoods and socioeconomic 
development [1]. Apart from servicing the other sectors, the energy sector is supposed 
to be among the sectors that contribute significantly to the country’s GDP through 
exports of its products. However, surplus energy supply is one of the challenges that 
Malawi is facing, as its supplies are less than the projected demand [2–4]. Meeting 
sufficient energy needs for Malawians is becoming more challenging. The renew-
able energy (RE) role to the energy mix is also still low [5]. In addition to low 
energy access, Malawi is exposed to both climatic and geologic hazards [6–8] given  
its location along the great African Rift valley. Extreme weather events pose an 
enormous and increasing threat to the nation’s electric power systems (PS) and the 
associated socio-economic systems that depend on the reliable delivery of electric 
power [9]. In January 2022, Malawi was severely hit by Tropical Cyclone Ana which 
caused national blackout due to lost power generation and transmission systems. One 
hundred thirty (130) MW of electricity generation were lost [10] and many transmis-
sion lines were brought down. This overwhelmed the mitigation measures that were 
put in place [11]. PS suffer from either physical, institutional or community level 
challenges under climate change (CC) hence, the need for appropriate adaptation 
strategies [12]. One of the guiding principles of the needs assessment and recovery 
strategy is to move from response to long term resilience [7]. 

Different authors [13–34] presented a range of power system resilience (PSR) 
definitions. Having reviewed the range of definitions, the grid resilience definition 
is proposed. It is the ability of an interconnected network of either components, 
institutions, grid operators or stakeholders to adequately plan for resilience, avoid 
adverse impacts of hazards, adapt to extreme disasters and transform into new stable 
zones. In doing so, the impact of threats and related disasters will be minimised, 
and systems will be restored quickly. Where appropriate, systems will be improved. 
Finally, disaster risk factors and vulnerability of the grid system to actual or expected 
impacts of hazards will be reduced in a cost-effective way. Resilient systems should 
have a maximum diversity of supply sources and should avoid reliance on a limited set 
of power supplies. In addition, systems should be sufficiently flexible to react rapidly 
to events and to alter working processes even in short times [35]. Further, priorities 
for supplying diverse loads ought to be well-known [36]. Erker et al. [37] argued 
that a resilient system should not be exposed to risks or potential risks, is efficient,
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diverse and has redundant units or functions. The rise of power outages caused by 
extreme weather events and the frequency of extreme weather events has motivated 
the study of PSR [38]. The development of PSR assessment and enhancement tools, 
methods, approaches and/or guidelines is also another cause for PSR studies. 

PSR can be evaluated either quantitatively or qualitatively [14, 18, 19, 39]. Refer-
ences [13, 14, 16, 20, 26, 27, 33, 36, 38, 40–47] evaluated PSR by quantifying the 
resilience of electricity networks to extreme events. Some suggested measures to 
enhance the resilience of the PS. While others [17, 27, 35, 48–51] looked at struc-
tural challenges and measures, [18, 29, 45, 52–59] considered operational strategies. 
Although all these studies contributed significantly to the resilience of electricity 
systems, none of the prior studies explored the possibility of the energy policy being 
a critical key in promoting the PSR. The national energy policy (NEP) is considered 
as one of the drivers of PSR [12]. According to [60], NEP is one of the dimensions 
in the testing of the transformative resilience theory where policy performance is 
considered one of the resilience indicators. This novel study, therefore, (1) assesses 
the capacity of the NEP to promote infrastructure and institutional PSR, (2) iden-
tifies implementation challenges regarding capability of the policy to support PSR 
and (3) suggests key policy solutions to PSR challenges of the NEP and thus the 
accomplishment of SDG 7 [61]. After the introduction, Sect. 19.2 is the method-
ology, followed by results and discussions in Sect. 19.3 under distinct sub-topics. 
Conclusions are drawn in Sect. 19.4. 

19.2 Methodology 

The study methodology was in two stages, one, data collection and extraction and two, 
data analysis. Data collection was through observations, review of documents and 
in-depth interviews. The population that qualified as subjects for this study included 
all individuals that have expert knowledge and hold key positions in the energy sector, 
grid operator, and power generating company. In this case, the study used purposive 
sampling where subjects are selected based on some characteristic poses that are 
predetermined before the study [84]. This was also to identify respondents who would 
provide relevant and critical information that would serve to answer the questions 
of this study. For in-depth interviews, semi-structured interview guide was used to 
collect data for the status of NEP. To analyse data, both content and thematic analyses 
were used. To evaluate the potential risks to infrastructural and institutional resilience, 
the approaches of [37, 62] were adopted. In view of this, the capacity of the Policy to 
promote PSR was evaluated by examining diversity, exposure, and efficiency. These 
are functions of preparation, anticipation, absorption, adaptation and transformation. 
While the capacity of the Policy to promote infrastructural resilience was assessed 
by evaluating the level of technical policy implementations and through status of 
energy supply, institutional resilience’s capacity was determined through legal and 
capacity building policy implementations. This approach was adopted because effec-
tive address of preconditions that cause PS stresses is key to making the PS more
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resilient [14]. Technical implementations that were considered are energy access, off 
grid and energy efficiency targets. These targets and the status of electricity supply 
together entail the level of infrastructure preparedness to mitigate impacts of CC. 
In addition, these also determine the potential to absorb, adapt or transform under 
extreme PS stresses. Anticipatory governance and long-term policy vision are crit-
ical in the adjustment of current behaviour to address future PS challenges [37]. It is 
important, therefore, to evaluate legal implementations to address regulatory uncer-
tainties that compromise infrastructure improvement and modernisation. Capacity 
building enables institutions in moderating future disruptions. It is important to note 
that this study’s scope was not to evaluate the provision of these variables in the 
Policy but their implementation to promote grid resilience. This is because prelim-
inary policy review suggested that most of these are provided for. A key issue was 
to compare the provision against achieved targets (status of the NEP ). If imple-
mentation is lagging, then the Policy is failing to promote one of the key functions 
of resilience. To identify the challenges of the Policy, themes were generated from 
interview responses following this study’s investigations of the reasons for the imple-
mentation challenges. Solutions to the challenges were proposed by suggesting miti-
gation measures to the identified challenges, in addition to expert feedback. The 
major limitation of this approach was data scarcity. Some variables could not be 
extensively evaluated due to data availability challenges. 

19.3 Results and Discussions 

19.3.1 The Structure of Electricity Supply 

Malawi’s current electricity generation mix is divergent from the neighbouring coun-
tries and world trends where electricity generation from fossils is dominant (Table 
19.1). Malawi has about 401.15 MW, 81.3 MW and 53.22 MW of installed hydro, 
commissioned solar PV and diesel generator capacities, respectively. A 21 MW 
Serengeti solar power plant is expected to be commissioned by June 2023. It is impor-
tant to note that the available capacity is far much less than the installed capacity due 
to age of the infrastructure, sometimes due to low water levels and recently following 
a loss of generation due to effects of 2022 Cyclone Ana. Over dependence on hydro 
electricity generation is a threat to PSR in the wake of CC. Studies indicate that 
CC is responsible for the increase in frequency, duration, and intensity of extreme 
weather events [15, 43, 44, 63]. CC is also responsible for rising global tempera-
tures, changes in rainfall patterns, elevated occurrence and strength of drought days, 
cloudiness, higher winds, and sea-level rise [15, 43, 63–69]. Cold waves, heavy 
snow and lightning strikes on or near overhead conductors [70] also result from CC. 
Each of these impacts of CC affects the PS in different ways, at different degrees 
either on their own or in combination as is usually the case. There is a risk that if 
Malawi does not receive enough rains or experience again a two-year drought that
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Table 19.1 Percentage of Malawi’s electricity generation 

Energy source Percent of the total 
electricity generation in 
Malawi 

Percent of the total 
electricity generation in 
Africa 

Percent of the total 
electricity generation for 
the world 

Fossil 9.94 82.44 70.04 

Wind 0 2.23 8.25 

Solar 15.17 0.99 4.35 

Hydro 74.89 11.92 7.71 

Nuclear 0 1.68 9.19 

Geothermal 0 0.73 0.47 

Data source [72] 

was experienced in the year 1914, Shire River would stop flowing and there would 
be power crisis [71]. Emergency Power diesel generator sets (peaking generators) 
are a source of fossil generation. Due to the deficit in the electricity supply, Malawi 
government has provided for the interconnection to the Zambian, Mozambican and 
Tanzanian grids through Southern African Power Pool (SAPP) agreements. There 
are plans to import 30 MW, 50 MW and 150 MW from Zambia, Mozambique, and 
Tanzania, respectively, by December 2023 [5]. Further, plans to develop seven (7) 
new hydropower stations totalling 1073 MW by 2023 and coal fired power plants 
totalling 620 MW are outlined in [5, 61]. 

19.3.2 Policy Implementation 

Through the current implementation, there has been some improvement in the overall 
energy sector. This improvement is in line with the priority areas for Malawi’s 
Action Agenda [61]. The following evidence demonstrates the effect of implementing 
the current NEP. The implementations are categorized into legal, capacity building 
and technical. Tables 19.2, 19.3 and 19.4 summarise the legal, capacity building and 
technical implementations, respectively, as of 2021. Table 19.2 presents policy targets 
that were to either be developed, adopted, reviewed, or enforced. Notably, there were 
more policy developmental activities than adoptions, reviews and enforcements. 
Similarly, Table 19.3 presents those that were to either be developed, conducted, 
or increased.

19.3.2.1 Legal Implementations 

See Table 19.2.
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19.3.2.2 Capacity Building Implementations 

See Table 19.3. 

19.3.2.3 Technical Implementations 

These are categorized into energy access, off-grid, and energy efficiency targets. Table 
19.4 summarises the Policy variable targets against percentage of implementation 
status for the selected targets that are related to electricity sector. Targets for 2020 
(except where explicitly stated otherwise) and the current status are summarised. The 
dashes (−) mean that data is unavailable. This data depends on the availability of 
the Malawi energy survey reports whose activity is yet to be conducted. It should be 
noted that all new domestic connections are fitted with Energy Server Bulbs, LEDs. 

19.3.3 Does the Malawi NEP Support PSR? 

19.3.3.1 Infrastructure Resilience 

This study revealed that energy access, off-grid, and energy efficiency targets were not 
adequately met. This has a bearing on infrastructure resilience because these targets

Table 19.2 Legal implementations 

Policy 
targets 

Developments Adoptions Reviews Enforcements 

Activities 
undertaken 

Mini grid framework 
Lifeline tariffs 
Policies facilitating 
expediting of 
customer 
connections 
Legislation banning 
illegal production of 
charcoal 
Guidelines for 
franchising of liquid 
fuels outlets 
Tax waivers on gas to 
support the initial 
stages of introducing 
and promoting LPG, 
biogas, and natural 
gas 

Policies facilitating 
outsourcing of 
construction works 
by distribution 
licensees 
Global tracking 
framework 

Grid code Electricity act to 
unbundle electricity 
supply corporation 
of 
Malawi (ESCOM) 

Data source [73]
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Table 19.3 Capacity building implementations 

Policy targets Developments Awareness Increment 

Activities undertaken RE capacity building 
plan 
Biomass Energy 
Technologies 
Training Strategy 
Nuclear Science and 
Materials 
Undergraduate 
Programs in some 
public universities 
DSM awareness 
materials 

Safe use of Liquid 
Petroleum and Gas 
(LPG), biogas, and 
natural gas 
Household campaigns 
and distribution of 
LEDs 
Demand Side 
Management (DSM) 
campaigns 

Number of training 
institutions 
implementing RETs 

Data source [73]

are key to resilience enhancement. Capacity expansion is one of the long-term grid 
enhancement measures [75]. It allows for peak load transferring or shifting when 
there is generation loss in some parts to avoid overloading the substations. Notably, 
there is stagnation in the development of potential sites and other sources of electricity 
generation. Out of the proposed potential hydro sites, only less than 5% of the planned 
development was commissioned (Tedzani IV). By 2021, at least 50% of the target 
should have been developed to achieve the 2023 completion target. Three coal fired 
power plants were planned to be fully operational by 2023, adding 620 MW to the 
national grid. By 2021, only environmental impact studies for one were completed. 
Approximately 38% of the proposed solar power plants was commissioned. Although 
this is a good development, increase in intermittent generation needs adequate firm 
capacity to avoid frequency disturbances. There should be a corresponding increase 
in base generation like hydro, nuclear or thermal. Household biogas for cooking was 
piloted in 8 districts installing 80 systems, representing 14% of the 2020 projected 
target, and 4% of the 2030 target. Ideally, approximately 140 biogas plants were to 
be piloted per year if the 2030 target was to be met. Failure to achieve these targets 
decreases the capacity mix which was proposed by Handayani et al. [76] as one of 
the CC adaptation measures for PSR. Low percentage of RE to total energy in the 
country is another sign of un resilient systems [60]. The results further suggested 
a lack of diversity in electricity generation sources. Being a system that is almost 
wholly hydro-based, this exposes the PS to severe impacts of CC like droughts. Off-
grids like micro grids are the mostly used smart resilience enhancement measures 
[27, 32, 77]. Microgrids take part in emergency response by supplying critical loads or 
essential. The T&D losses are approximately 19.5%—still off their targets. Efficient 
T&D structures limit the degree of impact during extreme events. An inefficient T&D 
system derates faster than an efficient one. Energy audits are expected to unmask 
system inefficiencies. Although regular audits were planned for public institutions 
especially in the health sector, only 28 were conducted in health, parliament and
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Table 19.4 Policy technical implementations 

Area Policy variable Target Implementation Status (%) 

Energy access Hydropower plants 1092 MW by 2023 < 5  

Solar PV plants 160 MW 38 

Coal fired power plants 620 MW by 2023 0 

No. of companies 
registered in LPG stoves 
distribution 

20 >100 

LPG stoves 15,000 – 

No. of improved 
cookstoves distributed 

2 million > 100 

No. of household biogas 
piloted 

560 14 

No. of solar water 
heaters 

7500 – 

No. of electric cookers 
installed 

94,000 – 

No. of homes/businesses 
connected to the grid 

747,846 66 

Off-grid Mini grids 15 mini grids by 2021 
in NEP and 30 mini 
grids by 2020 in AA 

53 

Solar home systems and 
Pico solar systems 

1.5 million 80 in 2018 

Energy efficiency Combined transmission 
and distribution (T&D) 
losses 

17% 15% 

Installed prepaid/smart 
meters 

564,000 83 

LEDs 2,750,000 − 
Energy efficient (EE) 
barns 

2000 − 

Energy audits Regular energy audits 
in institutions 
especially health 
facilities 

− 

Data sources [73, 74]

government offices. Inefficiencies reduce the current carrying capacity which conse-
quently raise electricity demand [67]. Installation of smart meters is short by almost 
17%. Data for the number of LEDs, EE barns, solar water heaters installed was 
not available. LEDs would relieve the grid from the demand pressure. In view of 
the above, failure of the Policy technical implementations predisposes the grid to 
severe impacts of climate change. Although NEP is effective, efficient, equitable and
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Fig. 19.1 How NEP fails to support infrastructure resilience 

institutionary feasible, it fails to support infrastructure resilience adequately. This is 
visualized in Fig. 19.1. 

19.3.3.2 Institutional Resilience 

Failure to review, promulgate, amend or develop different sets of standards, models, 
policies and guidelines in the energy and electricity sector is an institutional resilience 
setback. What was implemented is insignificant compared with the legal Policy 
targets. Panteli and Mancarella [43] classified the forms of climate adaptation strate-
gies for PSR into (1) structural, (2) capacity building and (3) institutional. Institu-
tional adaptation strategies are further categorised into economic tools, governance, 
laws and regulations. Similarly, failure to build capacity and/or recruit enforcement 
officers is another way of compromising institutional resilience. Failure to develop a 
bankable document for nuclear power generation investments was observed. Similar 
observations were noted for the regulations setting minimum standards for coal 
storage, transportation, importation, usage, marketing and pricing. The bankable 
document is ideal especially now when the NEP provides for coal fired power plants 
to increase electricity generation capacity. The document would among other things 
provide guidelines for optimal orientation of coal stockpiles which are vulnerable 
to precipitation, wind and temperature variations [78]. Amendment of legislation 
to include banning importation, distribution and use of incandescent bulbs is still 
pending. Similarly, the Liquid Fuels and Gas (LPG) Act reviews to facilitate insti-
tutional reforms for investments in and utilization of LPG, biogas and natural gas 
were not conducted. By 2019, the development of bio-fuel pricing model and of an 
Act to regulate fuel prices through use of transparent and verifiable fuel price adjust-
ment system were supposed to have been completed. In addition, the Net Metering
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Policy, appropriate RE regulations under the RE Act and the RE Act were not devel-
oped. Finally, the RE standards are yet to be reviewed, three (3) years after their 
deadline. Policy and regulatory instruments in RE were acknowledged by Fang and 
Wei [79] as adaptation measures in PS, which can be applied either at enterprise, 
regional, national, or international level. Further, rescheduling investments, investing 
more in carbon management technologies and the policy were also suggested in [80] 
as resilience enhancement measures. Similarly, RE plants to compensate for the 
uncertainty in hydropower generation are key PSR improvement strategies. Panteli 
and Mancarella [43] proposed capacity building, which was further classified into 
educational, informational, or behavioural adaptation as one of the PSR enhancement 
approaches. Sovacool [12] recommended, among others, training policy makers as 
a way of promoting institutional resilience. Education and awareness to achieve 
community resilience to impacts of CC were also recommended. Lack of provision 
for PSR awareness in the Policy and emergency response plans is another way of 
compromising institutional resilience. In addition, by 2020, Malawi government was 
supposed to have recruited district energy officers (DEOs) responsible for enforce-
ment of efficient cookstoves. RETs like biogas, improved cookstoves, micro hydro 
and solar power were also recommended by Sapkota et al. [81] as a way of rural  
adaptation to CC. These do not only reduce traditional biomass use but also carbon 
dioxide emissions. Use of these also reduces pressure from the grid. The results 
suggested that NEP also fails to support institutional resilience adequately. This is 
summarized in Fig. 19.2. 

Fig. 19.2 How NEP fails to support institutional resilience
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19.3.4 Challenges and Potential Solutions (Improvements) 
of Malawi’s NEP 

Policy evaluation indicates that some measures to achieve SDG 7 have previously 
been implemented in Malawi. However, some unresolved concerns departing from 
the guiding principles and policy statements of Malawi’s NEP and the international 
initiative for affordable, reliable, sustainable, and modern energy for all remain. 
These in turn compromise the resilience of the PS and electricity sector in general. 
Energy policy financing, energy policy management, resilience building policies, 
coordination of key stakeholders, politics, energy data and capacity of the Ministry 
of energy (MoE) are critical issues in Malawi. Addressing these preconditions is key 
in making the grid more resilient [14]. In this section, we summarise the unresolved 
issues which were identified, and formulate key policy solutions for the problems as 
follows. 

19.3.4.1 Energy Policy Financing 

Much as some of the commendable progress is noted, a significant portion of 
measures are behind their scheduled time frames. The stagnation in development 
of potential sites and other sources of electricity generation is worrisome because 
poor infrastructure development compromises infrastructure resilience [60]. For the 
proposed power plants, the developers are still seeking finances for the develop-
ment activities [73]. Implementation of Malawi’s NEP 2018 needs sufficient human, 
financial, material and technical resources. Most of the activities that have not been 
completed according to their planned time frames lack financing [73]. Some capacity 
building exercises also lack funding. The follow-up on targets is also not done due to 
financial constraints. Desirable resources were indicated in the Policy but what the 
Government provides through the Ministry of Finance (MoF) is not adequate. There 
is a need for deliberate actions by the government to finance the activities of the 
energy policy—Energy Policy Financing. Government, through MoF should have 
the core responsibility of committing adequate financial resources for the implemen-
tation of the Policy [82]. The MoF should consider putting aside a budget to support 
the energy sector. The funding would also help with follow-up of activities of the 
NEP. This is in line with [85] where lack of financial resources implies that laws 
will not be enforced, services will not be provided, and reasonable regulations will 
not be developed. Financial resources also help with the acquisition of land, equip-
ment, and buildings. The government may benefit from reaching out to different 
foreign investors through MoF. Another thing to be considered is for the government 
to increase budgetary allocation for the energy sector. The energy sector currently 
relies on donor funding. An adequate budget would facilitate the development of the 
entire energy sector.
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19.3.4.2 Resilience Policies 

It was observed that existing policies and regulations were inadequate to respond to 
the complex challenges presented by extreme events. The NEP has eight main priority 
areas: electricity, biomass, petroleum fuels, bioethanol and other biofuels, liquid 
petroleum, gas, biogas and natural gas, coal, nuclear energy and DSM. Although 
these areas indirectly support PSR, resilience is not prioritized in the Policy. Prioriti-
zation of resilience in energy policies or existence of resilience policies provide the 
preventive and anticipative capacities which enable institutions to prepare for and to 
commit resources as well as to formulate legal and contractual frameworks within 
which they would operate during an unusual event [83]. These capacities, ensure that 
the impacts resulting from such occurrences are greatly reduced by reducing both the 
vulnerability and exposure of the PS to extreme events and by creating a proactive 
system in which present development actions inherently address future risks. The 
next Policy review should emphasize the inclusion of resilience of PS. 

19.3.4.3 Energy Policy Monitoring/Management 

It is appreciated that some of the planned activities are not achieved within their 
proposed time frames due to financial constraints. However, some have just lagged 
for no reason. Some 2019 Policy targets were still unattained by 2021, two years 
down the line. Most of activities in the NEP are supposed to be completed by 2023 
and others by 2035 in the long term. Most of the 2023 targeted activities are yet to be 
commenced. It is unlikely that targeted time frames will be achieved. Although the 
Malawi’s NEP is scheduled to be reviewed every five years, this study revealed that 
it takes longer than that, with the main reason being financial constraints. However, 
other views consider that this is attributable to lack of seriousness from respon-
sible personnel. Often, the personnel are just good at setting targets which leads 
to over-ambitious targets that are often not implementable. [85] identified some 
other obstacles that affect policy implementation in developing countries. Among 
them were insufficient definition of goals, over-ambitious policy goals, and choice of 
unsuitable organizational structure in implementation. Regarding over-ambition in 
policy making, in developing countries, several policies tend to be over-ambitious, 
broad, and basic in nature. This is because of some of those developing countries 
are being inspired by special conditions, usually defined by developed countries that 
affect how programmes and policy goals are decided, in exchange for government 
funding. Further to the above issues, the lack of a framework to help with checking 
or tracking NEP is another critical issue. The absence of a policy tracking frame-
work has also contributed to unachieved monitoring and evaluation. The Policy has 
an implementation and evaluation plan, but this is embedded in the Annexes of the 
Policy. Implementation tracking framework may offer competitive benefits if it is 
a standalone document under some legal custodians. One of the many reasons for 
Policy implementation failure is the model of functionality within the MoE. Although 
decentralization is considered one of the ideal approaches to management functions,
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the MoE, who is the custodian of the NEP, works centrally. This puts pressure on 
the personnel. To curb these challenges highlighted above, different solutions are 
suggested. First, regular monitoring and evaluation are needed to inform custodians of 
the next steps. The civil society organisations can also play a part in monitoring imple-
mentation and promoting unique approaches to enhance implementation, working as 
watchdogs to ensure that funding is allocated, and appropriate activities are carried 
out [86]. The interim reviews should look at what was supposed to be achieved in 
a particular year. This also works well with mindset change. Mindset change can 
be advocated through different approaches. Learning from other nations that have 
successfully implemented their energy policies is one way in addition to mindset 
change programmes that can be introduced by the government through the ministry 
of information and civic education. The feeling of not owning the Policy leaves a lot 
of things unattended to. Also, the setting of realistic goals heavily depends on mean-
ingful engagement with different key stakeholders. For example, legal targets are 
supposed to be set with serious consultations with the Ministry of Justice. Finally, 
decentralization of the MoE may offer Policy managerial/administrative benefits. 
The MoE may also benefit from employing more energy officers in different Policy 
areas. 

19.3.4.4 Coordination with key stakeholders 

Policy implementation cannot be achieved by the MoE alone. There is a need for 
collaborative efforts among different stakeholders for the implementation of the NEP 
to take place. Communication is an important component for successful implementa-
tion of Policy [85]. Through communication, instructions to implement policies are 
anticipated to be conveyed to the suitable personnel in a transparent manner while 
such instructions must be precise and coherent. Insufficient information can result 
in a misunderstanding on the part of the implementors who may be confused as to 
what exactly is required of them. In effect, implementation directives that are not 
communicated, that are twisted in communication, that are ambiguous, or that are 
conflicting may cause serious barriers to policy implementation [85, 86]. On the other 
hand, orders that are too specific may impede implementation by suppressing innova-
tion and flexibility [85]. In Malawi, stakeholders within the sector do not specifically 
own policy statements. This has led to some activities not to be achieved. Most stake-
holders assume that every statement is the responsibility of the MoE. In addition to 
this, there is no 100% linkage between key sectors such as the Ministries of Trea-
sury and Justice. There are Policy statements that directly require the involvement 
of these key sectors. Further, policy plans (targets) depend on other stakeholders. 
For example, investors are not coming to invest in coal fired power plants. Only 
memorandums of understanding have so far been signed. The government is on its 
own because foreign investors consider coal damaging to the environment. This has 
caused implementation failure due to lack of donor funds. A lack of coordination 
with key stakeholders has also led to unavailability of energy data. Some of the data 
to determine implementation of NEP was not available at the MoE. The data was
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with responsible stakeholders such as ESCOM, Malawi energy regulatory authority 
(MERA) and the National Statistical Office (NSO). This data was supposed to be 
publicly available. However, the MoE does not have a database of the activities of 
the energy policy. This is a drawback in policy implementation because the current 
energy data informs next decisions. Accurate energy data is also a basis for research 
and development activities. Engaging key policy stakeholders during policy target 
setting phase may encourage policy statements ownership. In addition, collabora-
tion with other ministries or departments such as mining may benefit the MoE to 
solve energy data challenges. One of the collaborative agreements would be to have 
a common database, under the MoE but whose input can be done from different 
sectors or ministries. Another agreement would be for responsible stakeholders to 
commit to providing their services, for example the MoF committing to providing 
financial resources. 

19.3.4.5 Politics 

The study reveals that lack of political will is one of the contributing factors for 
the policy implementation failure. This owes to the fact that in the implementation 
process, political resources are needed [86]. This is in line with [85], where disposi-
tion or attitude is an additional significant factor that affects policy implementation. 
In Malawi’s context, energy investment timelines are different from political time-
lines. Energy investments take long unlike the political timelines which are 5-year 
terms. Because political leaders are focusing on projects or activities that will lead 
to some tangible outputs in 5 years, Policy activities tend not to be prioritized. This 
is why some energy investment directions are not politically supported i.e., shot 
down by parliamentarians. A policy that operates opposite to the manifesto of the 
government in power may suffer at the implementation phase because it may lack 
support, both financial and organisational [85]. As national political environment 
changes, some policy perspectives also change, in turn affecting which players are 
involved, which policy decisions are made, and what processes take place at various 
levels, including the operational and service delivery levels [86]. The other political 
problem is that energy is not regarded as a critical infrastructure, hence not priori-
tised. This is why there is some significant political interference in the energy sector, 
especially in rural electrification. It is high time that political leaders supported the 
Policy by taking part in political deliberations that encourage energy investments. 
The political leaders should be willing to develop the energy sector by advocating 
for the implementation of the Policy activities. Also, there is need to advocate for 
energy as a critical infrastructure. State political officials may benefit from policy 
learning related to the re-construction of policy challenges and goals. In some cases, 
learning means assessment of political viability with respect to policy activity and 
the political price to be paid for implementation [86].



19 Energy Policy as a Tool for Promoting Power System Resilience: … 201

19.3.4.6 Energy data 

The study suggests that energy statistics or data is important not only for research 
and development but for informing policy formulation, policy reviews and decision 
making [87, 88]. This calls for high level understanding of energy data. The avail-
ability of energy data relies on energy surveys. In Malawi, surveys rely on the NSO. 
This results in limited survey questions because NSO surveys are generic in nature. 
There is a need for energy-dedicated surveys. These energy dedicated surveys may 
be conducted by the MoE in collaboration with academia. These energy-dedicated 
surveys will help in managing unrealistic or ambiguity of Policy targets. As stated 
in 19.3.4.4, the MoE does not have a database. The Ministry may need to compile 
annual energy statistics. These energy statistics may come from dedicated energy 
surveys and databases from energy companies. These statistics provide an energy 
balance which is a major tool in the implementation of the energy policy. 

19.3.4.7 Capacity of the MoE 

This study revealed that the MoE lacks some capacity to champion the Policy. There 
was insufficient human capacity in terms of numbers, evidenced by lots of vacant 
positions. The capacity to enforce was also not there. This all goes down to vacant 
positions since the 28 District Energy Officers who were to be recruited by 2019 to 
enforce the Policy are yet to be employed. Capacity development programs on how 
the Ministry can undertake various activities of the Policy may be beneficial. Capacity 
building on how to interpret NEP may also help with the implementation challenge. 
Recruitment of additional energy officers is long overdue. Human resources such as 
adequate number of staff who are well equipped to carry out the implementation, 
relevant and adequate information on implementation process, the authority to ensure 
that policies are carried out as they are intended, may be deemed necessary for the 
successful implementation of the policy [85]. Without sufficient human resources it 
means that laws will not be enforced, services will not be provided, and reasonable 
regulations will not be developed. Since the capacity of the MoE also depends on 
various key stakeholders, sensitizing these stakeholders on their expected roles and 
criticality of the energy sector is another positive approach to dealing with implemen-
tation challenges. Some Policy targets may need an increase in various capacities, 
especially in numbers. The challenges and potential solutions discussed above are 
summarized in Table 19.5.

19.4 Conclusion and Future Research Direction 

Energy plays a vital role in sustainable livelihoods and socioeconomic development. 
The PS, however, suffers from different challenges under CC hence, the need for 
appropriate adaptation strategies. This study was conducted to examine the policy
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Table 19.5 Summary of Policy implementation challenges and potential solution 

Challenges Potential solutions 

Lack of funding Energy policy financing [82, 85] 

Inadequacy of existing Policy to respond to 
complex challenges presented by the extreme 
events 

Resilience policies [83] 

Lack of policy administration, monitoring and 
clear policy targets 

Energy policy management [85, 86] 

Lack of coordination with key stakeholders Meaningful stakeholder involvement [85, 86] 

Lack of political will and political 
interference 

Policy learning [86] 

Lack of statistical energy data Compilation of annual energy statistics [87, 88] 

Incapacitation of MoE to champion the Policy Capacity building [85]

challenges that could compromise the resilience of the PS and to suggest poten-
tial solutions. In addition, the capacity of the NEP to promote PSR was exam-
ined. Study revealed that Malawi’s current electricity generation mix is divergent 
from the neighbouring and world trends where electricity generation from fossils 
is dominant. Almost 75% of Malawi’s electricity generation is from hydro whose 
99% of generating plants are cascaded on one river. This exposes the PS to severe 
impacts of CC like drought. Through current implementation, there has been some 
improvement in the overall energy sector. This improvement is in line with the 
priority areas for Malawi’s Action Agenda. The development of some regulatory 
frameworks, increase in electricity generation capacity, increased utilization of 
improved biomass technologies, provision of incentives to promote adoption of 
alternative energy sources, increased uptake, or adoption of alternative means of 
cooking energy sources to biomass, increased production of biofuels, and increase 
in number of institutions conducting energy efficiency interventions and many more 
contribute to the fair progress. The results suggested that although NEP is effec-
tive, efficient, equitable and institutionary feasible, it fails to support both institu-
tional and infrastructure resilience adequately. Most of the activities that have not 
been completed according to their planned time frames lack financing. It was also 
observed that existing policies and regulations were inadequate to respond to the 
complex challenges presented by extreme events. Lack of policy monitoring largely 
contributes to non-implementation. Other implementation challenges are incapacita-
tion of the MoE in different areas, lack of energy data, political interference and lack 
of coordination with key stakeholders. To improve the infrastructure and institutional 
resilience, policy enhancement measures were proposed. Energy policy financing, 
resilience policies, guidelines and/or frameworks enhancing energy policy tracking, 
capacity building, compilation of annual energy statistics, policy learning and mean-
ingful stakeholder engagement are possible improvement approaches. In summary, a 
supportive policy environment can be regarded as one of the cornerstones of improved 
and effective policy implementation for PSR. In further studies, the resilience of an
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entire energy sector with respect to policy’s capacity will be investigated. In addition, 
comparison of Malawi’s NEP to other sub-Saharan policies will also be conducted. 
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Chapter 20 
Quantitative Assessment of Damage 
in Composites by Implementing 
Acousto-ultrasonics Technique 

Kumar Shantanu Prasad, Gbanaibolou Jombo, Sikiru O. Ismail, 
Yong K. Chen, and Hom N. Dhakal 

Abstract This study focused on quantitative damage severity assessment in 
composite materials using Acousto-Ultrasonics (AU), an in-service and active non-
destructive inspection technique in which Lamb waves are communicated through 
a damaged zone. This was done by activating a signal onto the composite material 
surface and acquiring the received waves after their interactions with the damage. It 
relied on early research that presented a series of stress wave factors (SWFs) derived 
from the frequency-domain of the AU data, as quantitative identifiers of the received 
signal. Although, the SWFs have previously been proven to determine the under-
standing of the spatial arrangements of the impact damage, the degree or severity 
of the damage inside the impact damage area has not been assessed. Therefore, the 
current research was a step in the right way toward that aim. AU waves were gener-
ated via a laminate with increasing concentrations of ply faults, across longitudinal 
length. The stress wave factors were first examined for an undamaged composite, 
and the SWFs were then connected with the fault concentration. The significance of 
the found linkages and the possible futures of quantitative assessment of the degree 
of damage by such relationships were examined. The stress wave factors showed 
clear and consistent patterns, as the fault concentration increased. With a rise in fault 
density, an element measuring the energy content of the waves significantly changed 
with R-sq(adj) = 91.33% and almost linearly, and provided a robust measurable 
trend, while other parameter exhibited lesser shifts with R-sq(adj) = 51.86%. The 
result obtained from the presented work provided a base to cost-effective and in-
service measure to early detection of catastrophic failures in composite structures, 
including the wind turbine blades for renewable and sustainable energy generation. 
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20.1 Introduction 

In spite of the fact that polymer composites are finding increasing uses in a diverse 
selection of constructions, there is always the possibility that its overall safe function-
ality might be compromised in specific circumstances. If somehow the boundaries 
for the commencement of damage or flaws are surpassed, this is the primary cause of 
unanticipated damage occurring in confined places, including such after an impact 
or in the stress concentration locations. These conditions include either of above 
cases. If the localised damage cannot be identified and proceeds to uncontrolled 
development of successive damage, ultimately malfunctions are probable to occur. 
These failures might be caused by a variety of factors. In order to give resistance to 
the accumulation of damage, steps are taken while the structural engineering phase. 
Nevertheless, in several circumstances, cost-effective design requires the implemen-
tation of structural health monitoring (SHM) procedures, while the structure is in 
operation. Although, appreciated works have been achieved in the area of SHM, a 
study [1] drew a conclusion that one of the most significant obstacles is making the 
shift from research to practice. Linking in-service monitoring of laminated compos-
ites to the status of a material in the localised damage zones is one of the obstacles 
that must be overcome. In order to overcome this challenge, this work proposed a 
damage severity assessment that was based on stress wave factors obtained by an 
AU approach. 

20.2 Theory of Structural Health Monitoring Based 
on Acousto-ultrasonics 

Many investigations of guided waves in damaged composite materials [2, 3] have  
been reported, but very few have focused on in-service damage detection and 
quantification. The quantitative approach should work for same-side assessment 
of a damaged composite material. With this in mind, the acousto-ultrasonics (AU) 
approach with pitch-catch setup was investigated. Figure 20.1 shows this localised 
damage inspection arrangement. Preliminary research on the AU approach [4, 5] 
used a stress wave factor to experimentally connect a performance measure assumed 
to represent the damage zone material condition with the acquired signal by intro-
ducing the stress wave factor (SWF). Such parameter, originally described in [4, 
6] primarily and updated subsequently [7], counted maxima in the received signal 
employing some pre-specified constraints.

Time and frequency domain relationships are quite well known for steady Gaus-
sian random transmissions. For the fairness of explaining the new SWFs, a quick 
description of relevant theory is as follows [8].
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Fig. 20.1 Acousto-ultrasonics approach with pitch-catch setup for detecting a faulty zone

Let (Vavg) be an average volage/signal and can be expressed as: 

x(t) = Vavg = 
n∑

i=1 

Vi 

n 
(20.1) 

and 

V u i = Vi − Va (20.2) 

where, (Vi) is the original voltage, (Vavg) is the average voltage and (V u i ) is the  
unbiased voltage values. 

The FFT of x(t) or  Vavg is needed to get the frequency domain descriptions [8] as  
shown: 

W ( f ) = 
tb∫

ta 

x(t)e−iωt (20.3) 

where, (f ) is the frequency and (t) is the time of the signal; ω = 2π f. 
The inverse conversion done at t = 0 provides: 

x(0) = 
fb∫

fa 

W ( f )d f (20.4)
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20.2.1 Acousto-ultrasonics Components (SWFs) 

Moment analysis was introduced to quantify AU components to get quantitative 
information from the Fourier transform [8]: 

Generally, these can be calculated from the following: 

Ms = 
fb∫

fa 

W ( f ) f s d f (20.5) 

At s = 0: 

M0 = 
fb∫

fa 

W ( f )d f (20.6) 

This graphically relates to the area under the power spectral density plot. Theo-
retically, it is the average square voltage and is the energy of the received signal. This 
value is stated as (A1): 

A1 = M0 (20.7) 

Next SWF is defined as: 

A2 = M1 

M0 
(20.8) 

Graphically, A2 = Central Frequency. 
Other SWFs are as follows: 

A3 =
(
M2 

M0

)0.5 

A4 =
(
M4 

M2

)0.5 

A5 = A4 
A3 

(20.9) 

The first two stress wave factors (Eqs. 20.7 and 20.8) are the shape and location 
of the power spectrum and are the most important SWFs. Hence, in this study only 
these two were considered.
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Fig. 20.2 Three-point 
bending test 

20.3 Experimental Methodology 

20.3.1 Material and Mechanical Testing 

A carbon fibre reinforced polymer specimen of [908]s was fabricated using 
epoxy/resin system with hand-layup. The flexural test was performed according to 
the ASTM D790 standard. The test samples were tested on a 3-point bending equip-
ment with a span to thickness ratio of 16. The test sample has length, width and height 
of 125, 25 and 2 mm, respectively. The Tinius and Olsen universal testing machine 
was used with a feed rate of 2.5 mm/min, as shown in Fig. 20.2. The  sample  was  
subjected to ten progressively higher fractions of load, using the ultimate flexural 
strength as a maximum baseline and was ultrasonic C-scanned at every step for the 
fault concentration measurement. 

The sample was examined using AU technique at each of the higher stresses. The 
method for measuring and analysing AU was subsequently elucidated. 

20.3.2 Acousto-ultrasonics Testing 

AU technique is premised on the idea that stress waves which have passed through a 
damage region and reacted with fractures emit acoustic energy. The American Society 
for Testing and Materials (ASTM) recognised the procedure by publishing “Acousto-
Ultrasonic Assessment of Composites, Laminates and Bonded Joints” in 1992 and 
amended it in 2012 [7]. The Document describes pitch-catch, through-transmission 
and their variations as a sensor configuration.
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20.3.2.1 Study for Undamaged Material 

As a transmitter and a receiver, respectively, an ultrasonic piezo-electronic transducer 
with a frequency of 1 MHz and a resonant-type AE transducer with a resonance 
frequency of 150 MHz were used and placed at a distance of 80 mm from each 
other. Wax was used to connect sensors to the plate. Throughout the experiment, a 
sensor-to-testing-plate contact pressure of 0.060 MPa was employed. An arbitrary 
function generator was used to transmit a 3-cycle sine wave tone burst manual signal 
to the ultrasonic transducer. This signal was sent to a 50-dB RF power amplifier to 
increase the transmission wave to 5 V. Figure 20.3 shows the oscilloscope readings 
before and after the power amplifier. 

Using AU Lamb wave theory, it was established that only the A0 and S0 modes 
transmitted in thin sheets under 1 MHz frequency [8]. Also, Because S0 has a larger 
phase velocity at these frequencies, the front component of the output signal was S0 
wave phase. Thus, Fig. 20.4 depicts two pulse modes in a standard output signal and 
also the FFT/frequency domain of the output signal. 

Fig. 20.3 Acousto ultrasonics experimental set-up 

Fig. 20.4 Output signal in a time-domain b frequency-domain (FFT)
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Undamaged 60% loaded 90% loaded 82 dB 64 dB 46 dB 

Fig. 20.5 Frequency-domain plots of the initial (undamaged) sample compared with the loaded 
samples 

20.3.2.2 Study for Damaged Material 

Section 3.1 describes how to induce different-concentration fractures in the laminate. 
The sample was transferred from the testing equipment and AU signals were received 
as similar with the unbroken laminate. Frequency-domain graphs for each faulted 
specimen evaluated the signals. Figure 20.5 shows how these plots altered at two 
stress levels relative to zero load (undamaged sample). 

20.4 Results and Discussion 

Figures 20.6a, b depict that the suggested technique yielded significant trends in asso-
ciations of SWFs and fault concentration. According to the in-service assessments, 
the existing non-destructive examination (NDE) can reveal damage existence and 
geometric extent, but not severity. SWF correlated with composite tensile strength 
[9]. This association was factual and not significant. Breakdown was tensile, compres-
sive or shear strength. Before this final state, many failures happen from pre-existing 
degradation. The link across SWFs and fault concentration reflects material condition 
and external impulse response. Obviously, upon impact on a multi-layer composite, 
matrix cracking, fibre breakings, delamination and different crack densities across 
layer occurred. However, fault concentration was an integrative indicator of the flaws 
in the impacted zone, and similar to the SWF. It was related to the AU waves, which 
were associated with the faults across the same volume.

Due to the noticeable trend in the energy content, variations in the (A1) were 
predicted to measure the severity of damage (in this case, the fault concentra-
tion). In Fig. 20.6, the value of this component, derived using the signal’s energy 
and normalised by its undamaged stage estimate, was displayed against the fault 
concentration. As shown in Fig. 20.6a, there was a definite association. 

In actuality, the straight line in the illustration represents a linear connection that 
gives an indication of the damage severity (fault concentration). A2 is a representation 
of the received wave centre frequency. A decrease in this frequency indicated that 
a few of the high frequency component of the wave was dispersed, due to contact
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(b)(a) 

Fig. 20.6 Variation in a A1 and b A2, SWF associated with energy content and central frequency 
with fault concentration (K), respectively

with faults. Figure 20.6b depicts the fluctuation of the (A2), as a function of fault 
concentration. 

However, the entire decrease in central frequency (A2) from healthy to maximum 
fault concentration was a lower with R-sq(adj) = 51.86% when compared with the 
(A1) change with R-sq(adj) = 91.33%. Therefore, (A1) is a decent initial assessment 
of damage severity as per the R-sq(adj) analysis, whereas (A2) provides further 
information. 

20.5 Conclusion 

This research quantified damage severity in laminated composites, using AU tech-
nique. Frequency-domain analysis was performed on the intact composite material. 
When the composite had varying fault concentrations, the same power spectrum 
(frequency-domain) exhibited differential modifications that might be characterised 
by previously suggested stress wave parameters based on spectral moments. Both 
stress wave factors increased with fault concentration. An element describing the 
energy content (A1) of the waves exhibited a substantial and obviously quantifiable 
trend with the rise in fault, whereas the other factor (A2) showed a lower change 
and seemed to indicate secondary alterations in the received waves that had engaged 
with the flaws. This current study offers a cost-effective and in-service technique, 
using AU to identify severe breakdowns in composite structures, as applicable to the 
wind turbine blades. Further investigations with other SWFs may provide more and 
detailed insights on the damage severity, in the future work. 
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Chapter 21 
Multiple-Criteria Optimization 
of Residential Buildings Envelope 
Toward nZEBs: Simplified Approach 
for Damascus Post-war 

Lina A. Khaddour and Siegfried K. Yeboah 

Abstract Syria faces significant challenges in optimizing residential building 
energy consumption to subsequently reduce CO2 emissions due to its conven-
tional construction methods and systems, exacerbated by the recent conflict. Post-
war re-construction provides new opportunities for improvement in building stan-
dards through the 2009 BIC insulation code towards nearly Zero Energy Buildings 
(nZEBs). However, the decline in economy growth poses significant challenges. In 
this study, we formulate a simplified building envelope selection approach using 
multi-criterion optimization methodology based on simulated thermal loads using 
IESVE and cost-energy trade-off. IESVE was used to evaluate the thermal perfor-
mances of five cases representing 5 different building envelope structures on existing 
buildings in Damascus, Syria. Four out of the five cases were BIC compliant, and 
their thermal performances and cost energy trade-offs were evaluated against that 
of a conventional building representing the construction-as-usual case. Payback on 
the investment in insulation improvement of the envelope structures were also calcu-
lated. The results overall shows that the envelope structures incorporating insulation 
layer reduced annual heating, cooling, and combined energy loads of those build-
ings. Comparatively, these improvements were slightly better under winter condi-
tions than in summer. Based on payback period analysis, none of the improvements 
provided acceptable economical payback within five years, as energy consumption 
tariffs were extremely low and insulation material costs were extremely high. A 
Multi-Criteria Decision Making (MCDM) framework was developed and applied to 
the cases investigated. Based on the limitations of the BIC, no optimal solution was 
obtained. However, the framework provides a good basis for stakeholders to make 
sound decisions in transitioning buildings especially under post war context towards 
nZEBs.
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Keywords Insulation · Housing · Energy · Simulation · Thermal loads 

Nomenclature 

A Total envelope area (m2) 
As Annual savings in running energy consumption considered for 50 years 

lifetime 
Cenr Energy cost actual value over n = 50 years housing life-cycle 
Ct Total cost per wall surface square meter which includes Cenr (the running 

energy cost present value) 
Ci (The insulation purchase and installation costs) 
d Time value of money during n = 50 years housing life-cycle 
di Layer thickness (m) where i is the number of layers 
i Inflation rate effects on energy cost 
PW F Present Worth Factor 
Ri Thermal resistance (K.m)/W 
RT Thermal resistance (K.m2)/W 
RSe Heat transfer resistance (externally) (K.m2)/W (Table 21.1) 
RSi Heat transfer resistance (internally) (K.m2)/W (Table 21.1)
ΔT Temperature difference [k] 
U Heat transmission W/(K.m2) 

Greek Letters 

λi Thermal conductivity W/(K.m) 
Φ Is measured in units of Power [W] (i.e. energy units per second) 

21.1 Introduction 

Between 1990 and 2019, global CO2 emissions from buildings increased by 50%, 
while global final energy demand from buildings grew by 38%. Over the same period 
global final electricity demand increased by 161% out of which residential buildings 
accounted for 70% (90 EJ) [1]. By 2020, buildings accounted for 36% of global 
energy demand and 37% of energy-related CO2 emissions [1]. To place the building 
sector on-track to net zero emissions by 2050, IEA [2] proposes a move towards 
nearly Zero Energy Buildings (nZEBs) improvement pathway, increasing the share 
of building stock that is zero carbon ready, increasing the stock of solar thermal
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systems, growing solar PV generation and ensuring all new buildings are zero-carbon-
ready by 2030. Decarbonizing the building sector requires cutting down on energy 
consumption and increasing nZEBs investments [1]. However, significant challenges 
exist for developing countries in terms of investment R&D in nZEBs, viable building 
techniques, building standards and regulations [3]. 

Post war Syria faces significant challenges including a slow economy, difficulties 
in accessing affordable and reliable energy supplies, decline in construction sector 
activities amongst many others 0. The war created chaos in the country’s energy sector 
dramatically diminishing oil and natural gas production [3]. This severely affected 
economic activities between 2011 and 2020 as the state electricity supply reduced to 
15% of 2010 capacity [3]. Current available energy hardly supports half the housing 
energy demand resulting in long hours of power cuts, decreased families heating fuel 
allocations and increasing energy prices [1]. The country’s post-war reconstruction 
has experienced significant growth in demand for energy efficient affordable housing, 
mainly due to the wartime disruption, infrastructural damage, scarcity, and sanctions 
[4]. This move potentially can help reduce energy consumption and CO2 emissions as 
Syria’s residential buildings contribute to 49% of the country’s energy consumption 
and up to 40% of the energy-related carbon emissions [3]. 

Successful, orderly, and broad-based transitions to nZEBs where Syria bene-
fits from global investment will depend on adapting new energy efficient codes 
and building regulations. Syria’s post-war energy sector involves varied and often 
complex interactions between electricity, fuels, and storage markets, creating fresh 
challenges for regulation and buildings design [3]. Its construction sector tradition-
ally has challenges in its methods and systems that negatively impacts the envi-
ronment and consume significant natural resources [4]. Customarily, there is the 
widespread use of unsustainable construction materials that does not fit with the 
climate, occupants’ wellbeing, and environmental requirements [4]. 

Increasing the heat transfer resistance of the building envelope is one of the key 
approaches towards reducing building energy consumption towards achieving nZEBs 
([5, 6]). Many countries around the globe have developed building insulation codes to 
enhance housing energy-saving towards minimizing negative environmental impacts. 
Syria has initiated similar steps through the Building Insulation Code (BIC), Energy 
Efficiency for Homes Labels in addition to the Energy Conservation Law enacted 
in 2009 by the National Centre for Energy Research (NCER). The BIC sets an 
objective of 20% reduction of energy demand, 20% reduction of CO2 emission, and 
20% increase of renewable energy introduction by 2020. It contains five Chapters 
and seven Appendices covering the general requirements, building envelope scope 
and thermal compliance, building insulation material selection and implementation, 
humidity in buildings and operational energy efficiency. It also sets standards for 
envelop components compliance parameters such as the ratio of openable window to 
floor area, windows thermal transmittance (U-window), roof thermal performance 
(U-roof) and external walls thermal transmittance (U-wall), based on the climate zone 
[6]. There are many barriers for implementing BIC towards nZEBs. For instance, 
Khaddour [7] identified the main barriers including economic (e.g. low financial
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horizons, investment risk, sanction, and limited income), institutional (e.g. insuffi-
cient regulatory processes, lack of essential enforced regulations, poor knowledge 
and professional expertise) and behavioural customs (e.g. routines, and important 
behavioural characteristics, lack of knowledge about potential for conserving, under-
valuing and lacking interest in Energy Efficiency) that threatens the implementation 
of such measures towards nZEBs [7]. 

Reviewing the BIC insulation code, it is apparent that selecting building envelope 
construction technique that complies with thermal comfort, energy efficiency, low 
building thermal loads and cost-saving towards nZEBs will be a new challenge 
for Syria’s post-war re-construction. Hence, the aim of this study is to develop a 
simplified building envelope selection approach using multi-criterion optimization 
methodology, simulated thermal loads (IESVE heating and cooling) and cost-energy 
trade-off, to assist engineers in the early-design phases of new residential projects to 
achieve expense-efficient energy performance solutions. The selection criteria were 
used to examine efficient envelop structures suitable for the climate in Damascus. 

21.2 Methodology 

The research was on a case study of building performance in Damascus, Syria. Five 
cases representing 5 different building envelope structures on existing buildings in 
Damascus were investigated. The research focused on the analysis of data from a 
conventional building and an energy-efficient pilot building project in Damascus. 
The thermal performances of the 5 cases representing the different building enve-
lope structures were evaluated via simulation using IESVE. After the thermal perfor-
mance analysis, cost-energy efficiency trade-off and payback period were calculated 
for the five cases. A simplified multiple-criteria decision approach was then devel-
oped to assess the appropriate building envelop technique suitable for the climate in 
Damascus. 

21.2.1 The Case Study 

The case study area is Damascus (36° 13' N, 33° 29' E). It is in the southern part 
of Syria, about 80km from the western side of the Mediterranean Sea and sepa-
rated by mountains bordering Lebanon. In summer, cooling is typically required for 
approximately 120 days from 1st June to 31st September. In winter, heating is typi-
cally required for roughly 150 days from 15th November to 15th April. At the peak 
of summer, Damascus records maximum temperatures of around 40°C whereas in 
winter the lowest temperature is about − 2 °C. All the five cases have same building 
design and total external wall surface area of 398 m2 each. Figure 21.1 shows the 
case study building with external insulation layer.
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Fig. 21.1 Case 1 the pilot 
project compliant building 

The building envelope structures and components U-values for the 5 cases calcu-
lated based on Eq. (21.1) from the BIC document- Appendix 4 [6] are presented in 
Table 21.1.

The envelope material specifications including thermal resistance properties and 
thickness obtained from the building contract specifications were used to calculate 
the U-values in Table 21.1 by applying Eq. (21.1). 

U = 
1 

RT 
= 1 

RSe + d1 
λ1 

+ d2 
λ2 

+ . . .  + Rsi 
(21.1) 

The building envelope structures and components surface resistances for upward 
and horizontal flow directions are presented in Table 21.2.

21.2.2 Simulation Methodology 

The thermal loads for the 5 cases were simulated in IESVE to evaluate the BIC 
compliance of the buildings’ envelope structures. The key requirements here were 
the building models with the respective 5 envelope structures, thermal properties 
data for the materials and weather data for Damascus. The cases were modelled 
following typical Syrian residential design parameters of 7.8 W/m2 lighting power 
density, 8.0 W/m2 equipment power density and 25.5 m2/person average occupancy 
density. For this reason, there were variations in annual heating and cooling load 
estimations due to the variation in parameters and envelope construction materials. 

It was assumed that envelope inside and outside surfaces had the same surrounding 
air temperature, thermal conductivity coefficients, convection, and radiation proper-
ties. Yearly thermal loads were calculated for each day of the summer cooling season 
(June to September) and for winter heating season (November to April). The fixed 
indoor comfort design temperature was 22 °C in summer and 19 °C in winter. The
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Table 21.1 Building envelope structures and components U-values 

Cases Wall cross section External 
wall 
construction 
technique 

Overall 
wall 
thickness 
(cm) 

Wall 
U-value 
(W/m2/k) 

Glazing 
U-value 
(W/m2/k) 
(material 
specification) 

Roof 
U-value 
(W/m2/k) 

Case-1 20 cm 
Concrete 
block, 5 cm 
polystyrene 
& 2 cm  
internal 
mortar, and 
3 cm  
external 
cement 
mortar 

30 0.44 1.9 0.4 

Case-2 20 cm 
concrete 
block & 
2 cm internal 
mortar and 
3 cm  
external 
cement 
mortar (Base 
line) 

25 2.045 2.69 

Case-3 (7 cm and 
10 cm) 
Double 
Concrete 
block, 5 cm 
empty space, 
2 cm internal 
mortar and 
3 cm  
external 
cement 
morta 

27 1.4 1.9 2.69 

Case-4 (7 cm and 
15 cm) 
Double 
Concrete 
block, 5 cm 
polystyrene 
and 2 cm  
internal 
mortar and 
3 cm  
external 
cement 
mortar 

32 0.15 1.9 2.69

(continued)
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Table 21.1 (continued)

Cases Wall cross section External
wall
construction
technique

Overall
wall
thickness
(cm)

Wall
U-value
(W/m2/k)

Glazing
U-value
(W/m2/k)
(material
specification)

Roof
U-value
(W/m2/k)

Case-5 (7 cm and 
10 cm) 
Double 
Concrete 
block, 5 cm 
styropor, 
2 cm internal 
mortar and 
3 cm  
external 
cement 
mortar 

27 0.2 1.9 2.69

Table 21.2 BIC Building 
Envelope and Surface 
resistance 

Surface resistance (K·m2/W) Heat flow direction 

Upward Horizontal 
Rs.i 0.1 0.13 
Rs.e 0.04 0.04

selected design Window to Floor Ratio (WFR) was determined to be 16.66% for 
all cases. Daily thermal loads were then added up for each season to obtain annual 
cooling and heating loads. The estimated wind speed was assumed to be 5.5m/s. The 
heat loss through the building was calculated using Eq. (21.2). 

Φ = (σ Ai × Ui ) × ΔT (21.2) 

(σ Ai × Ui) is the sum of all heat transfer areas (walls, roof, windows, etc.) 
The BIC [6] specifies the maximum (allowable) U-values hence those values 

were considered in the simulation. Each building wall had (n) layers of different 
materials and thicknesses. The building envelope design temperature Ti was speci-
fied as fixed on the inside surface, whereas the outside surface was exposed to the 
periodic temperature variation per the weather data. The cooling load and heating 
load were evaluated for each case. The five cases used the same building design as 
shown in Fig. 21.1 but with different envelope structures as specified for the cases in 
Table 21.1. The percentage improvement for annual total, annual heating or annual 
cooling load was determined using Eq. (21.3). 

% Improvement =
[
ΦBaseline(T otal or Heating or Cooling) − ΦT otal or Heating or Cooling

]

ΦBaseline(T otal or Heating or Cooling) 
(21.3)
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21.3 Results and Discussion 

The simulation results cover the annual cooling and heating transmission loads 
per square meter for both cooling and heating seasons for the different envelope 
structures. The results presented in Table 21.3 show significant impact of envelope 
structure on building thermal performance. Case-2, the baseline building with no 
insulation (conventional building), had the highest heating and cooling loads with a 
total of 345.1 MWh. Out of the four BIC compliant cases (1, 3, 4 and 5), the best 
improvement was achieved with case-4 with total heating and cooling annual load 
of (72.5153 MWh). The polystyrene insulation in case-4 achieved slightly better 
results than the styropor insulation layer in case-5. The worst envelope performance 
among the selected BIC compliant cases was case-3 with higher values of annual 
transmission loads of 185.5054 MWh due to the empty cavity space in the walls 
resulting in a high u-value of 1.4 W/m2/k. The results overall shows that having the 
envelope structure incorporating insulation layer reduced the annual heating, cooling, 
and combined energy loads. For cases 1, 3, 4 and 5 respectively, the % improvement 
in annual cooling loads achieved from the simulation ranged between 62 and 79% 
depending on the envelope structure improvement type. For heating, the % improve-
ment ranged between 61 and 89%, also depending on the envelope structure utilized. 
The combined % improvement for the annual total energy utilized for cases 1, 3, 4 
and 5 respectively were 78.89%, 61.53%, 84.96% and 84.23%. It is evident from the 
results that the envelope structure improvement resulted in a slightly better winter 
building thermal performance than summer.

21.4 Payback Period Analysis 

Equations (21.4, 21.5 and 21.6), payback calculation method developed by Sullivan 
et al. [8] were used to calculate the payback on investment in the envelope structure. 
This approach was used to calculate the payback in years for all cases to allow 
comparison between the BIC compliant cases (1, 3, 4, 5) and case 2, the baseline. Here 
considerations were made in terms of the initial cost of materials and construction 
and the running costs once the envelope structure was installed and functioning. 

PW F  = 
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(
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1 + d

)u 

=
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[
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The inflation rate effect on energy cost was determined by Eq. (21.7) 

PWF = 
Ci 

As 
(21.7) 

From the calculated results, the payback periods for cases 1, 3, 4 and 5 were 
10.5, 7.8, 15.7 and 13.1 years respectively. Sullivan et al. [8] considered the payback 
period to be acceptable economically if it is within five years. Therefore, neither of 
the selected cases evaluated were profitable or economically viable as all payback 
periods were longer than five (5) years. The main reasons for the long payback 
periods are that the Syrian tariff for household energy consumption is extremely low 
while the cost of the imported insulation materials is very high [5]. This does not 
translate into affordable housing as developers aim to sell at a market price regardless 
of construction cost savings. 

21.5 Multiple-Criteria Optimization Analysis 

Determining the best building envelope solution towards nZEBs requires consider-
ation of many design variables and factors, such as building thermal performance, 
CO2 emissions, construction and running costs etc. This is challenging as these 
variables affect each other and their individual optimisation goals can change signif-
icantly. Figure 21.2 shows a phased approach towards decision making in the transi-
tion to nZEBs. The simplified criteria shown are targeted to guide decision making 
towards nZEBs in Syria. This phased approach can be applied to the concept of 
nZEBs and assigned with values and weights to assess the post-war reconstruction. 
It can incorporate a synthesized list of energy efficient indicators associated with 
post-war housing to enable decision makers to undergo a Multi-Criteria Decision 
Making (MCDM) process that considers their objectives and priorities. The MCDM 
in Fig. 21.2 consists of the following phases: (a) objective identification; (b) criteria 
development; (c) alternative generation, evaluation, and selection; (d) implementa-
tion and monitoring [8]. It can enhance the handling of the energy sector uncertainty, 
the demand for housing, deal with multiple project requirements and address conflicts 
amongst stakeholders [9]. The framework in Figure (2) considers nZEBs’ key deci-
sion makers such as regulators/policy makers, project managers, contractors (private, 
public, PPP), consultants, designers, and property developers/owners. Other major 
industry stakeholders, out of this study’s scope, include building material manufac-
turers, suppliers, international partners, and new buyers. Their opinions could be 
integrated into a more comprehensive approach in future research.

nZEBs should be scheduled in a precise order based on each country priorities, 
assessing the possibility of any knock-on effects. Seminara et al. [9] suggests a 
cost-effective method, with an approach that aims to improve building envelop first
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Phase 3: 

Active elements: solar thermal, 
photovoltaics, wind turbines 

Phase2: 

Building Services & Metering 

Phase1: 

Building envelope & passive Design

-Calculation of material thermal resistance i.e., 
U-values 

-Thermal performance simulation 

-Costing

-Energy demand for the building operation: 

(Heating, cooling, ventilation, domestic hot 
water, and lighting)  

-Onsite renewable energy

-Prioritise high efficiency standards 

-Develop decarbonisation strategies  

-Implement mandatory building energy codes 

-Incentivise high performance 

The phased approach nZEBs targets & indicators 

Knowledge base 

Input Output 

MCDM                                                                                                                         
Multiple-criteria optimization by regulators/policy makers, project managers, contractors (private, public, PPP), 

consultants, designers, and property developers/owners  

Selecting 
indicators 

Alternatives 
generation 

Collecting 
data measure 

Evaluation & 
selection 

Implementation 
and monitoring 

Fig. 21.2 Simplified multiple-criteria optimization analysis of residential buildings envelope

followed by building services then more active elements. In this sense our frame-
work in Figure (2) has three levels (Phases) with the following roles: Phase 1— 
Building envelope and passive design. This could start form the Pre-design phase to 
assist the owner, planner and others involved at the planning (pre-design) stage of 
the project. This phase’s main indicators are calculation of material thermal resis-
tance i.e., U-values, using thermal performance simulation and costing analysis). 
Phase 2—Building services and metering offers a self-assessment check system that 
allows architects and engineers to raise nZEBs under consideration during its design 
process. Assessments here is based on the design specification and the anticipated 
performance of building operations (heating, cooling, ventilation, domestic hot water, 
and lighting and potentially onsite renewable energy). Phase 3—Active elements. 
This has the highest cost implications as it involves the inclusion of solar thermal, 
photovoltaics, and wind turbines etc. The main indicators at this phase are priori-
tising high efficiency standards, developing decarbonisation strategies, implementing 
mandatory building energy code for high nZEBs performance. 

The key inputs are climate zones data and design specifications. The knowledge 
base in Figure (2) is to assist in grasping measurable nZEBs indicators such as 
the thermal performance, cost estimate, payback period at the Pre-design stage. 
The framework output indicators help to evaluate/rate the level of impact of nZEBs 
targets for decision making. The MCDM follows each phase developed criteria and 
indicators to evaluate the alternatives based on collecting data, cost calculations, and 
thermal performance simulation. The monitoring stage allows decision making by
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Client/Owner via monitoring of the overall construction status (by contractor) and 
building risk register updates (by project team). 

Considering the economic and technical challenges associated with the post-war 
reconstruction of Damascus, improving building envelope insulation appears to be 
an effective approach towards nZEBs. To apply the simplified multiple-criteria opti-
mization framework in Figure (2) to the five cases studies, output indicators were 
outlined as shown in Table 21.4. The incorporation of the insulation material in the 
envelope structure resulted in a reduction in heat losses. Each envelope (material 
and construction) costs were calculated, according to 2020 market prices in Syrian 
pounds per square meter (SP/m2). This resulted in cost increases ranging between 
27.3 and 54.5% above baseline levels. Case 4 was found to have the best thermal 
performance improvement but the highest increase in material and construction cost 
whereas the cheapest compliant solution, case 3, had the lowest thermal performance. 
The payback calculated showed that none of the four compliant cases met the 5-year 
payback threshold hence all were considered unacceptable economically for afford-
able housing as developers aim to sell at a market price regardless of energy cost 
savings. Despite it’s the cases being BIC compliance, none of them proved the cases 
to be optimal solution. 

To reach an optimal envelope solution a couple of considerations need to be 
made. Firstly, it may be necessary to generate alternative envelope solutions based 
on the locally available materials that can be cheaply accessed in significant quan-
tities. This is because, the availability and installation capacity for insulation mate-
rial, is a dominant factor in the selection of appropriate building envelope under 
post-war reconstruction condition. Despite compliant buildings higher initial cost, 
the simplified analysis shows that there is the need to minimize the total cost over 
building lifetime which includes the insulation (purchase and installation) and the 
energy (consumption and maintenance) costs. Secondly, the BIC will benefit from a 
rating scale to drive building envelope selection. Various internationally recognized 
building rating and certification systems value the improvements in building envelope 
performance in relation to thermal performance and reductions in energy/emission

Table 21.4 Simplified multiple-criteria optimization analysis applied for the five cases 

Building Envelop Output Indicators 

Cases Annual 
cooling load 
(MWh) 

Annual 
heating load 
(MWh) 

Total annual 
energy load 
(MWh) 

Envelope 
cost (Syrian 
pounds 
SP/m2) 

Payback 
period 
(Years) 

BIC 
compliant 

Case 1 59.4931 40.4489 99.942 30,000 10.5 Yes 

Case 2 59.4931 40.4489 99.942 22,000 – No (baseline 
case) 

Case 3 218.4933 263.6767 482.17 28,000 7.8 Yes 

Case 4 83.383 102.1224 185.5054 34,000 15.7 Yes 

Case 5 44.2974 28.2179 72.5153 32,000 13.1 Yes 
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consumption. The USA’s LEED, for example, offers one credit point for build-
ings that offer good level of thermal comfort system control by personal occupant 
[10]. The UK’s BREEAM offers two credits for thermal comfort system control by 
personal occupant [11]. Japan’s CASBEE rating identifies five levels of control [11] 
and Australia’s Green Star offers two points for buildings that facilitate individual 
control of thermal comfort [12]. These credits and ratings are non-existent in the 
BIC hence a compliant building may still consume significant amounts of energy 
and emit significant CO2 yet will pass compliance. This obviously will not help 
with the transition of post-war reconstruction buildings to nZEBs in Syria as cost 
challenges may unlikely encourage investors to spend toward nZEBs when they are 
BIC compliant [13–15]. In comparison to previous research on multi-approach deci-
sion making toward energy-efficient buildings [16–18], the results obtained by this 
research can be replicable for multi-target decision-making-objectives and optimisa-
tion goals so that different actors can decide between optimal solutions for different 
objectives. In this sense, BIC no doubt can be considered as the first steps towards a 
low carbon future for Syria however it will need to be reviewed and improved with 
low carbon targets to push newly constructed buildings towards nZEBs. 

21.6 Conclusion 

A simplified building envelope selection approach using multi-criterion optimization 
methodology, simulated thermal loads (IESVE heating and cooling) and cost-energy 
trade-off, for a pilot project in Damascus, Syria has been investigated. 

• The results obtained from the IESVE simulation shows that for BIC compliant 
cases 1, 3, 4 and 5 respectively, the % improvement in annual cooling loads ranged 
between 62 and 79% depending on the envelope structure. For the same cases in 
winter, the % improvement ranged between 61 and 89%. Overall, combined % 
improvement of annual total energy utilized for the cases (1, 3, 4 and 5) were 
78.89%, 61.53%, 84.96% and 84.23% respectively. 

• The payback analysis for the investment in the envelope structures represented 
by the BIC compliant cases, 1, 3, 4 and 5 returned 10.5, 7.8, 15.7 and 13.1 years 
respectively. These long payback periods were deemed unacceptable econom-
ically as they exceeded the typical 5 years threshold of acceptable economic 
payback period. 

• The results obtained were also applied to multiple objectives and optimisation 
goals for a multi-target decision-making framework so that different actors can 
decide between optimal solutions for different objectives. The findings yielded 
no singular optimal solution from all the cases investigated. However, the Multi-
Criteria Decision Making (MCDM) framework developed offers opportunities 
for regulators/policy makers, project managers, contractors (private, public, PPP), 
consultants, designers, and property developers/owners to address conflicts and 
consider their objectives and priorities in a structured manner.
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Occupant behaviour can influence the performance of nZEBs especially when they 
embark on modification to have control on buildings. Hence, we recommend that 
future studies consider the influence of occupants’ behaviour in developing effective 
nZEBs indicators in post war reconstruction. 
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Chapter 22 
Design and Prototype an Educational 
Proton-Exchange Membrane Fuel Cell 
Model 

M. R. Rahman, F. S. Hosseini, P. Taleghani, M. Ghassemi, and M. Chizari 

Abstract Proton-exchange membrane (PEM) cells fuel cells are being used as 
highly efficient and zero-emission power units to produce electricity from a renew-
able source. The purpose of the current study is to present the design of a simple 
PEM type fuel cell model that can be used in an educational environment. The study 
has illustrated possibility of the design through a product design specification (PDS) 
process. Three different designs were studied and ranked based on design parameters 
such as cost, environmental safety, size and weight, educational application etc. Then 
the highest score design was selected. The selected design then improved by utilizing 
a 3D computer modelling to come up with the final design. The developed design 
was then manufactured in house and assembled to form a full functional prototype. 
The model then was tested, and outcome was compared against existing fuel cell 
models. Test results show that the prototype can produce reasonable amount of elec-
tricity. However, the efficiency of the higher heating value and lower heating value of 
hydrogen was about 15% less compared to the existing fuel cell model. Furthermore, 
there are some concerns about the controlling combustible and flammable gas which 
need to be consumed immediately inside the system instead of storing the gas. The 
project is under development to be safe enough for any educational environment. 

Keywords Electrolyser · Fuel cell · Proton exchange membrane · Educational 
model ·Membrane electrode · Gas diffusion layer
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22.1 Introduction 

Today increasing the global warming and air pollution due to the combustion of 
fossil fuels are an environmental issue. On the other hand, the fossil fuels and non-
renewable energy sources are limited so the renewable energies and renewable energy 
sources become more important than before [1]. Fuel cells are one of the great renew-
able energy systems which can directly convert the chemical energy of Hydrogen 
into electricity without combustion process. They do not emit greenhouse gases 
and their only products are water and heat [2]. Between all fuel cell types, proton-
exchange membrane (PEM) fuel cells have the highest power density and lowest 
operating temperature [3]. For a wide range of applications like portable electronic 
telecommunications, transportation applications and educational purposes. 

Electrode has an important role in the PEM fuel cells and improving its perfor-
mance and durability affects the PEM fuel cell efficiency and performance. In the 
PEM fuel cells, platinum is used as the catalyst and despite its high price, it is still 
used due to its high chemical stability and other advantages. There are attempts to 
use metals like Cobalt as the catalyst in PEM fuel cells which are non-noble metal 
and cheaper than Platinum [4]. 

Several research have been done to investigate the effects of various parameters 
such as water management on the PEM fuel cells performance and durability so 
far. Goßling et al. studied a 2D and 1D model of a PEM fuel cell stack considering 
the water management and water balance in the fuel cell [5]. Wang et al. studied 
the effect of liquid water in porous electrodes and developed a 3-D and two-phase 
model of the PEM fuel cell [6]. Rahimi-Esbo et al. manufactured a transparent PEM 
fuel cell according to a numerical design and introduced this transparent PEM fuel 
cell as the cheapest and simplest method for investigation of water management [7]. 
Ferreira et al. have studied the effect of gas diffusion layer (GDL) with a microporous 
layer (MPL) on improving water management and the effect of membrane thickness 
changes on the operation of PEM fuel cells [8]. Robert et al. studied the effects 
of chemical and mechanical degradation on the morphology and physicochemical 
properties of Nafion® membranes. Chemical structure, water transport and sorption 
using tailor-made devices that can mimic the chemical and mechanical conditions 
typical of fuel cell operation. Membrane degradation was induced by simultaneously 
exposing the membrane to a free radical environment and cyclic compression. On 
the other hand, repetition of the 0.1 Hz compression sequence was implemented to 
induce mechanical fatigue close to that caused by membrane expansion/contraction 
during transient fuel cell operation [9]. 

Kahveci et al. coated the flow channels of the bipolar plates of the PEM fuel cell 
with different materials and studied water management in each case experimentally. 
They also found out the PEM fuel cell stack with the hydrophobic Polytetrafluo-
roethylene (PTFE) coated plates supply the maximum power density and current 
density compared to others [10]. Smith et al. Introduced a team-based design fuel 
cell modules which Includes the latest PEMFC science. This module is intended to
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focus on fuel cells Revitalize the Pinewood Derby R New generation PFSA perfor-
mance improvements of the new generation of PFSAs over conventional Nafion, 
Increased efficiency and power density as a function of improved proton conductivity. 
This educational module also A compromise between conductivity and mechanical 
durability in the PEMs [11]. 

There is numerous research in the field of PEM fuel cells experimentally but there 
are a few research about the PEM fuel cells for using in the educational environments 
such as schools, colleges and universities for educating the students about renewable 
energy sources and fuel cells. Therefore, this study has aimed to build a fuel cell 
that is portable, easy to assemble and disassemble, safe and visible to show the 
functions are taking place in that. The study has designed and manufactured a fuel 
cell prototype based on PEM fuel cell technique which is suitable to be used in the 
educational environment. The model must be safe and have adjustable parameters, 
such as voltage, have a sturdy base as well as visible for students to observe what is 
happening in the model. 

22.2 Methodology 

Initial design: The initial design kept simple to make sure it is feasible at student 
level. The schematic of design illustrated in Fig. 22.1. The design was included 
with platinum mesh electrodes as a catalyst with a Proton Exchange Membrane as 
its electrolyte along with distilled water to hydrate the membrane. The electrolyser 
container consists of two clear acrylic plates with a square cut-out in each to house 
the electrodes, gas diffusion layer and distilled water with both plates being secured 
together with bolts at each corner. The membrane will be sandwiched in-between 
both plates and act as a gasket to prevent gas escaping. The diagram of this fuel cell 
and the table of its components and the used materials is shown in Fig. 22.2 and 
Table 22.1. 

The initial concept is a reasonable choice for educational purpose because it is 
portable and safe as the liquid electrolyte is used in that, is distilled water which

Fig. 22.1 Diagram of used components and materials for PEM fuel cell
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Fig. 22.2 Side view (by part and assembled) of the general design’s schematic 

Table 22.1 Components and 
materials used in initial 
design 

Component Material 

Anode Platinum mesh 

Cathode Platinum mesh 

Electrolyte PEM membrane and distilled water 

Power source 2 × 1.5 V AA Batteries 
Power output LED

won’t cause any harm. This concept also clearly shows what is happening inside the 
fuel cell and where each gas is going. Another key characteristic is that it is secured 
using bolts and can easily be taken apart to show each component. The concept can 
also be reversed to be used as an electrolyser too, which can be done by attaching 
a power source to the electrodes instead of a load. However, a notable disadvantage 
of this concept is that the materials were used in this concept, may be expensive and 
cannot be created at home by students. 

Final design: The study was considering 20 different parameters of the proposed 
concepts such as weight, size, environmental safety, cost, educational application 
and etc. and based on the importance of each parameter. A weighting score of 1 to 
5 for each parameter was given and then the parameters rated between 1 and 5 for 
each feature. The rating of 5 implies that the design is excellent in that character-
istic, whereas a rating of 1 show that the design is very poor in that characteristic. 
The overall score was calculated by multiplying the weight and the rating of that 
parameter and all the overall scores was added together to give the total score of that 
initial concept. The higher the total score, the better the design concept. Among few 
initial concepts, the concept with highest score was candidate for further study and 
prototyping.
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Fig. 22.3 Components of initial design 

Fig. 22.4 Modified fuel cell halves and assembled side view 

Amendments made on the initial design are displayed in red in Fig. 22.3. The  
base will be a 200 × 200 × 2 mm sheet of acrylic which will hold the fuel cell and 
any other parts sturdy (Fig. 22.4). 

22.3 Models 

Fuel Cell Manufacture 

Figure 22.5 shows the different parts which were used in the assembly of the fuel 
cell. These parts are also listed with its materials and dimensions in Tables 22.2 and 
22.3. The electrodes were cut from its original length to 45 × 45 mm to allow it to fit 
in the prototype and the gas diffusion layer was also cut to fit. We see the assembled 
fuel cell in Fig. 22.6 that showing the side and front profiles with all parts inside, 
such as the membrane, electrodes and GDL. Some amendments such as drilling a 
new hole under the electrode handle, a sealant, a washer and etc. were applied to the 
prototype.
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Fig. 22.5 All parts required for the assembly of the prototype 

Table 22.2 Tabulated list of components, materials and measurements 

Component Material Measurements (mm)(H × W × 1D) 
Casing Acrylic plexiglass 100 × 100 × 8 
Electrodes Platinum coated Titanium Coating thickness 0.5 um 

Dimensions 45 × 45 × 13 
Gas diffusion layer Carbon paper 45 × 45 × 10.19 
Electrolyte Perfluorosulfonic acid membrane 

(Nafion N117) [9] 
50 × 50 × 10.183 

Bolts Stainless steel 4 × 20 (Dia. × Length) 

Table 22.3 Technical specification of prototype fuel cell 

Parameter Specification 

Fuel cell type Proton exchange membrane (PEM) 

Output voltage < 1 V  

Working temperature 0–95 °C 

Weight ~ 290 g 

Dimensions (Fuel Cell) (mm) 100 × 100 × 116 
Dimensions (Kit) (mm) 200 × 1200 × 1200 
Features Clear, electrolyser function, easy to assemble/disassemble, easy 

set-up 

Estimated electrical efficiency 40–60% 

Maintenance Clean plates and dry out PEM after use 

Hydrogen Inlet Volume 20 ml/min 

Oxygen Inlet Volume 10 ml/min 

Emissions Water and heat 

Cooling Air cooled

Figure 22.7 shows the full assembly of the prototype on the base with the gas 
collecting cylinders. The side with the red-wire is the oxygen side and the side with 
the black wire is the hydrogen side. The prototype is without gas diffusion layer. The 
electrode handles had also been cut to fit a spade terminal to make ease of connecting 
loads, as well as a multi-meter to test different parameters of the prototype.
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Fig. 22.6 Assembled fuel cell prototype

Fig. 22.7 Assembled fuel cell prototype on base with gas collecting cylinders 

Testing: We tested both educational fuel cell kit and prototype fuel cell in terms of 
their efficiency and the hydrogen and oxygen they consume. We tested the prototype 
fuel cell in two steps. In first step, the hydrogen was inputted to the prototype via the 
educational kit working as an electrolyser. In second step, the fuel cell was used as an 
electrolyser to make hydrogen and then was used as a fuel cell to use the hydrogen. 
The multi-meter showed the output voltage of the prototype as well as the hydrogen 
and oxygen it consumed in both steps. The efficiencies based on higher heating value 
and lower heating value was also calculated by Eqs. 22.1 and 22.2, respectively.
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Fig. 22.8 PEM Membrane 
after attempting electrolysis 

η = V 

1.482 
(22.1) 

ηLHV = V 

1.254 
(22.2) 

During the 2nd attempt at testing the fuel cell, gas tubes were connected from 
the fuel cell to the gas containing cylinders and a power supply of 2 V at 0.7A were 
attached to the anode and cathode of the prototype. This resulted in oxygen bubbles 
being created at the cathode, however after a few minutes, no gas had entered the 
cylinders and the distilled water had started leaking from the membrane. After this 
occurrence, the prototype was again taken apart to diagnose any issues (Fig. 22.8). 

The above picture shows the membrane once it was removed from the prototype 
after attempting electrolysis. The membrane had a few spots that looked as if it 
had been burnt and there was a yellow looking liquid coming off the membrane 
which could be the perfluoro sulfonic acid (liquid form of the membrane) mixing 
with the water. The possible reasons for this could be due to the electrodes tearing 
the membrane during assembly, causing a short and sparking which could explain 
the burn-looking marks [9]. Another reason could be due to the electrode handle not 
being platinum, causing an adverse reaction between the titanium and the membrane. 
From the comparison of the experimental results with the Horizon model [12], it was 
found that the current prototype is not work well enough and need to improve the 
design which is in progress in an ongoing project. 

22.4 Results and Discussion 

Results show that the educational fuel cell kit produces a voltage of 0.918v at the elec-
tric current of 0.13A, while it consumes 2.39 ml/min of hydrogen and 1.2 ml/min of
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oxygen. The efficiencies of the educational fuel cell kit based on higher heating value 
and lower heating value are 61.9% and 73.2%, respectively. The normal efficiency of 
a PEM fuel cell is in the 40% to 60% range. So, the educational kit efficiency is higher 
than the PEM fuel cell efficiency. As we discussed previously, the hydrogen that the 
prototype fuel cell consumes is supplied either by the educational fuel cell kit as an 
electrolyser or the prototype itself works as an electrolyser. When the educational kit 
works as an electrolyser, the prototype fuel cell produces a voltage about 0.778 v and 
consumes 7.94 ml/min of hydrogen and 3.97 ml/min of oxygen and its higher heating 
value and lower heating value efficiencies are 52.5% and 62%, respectively which is 
the middle of the normal efficiency of a PEM fuel cell (40%–60%). Results show that 
the prototype would not serve as a good educational model as it couldn’t function 
as an electrolyser to provide hydrogen and oxygen to be used when functioning as a 
fuel cell. If the prototype is put in an educational environment, the prototype cannot 
work as an electrolyser and as a fuel cell at the same time. Therefore, in this case, 
we need a hydrogen and oxygen tank would be required as well as flow meters and 
flow regulators to prevent damage to the prototype itself. To save the hydrogen and 
oxygen that the prototype produced use them when the prototype functions as a fuel 
cell. But having a tank that contains flammable gas like hydrogen is not safe for use 
in an educational environment. 

22.5 Conclusion 

In the present investigation, a PEM fuel cell prototype for educational purposes based 
on the best-evaluated parameters had designed and manufactured. Considering the 
high score parameters at play in this model are evaluated to efficiency of the model and 
compared to an existing fuel cell model. Fuel cell kit also can supply Self-consumed 
hydrogen as an electrolyser. 

Test results show that the efficiency of the educational kit is relatively high between 
50 and 60% compared to existing fuel cell models based on higher heating value and 
lower heating value. A prototype can produce hydrogen. However, there is a concern 
that flammable gas and control of flammable gas require immediate consumption in 
the system rather than storing the gas. 

Considering that the storage of hydrogen fuel for the fuel cell in the tank for 
educational purposes is risky and does not have enough security, so we can use an 
electrolyser instead of fuel storage. Therefore, hydrogen produced by the electrolyser 
can be consumed directly and there is no risk. Thus, this method is safe and can be 
easily used in educational environments. It should be noted that to reduce the risk as 
much as possible, the time between production and consumption of hydrogen should 
be minimized. In the next steps, we will aim to be able to minimize the possible risks 
of storing hydrogen fuel and the time of its production and consumption with a more 
optimal design and the use of a suitable electrolyser to produce the required fuel, and 
a fuel cell with high security which is suitable for use in educational environments.
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Chapter 23 
The Impact of Strategic Environmental 
Management Capabilities 
on the Competitiveness of an Oil and Gas 
Industry’s Supply Chain: An Empirical 
Evaluation of the Natural 
Resource-Based View of Firms 

Olatunde Olajide, Muhammad Mustafa Kamal, Dong-Wook Kwak, Qile He, 
and Ming Lim 

Abstract The Oil and Gas (O&G) industry has been subjected to stringent environ-
mental regulations and increasing stakeholders’ criticisms because of its devastating 
negative environmental impacts. Consequently, firms operating in the industry’s 
supply chain are increasingly facing intense pressures to develop the strategic capa-
bilities for implementing green practices to reduce the environmental impacts of oper-
ations. From a theoretical perspective, the Natural Resource-Based View (NRBV) 
suggests that the strategic environmental capabilities of pollution prevention (PPC), 
product stewardship (PSC) and clean technology (CTC) can generate sustained 
competitive advantage for firms. However, the extant empirical research investigating 
the impact of the three NRBV strategic environmental capabilities (PPC, PWC and 
CTC) on firms’ competitive performance has yielded inconsistent results. Therefore, 
this paper adopts the theoretical lens of NRBV to develop and empirically assess an 
integrated framework of strategic environmental management capabilities (SEMC) 
and competitiveness in the context of the Nigerian O&G industry. Using a multiple 
regression technique to analyse the responses of 214 managers across the supply
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chain of the Nigerian O&G industry, this study examines the impact of the three 
NRBV-based SEMC (PPC, PWC and CTC) on the economic and environmental 
competitiveness of the firms operating in the supply chain of the Nigerian O&G 
industry. First, the results indicate that the three SEMCs have positive impacts on the 
environmental competitiveness of the O&G firms. However, while PPC and PSC are 
positively related to the economic competitiveness of firms, CTC has no statistically 
significant impact on economic competitiveness. These findings suggest that O&G 
firms in developing nations need to channel efforts to build their SEMCs for imple-
menting green practices to enhance their economic and environmental competitive-
ness. The results further highlight the need for policymakers in petroleum-producing 
nations to promote policies that foster the adoption of green practices by O&G firms. 

Keywords NRBV · Pollution prevention · Product stewardship · Clean 
technology · Sustainable supply chain management 

23.1 Introduction 

The O&G industry continually experiences stakeholders’ pressures to rethink oper-
ations towards sustainability due to the devastating negative impacts of the O&G 
operations and products on the environment [1]. Recently, various countries such 
as the Republic of Ireland and New Zealand have announced their commitment to 
divestment from fossil fuels (including O&G) [2]. Also, more stringent regulations 
are increasingly targeted at the O&G industry globally to manage climate change 
issues linked with the GHG emissions traceable to the industry [3, 4]. O&G firms 
can minimise operation and product environmental impact and improve economic 
performance by activating their strategic environmental management capabilities 
(SEMCs) [5]. 

The Natural Resource Based-View (NRBV) proposes pollution prevention (PPC), 
product stewardship (PSC) and clean technology (CTC) as SEMCs that may help 
firms attain sustained competitive advantage [6, 7]. Recently, O&G practitioners 
are showcasing their sustainability strategies to earn legitimacy against stakeholder 
pressures. For instance, Royal Dutch Shell has continually popularised its environ-
mental management capabilities through its drive toward huge investment in cleaner 
energy [8]. While these strategies mostly align with the NRBV-SEMC of PPC, PSC 
and CTC, there is no empirical evidence that these SEMCs positively impact the 
competitiveness of O&G firms in line with NRBV’s postulations. Considering that 
such evidence may justify petroleum managers’ investment in green practices while 
influencing the O&G policy framework toward sustainability; the current paper sets 
out to answer the following research question (RQ): 

Do strategic environmental capabilities (SEMCs) enhance the competitiveness of firms in 
the oil and gas supply chain?
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For this purpose, this paper proposed an integrated SEMC-competitiveness model 
that links the three NRBV-based SEMCs (PPC, PSC and CTC) with firms’ environ-
mental and economic competitiveness. The proposed model was assessed with data 
from selected managers in the Nigerian O&G supply chain. The remainder of this 
paper covers various sections, which include: Theoretical Background and Hypoth-
esis development (Sect. 23.2), Methodology (Sect. 23.3), Results and Discussion 
(Sect. 23.4) and Conclusion and Recommendations (Sect. 23.5). 

23.2 Theoretical Background and Hypotheses Development 

23.2.1 Natural Resource-Based View (NRBV) 

NRBV integrates the ‘voice of the environment’ into the Resource-Based View theory 
and argues that the future competitive advantage would be attained by firms’ ability 
to manage their natural environment effectively [6]. Accordingly, firms must channel 
their valuable, rare, inimitable and non-substitutable resources to activate the SEMCs 
of pollution prevention, product stewardship, clean technology and Base of the 
pyramid to attain sustained competitive advantage [7]. Empirical studies have vali-
dated the existence of PPC, PST and CTC in a supply chain context [7, 9]. However, 
the presence of the Base of the Pyramid strategies was not empirically validated in 
the UK Agrofood industry’s supply chain [9]. Few studies examining NRBV in the 
O&G industries have also sparingly focused on PPC and PSC [5, 10]. Therefore, the 
current research conceptualises PPC, PSC and CTC as the SEMCs that may enhance 
the competitiveness of O&G firms. 

Pollution prevention is a process-based approach to eliminating unnecessary 
pollution within internal operations. One of its key objectives is proactively and 
effectively minimising emissions, effluents and waste from operations. In contrast, 
product stewardship capabilities enable firms to adopt a lifecycle approach to tack-
ling social and environmental concerns at every stage of a product and production 
process to improve an organisation’s product sustainability [7]. A firm’s product stew-
ardship capabilities transcend internal frameworks but depend mainly on stakeholder 
integration [6, 11]. Finally, Clean technology capabilities result in firms adopting a 
radical approach to pollution prevention and environmental management practices 
[12]. Generally, acquiring clean technology capabilities usually requires consid-
erable investment [13]. Nevertheless, clean technology capabilities can enhance a 
company’s environmental reputation. The relationships among the constructs of this 
research are hereafter discussed.
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23.2.2 Strategic Environmental Management Capabilities 
(SEMC) and Competitiveness 

According to [6], the ability of firms to adopt pollution prevention strategies instead 
of end-of-the-pipe pollution control can help firms attain a higher level of economic 
performance. This is because pollution control methods such as waste disposal result 
in substantial financial costs and waste of managerial time, which could be saved 
through a proactive pollution prevention strategy. According to [5], O&G firms that 
integrate pollution prevention strategies into their operations achieve higher perfor-
mance levels. Furthermore, firms may attain a higher level of competitive perfor-
mance by applying a product stewardship strategy [6]. This is because firms pursuing 
product stewardship strategies can integrate environmental management strategies 
into a product lifecycle in collaboration with stakeholders [6, 7]. This improves 
firms’ ability to minimise the environmental impacts of products, leading to a good 
reputation among stakeholders and consumers. 

Many leading O&G companies are gradually investing in clean technology to 
foster the energy transition in response to stakeholder pressures against climate 
change. For example, Shell increased its original annual clean energy budget in 
2016 from $200 million to $1.2 billion in 2017 [14]. Although a clean technology 
strategy requires substantial financial capital, available subsidies and tax credits can 
ameliorate attributable financial requirements. Companies pursuing a clean tech-
nology strategy can also benefit from green financing. Based on the above, this 
research hypothesises that: 

H1a: Pollution prevention capabilities positively impact firms’ environmental 
competitiveness in the O&G industry. 
H1b: Pollution prevention capabilities positively impact firms’ economic compet-
itiveness in the O&G industry. 
H2a: Product stewardship capabilities positively impact firms’ environmental 
competitiveness in the O&G industry. 
H2b: Product stewardship capabilities positively impact firms’ economic compet-
itiveness in the O&G industry. 
H3a: Clean Technology capabilities positively impact the environmental compet-
itiveness of firms in the O&G industry. 
H3b: Clean Technology capabilities positively impact firms’ economic competi-
tiveness in the O&G industry. 

Following the hypotheses stipulated in this paper, the theoretical model of this 
research is presented in Fig. 23.1.

Our model consists of five constructs made up of three SEMC constructs 
(PPC, PSC and CTC) and two competitiveness constructs (EcoCom and EnvCom). 
The model specifies a causal impact of each of the SEMC constructs on 
the competitiveness constructs. The definition of each construct is provided in 
Table 23.1.



23 The Impact of Strategic Environmental Management Capabilities … 249

Fig. 23.1 SEMC-Competitiveness conceptual model of the O&G industry

Table 23.1 Definition of constructs 

Construct Definition 

Pollution Prevention Capabilities (PPC) Innovative capacity for reducing operational 
emissions, wastes and effluents 

Product Stewardship Capabilities (PSC) Ability to implement measures that minimise the 
ecological impacts of products throughout the 
lifecycle 

Clean Technology Capabilities (CTC) Ability to implement disruptive change by 
adopting green technologies causing changes or 
diversification in products or operations 

Economic Competitiveness (EcoCom) Economic benefits derived from taking proactive 
environmental measures ahead of the competition 

Environmental Competitiveness (EnvCom) Reputational benefits resulting from managing 
environmental issues better than the competition 

23.3 Methodology 

23.3.1 Survey Development 

Latent constructs are operationalised either by developing measurement scales or 
adapting existing indicators from the literature [15]. The five latent constructs in 
this research are measured with items adapted from the extant literature. PPC is 
measured with five items adapted from [16], initially tested in the Canadian O&G 
industry. PSC is operationalised with five indicators adapted from [17]. These items 
were also verified in the O&G industry. Measuring CTC is attained with the adapt-
ability of combined items from [16, 18]. Finally, the competitiveness constructs 
(EcoCom and EnvCom) are operationalised with combined items modified from 
[19, 20]. To forestall the risk of measurement errors, the definitions of constructs and 
the measurement items were given to five academicians and five managers across the
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supply chain of the Nigerian O&G industry, who provided feedback that eventually 
refined the questionnaire items. The details of the questionnaire items are presented 
in Appendix 1. 

23.3.2 Samples 

The respondents in this research are top and middle-level managers across the supply 
chain of the Nigerian O&G industry. The Nigerian O&G industry is considered a 
relevant case study in this research because of its history of unsustainable operations 
across the supply chain, as documented in the literature. Also, strategic management 
staff across the Nigerian O&G industry are targeted in this research because they are 
considered knowledgeable in organisational strategies, including sustainability. A 
list of 2750 firms operating in the upstream and downstream sectors of the Nigerian 
O&G industry was obtained from the Department of Petroleum Resources (DPR), 
the regulator of the Nigerian O&G industry. The list contains the address and contact 
information of the relevant officers of the companies. Using a stratified random 
sampling technique, the list was classified into two groups: upstream (1100) and 
downstream (1650). Based on the sample size, 728 and 1092 questionnaires were 
respectively sent to the upstream and downstream firms using Qualtrics online survey 
platform. Between May and June 2019, 214 responses were received from various 
managers across the Nigerian O&G supply chain. The details of the respondents are 
provided in Table 23.2.

As per the view of [21] that sample sizes between 100 to 400 are sufficient for 
path analysis methodology based on regression analysis, the sample size of 214 is 
considered suitable for this research. Whereas this research records a low response 
rate of 12%, previous studies in operations management have also identified low 
response rates as a challenge in operations management research. 

To ensure a higher ethical standard in this research, respondents were assured 
of anonymity to protect their identities. Also, informed consent was sought before 
completing the questionnaire, evidencing that respondents willfully volunteered the 
information analysed in this research. Furthermore, the informed consent empha-
sised the respondents’ right to withdraw their responses anytime before publication, 
without any reason. 

23.4 Results and Discussion 

23.4.1 Measurement Model Assessment 

The measurement items were first assessed for reliability using Cronbach’s alpha. 
As  shown in Table  23.2, all results are sufficiently above the recommended value 
of 0.70 [15], indicating that the reliability of the questionnaire items is satisfactory.
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Table 23.2 Demography of 
the respondents 

Criteria Frequency Percentage 

Oil and Gas industry sector 

Upstream 88 41 

Downstream 126 59 

Total 214 100 

Respondents’ job designation 

CEO/Directors 23 11 

Operations managers 64 30 

Supply chain managers 37 17 

Procurement managers 38 18 

Logistics managers 35 16 

Compliance managers 17 8 

Total 214 100 

Respondents’ years of experience 

1–10 8 4 

11–20 74 35 

21–30 122 57 

31 and above 10 5 

Total 214 100

Further reliability and validity assessments were carried out within the context of 
Confirmatory factor Analysis (CFA) using AMOS software. Items were assessed in 
a complete measurement model using CFA. As the modification indices in AMOS 
suggested, three measurement items (PPC5, CTC 4 and CTC5) were deleted from the 
respective constructs due to poor loadings [22]. The final results of the measurement 
model assessment are presented in Table 23.2. 

The relative Chi-square of 1.336 is less than the recommended maximum value of 
3.00 [21]. Also, other model fit indices (RMSEA, 0.40, TLI = 0.966, CFI = 0.970, 
IFI = 0.971, NFI = 0.903) are higher than the 0.90 recommended minimum value 
[22], providing evidence of good fit of the research model. Furthermore, all the t-
values are above the recommended value of 2.575 and are significant at 0.01. level, 
indicating satisfactory convergent validity. 

23.4.2 Hypotheses Testing and Results 

Upon validating the measurement model, the constructs were classified into inde-
pendent and dependent variables with causal relationships specified in line with
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the research model hypotheses. For this purpose, PPC, PSC and CTC are indepen-
dent variables that impact EcoCom and EnvCom as dependent variables. The results 
of the individual hypotheses based on AMOS output are presented in (Table 23.4). 

Table 23.3 The results of measurement model assessment 

Constructs Alpha Standardised coefficient t-values 

Pollution Prevention Capabilities 
(PPC) 

0.841 

PPC1 0.516 6.92 

PPC2 0.928 5.14 

PPC3 0.967 7.02 

PPC4 0.519 6.18 

Product Stewardship Capabilities 
(PSC) 

0.945 

PSC1 0.757 4.51 

PSC2 0.878 3.92 

PSC3 0.934 6.31 

PSC4 0.940 6.12 

PSC5 0.832 3.01 

Clean Technology Capabilities 
(CTC) 

0.739 

CTC1 0.659 4.19 

CTC2 0.793 6.21 

CTC3 0.660 3.46 

Economic Competitiveness 
(EcoCom) 

0.845 

EcoCom1 0.905 6.41 

EcoCom2 0.873 5.12 

EcoCom3 0.804 5.14 

EcoCom4 0.865 4.76 

EcoCom5 0.700 5.41 

Environmental Competitiveness 
(EnvCom) 

0.911 

EnvCom1 0.905 6.02 

EnvCom2 0.873 3.13 

EnvCom3 0.804 4.22 

EnvCom4 0.865 6.05 

EnvCom5 0.700 3.70 

Fit Indices: Relative Chi-square = 1.336, RMSEA, 0.40, TLI = 0.966, CFI = 0.970, IFI = 0.971, 
NFI = 0.903
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Table 23.4 The results of hypotheses testing 

Constructs relationships Standardised coefficient P-Value Position 

Pollution Prevention Capabilities (PPC) 

Economic Competitiveness 
(EcoCOM) 

0.21 * H1a: supported 

Environmental Competitiveness 
(EnvCom) 

0.15 * H1b: supported 

Product Stewardship Capabilities (PSC) 

Economic Competitiveness 
(EcoCOM) 

0.05 *** H2a: supported 

Environmental Competitiveness 
(EnvCom) 

0.39 ** H2b: supported 

Clean Technology Capabilities (PPC) 

Economic Competitiveness 
(EcoCOM) 

0.21 0.33 H3a: not supported 

Environmental Competitiveness 
(EnvCom) 

0.27 * H1b: supported 

Note *** significant at 0.001 level ** significant at 0.01 level; * significant at 0.05 level; ns: not 
significant; Chi-square = 1.48; RMSEA = 0.047, TLI, 0.920, CFI = 0.950, IFI = 0.949, NFI = 
0.872. 

All hypotheses are positive and statistically significant except for H3a (CTC → 
EcoCom), which is not significant, thus mostly confirming the proposed research 
model. Therefore oil and gas firms that develop the strategic environmental manage-
ment capabilities (SEMC) of pollution prevention and product stewardship are likely 
to derive the benefits of a higher level of economic and environmental competitive-
ness, in line with the NRBV logic [6, 7]. In contrast, while O&G firm’s capabilities for 
clean technology may enhance environmental competitiveness, it may not necessarily 
result in higher economic competitiveness. With these results, the current research 
has answered the proposed research question. 

23.5 Conclusion 

This research examined whether O&G firms that channel efforts into activating their 
strategic environmental capabilities of pollution prevention, product stewardship 
and clean technology can derive a higher level of competitiveness as proposed in 
the NRBV [6, 7]. While there is a positive association between the three SEMCs 
and environmental competitiveness, clean technology has no statistically signifi-
cant effect on economic competitiveness, unlike pollution prevention and product 
stewardship strategies that positively and significantly impact economic compet-
itiveness. The findings of our study have important implications for theory and 
managerial practice. From an academic perspective, our study has attempted to bring
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empiricism to the NRBV, which has hitherto been considered a mere theoretical lens 
in GSCM literature. The research has also deepened the application of theory in 
O&G-focused GSCM research. From the managerial perspective, the findings of this 
research justify O&G firms’ investment in the examined green practices as they all 
yielded positive impacts on environmental and economic competitiveness (except for 
CTC, which has no significant effect on economic competitiveness). Policymakers 
may also promote sustainability policies for the O&G industry because of the vali-
dated environmental benefits. Incentives such as subsidies can motivate O&G firms’ 
investment in clean technology to lessen the financial burden. Future studies may 
address this research’s limitations which include non-inclusion of participants from 
other O&G countries, expungement of other SEMCs from the research model and 
deemphasising the antecedents of SEMCs. 
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view study to identify beliefs that potentially influence social-housing residents’ 
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24.1 Introduction 

One of the measures to alleviate the effects of global warming currently under consid-
eration is residential decarbonisation. Technical solutions (heat pump, solar panel, 
battery energy storage systems) are available, but initiatives that do not consider 
residents’ acceptance will not be successful. Psychological theories and models 
such as the theory of planned behaviour and the technology acceptance model [1] 
provide tools that allow us to qualitatively identify beliefs that guide human behaviour 
with technology [2] and quantitatively predict behaviour [3]. The aim of the current 
study is therefore to identify beliefs that potentially guide social-housing residents’ 
future behaviour with domestic low-carbon technology. The objectives are to iden-
tify behavioural beliefs (a person’s subjective probability that performing a behaviour 
of interest will lead to a certain outcome or provide a certain experience), norma-
tive beliefs (injunctive normative belief: the expectation or subjective probability 
that a given referent individual or group approves or disapproves of performing the 
behaviour under consideration; descriptive normative belief, belief as to whether 
important others themselves perform the behaviour) and control beliefs (about the 
presence of factors that can facilitate or impede performance of the behaviour) that 
may underly residents’ behaviour with domestic low-carbon technology according 
to the theory of planned behaviour [1], as well as any other beliefs. 

24.2 Methodology and Theory 

Participants. Twenty participants were recruited via two methods: email and social 
media. Potential participants could either respond to a dedicated email address or 
complete an online form, both of which were monitored for responses collected; 
participants were subsequently contacted by email or phone. All were offered either 
an online interview via VoIP or a face-to-face interview in their own home. The 
twenty participants (6 in a group interview and 14 in individual interviews) consisted 
of tenants, a mixture of men (10) and women (9), with an age range from 26–75. All 
residents lived in the Tees Valley in the north-east of England. 

Group interview. Before the questions (see Table 24.1), the participants listened to a 
short presentation on global warming and UK climate change targets. It was explained 
how low-carbon homes, a critical part of the UK’s efforts, are to meet climate change. 
At the start of the interview, participants were further presented with still images 
and a short video of a model retrofit home with explanatory live commentary, that 
demonstrated how a low-carbon technology home would look. The walkthrough 
video was created by Teesside University’s School of Computing, Engineering and 
Digital Technologies using Autodesk REVIT, 3D modelling software.
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Table 24.1 Interview questions guided by theory of planned behaviour (TPB) 

TPB belief Questions 

Behavioural beliefs Advantages 
Disadvantages 

• What do you see as the advantages of you living in and 
using a low-carbon technology home? 

• What positive feelings do you associate with you living 
in and using a low-carbon technology home? 

• What do you see as the disadvantages of you living in 
and using a low-carbon technology home? 

• What negative feelings do you associate with you living 
in and using a low-carbon technology home? 

Normative beliefs Approval 
Adopters 
Disapproval 
Non-adopters 

• Please tell me about the individuals or groups who 
would approve or think you should live in and use a 
low-carbon technology home 

• Please tell me about the individuals or groups who are 
most likely to live in and use a low-carbon technology 
home 

• Please tell me about the individuals or groups who 
would disapprove or think you should not live in and use 
a low-carbon technology home 

• Please tell me about the individuals or groups who are 
least likely to live in and use a low-carbon technology 
home 

Control beliefs Drivers 
Barriers 

• Please tell me about any factors or circumstances that 
would make it easy or enable you to live in and use a 
low-carbon technology home 

• Please tell me about any factors or circumstances that 
would make it difficult or prevent you from living in and 
using a low-carbon technology home 

Semi-structured questions with open answers (see Table 24.1), based on the theory 
of planned behaviour, were used to encourage discussion of ideas. The theory of 
planned behaviour is appropriate to use in this research, as the theory accounts 
for beliefs that guide human behaviour (behavioural beliefs, normative beliefs and 
control beliefs) [1] and has been used to qualitatively understand [2] and quantita-
tively predict [3] people’s use of technology. In this study, the benefits of conducting 
a group interview were to ensure the questions were understood and the other tools 
used, i.e., video, were effective for purpose [4]. As the Interview guide or questions 
are the main tool for providing consistency in the generation of qualitative data and, 
consequently, the conclusion of the research [5], this group interview was carried out 
as a pre-cursor to individual interviews. 

Individual interviews. The procedure was adapted from the group interview. The 
participants were shown the pre-recorded presentation, including the content of both 
group interview presentations; then followed a short testimonial, from a tenant with 
low-carbon technology already installed. (The decision to include this testimonial 
was made following the results from the group interview where ‘lived experience’ 
of tenants currently using low-carbon technology was a high priority for potential 
acceptance). The interview questions (Table 24.1) were then asked.
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The interviews were conducted and transcribed verbatim by five researchers. In 
order to avoid preconceptions and bias, three researchers analysed the data from the 
interviews, checking results against one another to come to a final agreement; this 
increased the credibility and trustworthiness of the results. 

24.2.1 Data Analysis 

Thematic analysis [6] was applied to the data sets and deductive coding began with 
the theory of planned behaviour belief questions on low-carbon homes to identify 
the broad, overarching emergent themes. Iterative coding included searching the data 
for relationships, similarities and differences and beginning to organise these into 
themes. Within the coding and themes, comparisons, frequency and elaborations 
were considered for determinants of behaviour and specific emerging themes [6]. 
The three researchers compared and reached a consensus on the codes and themes 
included in the results, and another researcher checked these for clarity. 

24.3 Results and Discussion 

Group interview. Four themes identified were unique to the group interview: partic-
ipants expressed the desire to experience how the heat pump system would look 
and work inside their own home when installed. As lived experience of residents 
currently using the technology was a high priority for them, a testimonial was 
suggested. This feedback was incorporated into the individual face-to-face inter-
views and proved effective as these specific themes did not arise in this cohort. 
Participants expressed their wish to have choice in which place, if any, low-carbon 
technologies they would like installed—this may be due tenants fearing increased 
rent as a result. The questions of noise from the system and possible vandalism were 
also raised. The participants discussed the issue of skills gaps within the energy 
sector and suggested upskilling of current staff—this was seen as an opportunity to 
create new opportunities and jobs (Table 24.2).

Individual interviews. Control beliefs, behavioural beliefs, normative beliefs and 
other themes were identified (Table 24.3).Control Beliefs: environmental and climate 
change benefits were cited by almost all participants as the main motivator along with 
the benefits of lower running costs. Upfront costs were viewed as a barrier by five 
participants, but this was mostly likely from the point of view of self-funding the 
system. Retrofitting was viewed as a motivator, providing insulation was sufficient 
for effectiveness of the system. Further information regarding fitting the systems into 
multi-occupancy building or flats would improve motivation. Behavioural Beliefs: 
lower running costs were cited by almost all participants as a huge benefit; only two 
participants expressed concern around cost; environmental benefits were viewed,
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Table 24.2 Group interview results 

Belief categories Belief topics 

Control beliefs Energy/running costs 
Retrofit versus new build installation 
Ability to control the system 

Normative beliefs Realism of representation (of a low-carbon home) 
Evidence of system effectiveness from current users 
Who should live in a low-carbon home—variety of answers but lack of 
information on the system prevented further hypothesising 

Behavioural beliefs Environmental benefits 
Resistance to low carbon home 
Tenants’ choice for installation 

Other themes Noise, tamperproof system 
Skills gap

alongside this, as a major advantage. Solar energy was regarded positively and as 
a free energy source. Temperature regulation was seen as an advantage, especially 
if it could be controlled and included the ability to provide zoned heating. Loss of 
storage space in the home was mentioned, along with the issue of maintenance. A few 
participants were concerned with technology flaws—these fears could be reduced by 
providing further information and engaging with tenants. Normative Beliefs: most  
participants believed that nobody would disapprove of or refuse the opportunity to 
live in a low-carbon home. Other themes: political—the issues surrounding renew-
ables and the environment were viewed as complex, with confusing and conflicting 
information given to the public, but regardless of this most people were willing 
to engage in environmentally friendly initiatives. It was felt that a national plan is 
required, which includes low-carbon housing. Some participants felt that they did 
not have enough information to decide on whether low-carbon technology would 
function correctly or be suitable within their home.

24.4 Conclusion 

Based on our findings, housing association tenants may benefit from clear, trans-
parent information (e.g. from others who have experience of living in a low-carbon 
home) and support throughout the whole process, before, during and after fitting 
of low-carbon technologies. Specifically, they may profit from information about 
the benefits (e.g. improved health) and facilitators (e.g. potential savings on running 
costs) of changing to a low-carbon home. They may also benefit from information 
about the potential disadvantages (e.g. any flaws in the technology) and barriers (e.g. 
pre-requisites such as good home insulation), and explanation of how these can be 
overcome and refutation of any that are not true. Successful interaction between the 
new energy technology and the individual [7] could be encouraged by including
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different audiences and social groups and to consider individuals, while making 
efforts to adapt to their reality. 
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Chapter 25 
Multi-objective Optimisation 
of a Wastewater Anaerobic Digestion 
System 

R. J. Ashraf, Jonathan D. Nixon, and J. Brusey 

Abstract This paper looks at multi-objective optimisation of a wastewater AD 
system where the model is demonstrated for a case study plant. Anaerobic Digestion 
Model No. 1 (ADM1) was used to predict biogas yields from the digester. Interviews, 
with plant owners, and plant data were used to identify the objective functions and 
decision variables. The decision variables were defined to be the substrate feeding 
rate for each of the digesters and the ratio of biogas sent between a combined heat 
and power (CHP) plant and a biogas upgrading unit (BUU). The objectives set were 
to maximise the overall substrate feeding rate through the AD plant, maximise the 
overall energy output and minimise the running cost of the plant. Results from the 
optimisation study showed that the amount of sludge processed through the AD 
plant increased by 17.7% and the running cost of the plant reduced by 6.2%. These 
results demonstrate how performance of AD plants can be significantly improved by 
multi-objective optimisation techniques. 

Keywords ADM1 · Cost · Biomethane · CHP · Plant data 

25.1 Introduction 

Anaerobic digestion (AD) is a process in which biodegradable organic wastes are 
broken down in the absence of oxygen by microbes to produce biogas and digestate 
which can be used for energy and fertilizer, respectively [3]. AD systems are consid-
ered as an environmental friendly technology for dealing with various organic waste 
including wastewater. 

In global terms, with increasing populations, the amount of sludge is expected 
to increase and wastewater AD plants are constantly faced with the challenge of 
increasing the throughput through their systems [10]. Hence, optimal values of 
digester operating parameters are usually found for AD systems so that the quality
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and quantity of biogas and effluent produced can be improved [2, 7, 11]. However, 
optimising just the digester might not result in the most efficient design and compo-
nents in the system, other than the digester, also need to be taken into account. 
Furthermore, in addition to the technical performance of the system, the financial 
and environmental performances also need to be optimised. 

Some researchers did perform multi-objective optimisation of a system where they 
aimed to simultaneously improve the technical, financial and environmental perfor-
mance however, their work was not limited to just the AD process and included other 
technologies such as composting, gasification and pyrolysis [14]. Where research 
was focused on just AD, it predominantly looked at finding optimal combination of 
technologies and pathways that improved the performance of the system and these 
studies did not consider optimisation of AD system design parameters [5]. Yan et al. 
[17] and Li et al.’s [13] work were the only two studies that optimised both system 
parameters and the combination of technologies in an AD system. Nonetheless, a 
limitation of their work was that they used correlations between temperature and 
biogas yields, found in literature, to predict biogas yields values and not a compre-
hensive model such as the state of the art Anaerobic Digestion Model No. 1 (ADM1). 
Hence, there is a need for a multi-objective optimisation of an AD system, which 
integrates an extensive digester model with an optimisation algorithm, to improve 
the performance of an AD system. 

This paper aims to outline an optimisation problem that couples ADM1 with 
multi-objective optimisation, to improve the technical and financial performance of 
an AD system. The model is demonstrated for a wastewater anaerobic digestion 
system where optimal values of different system design parameters are found. 

In the following section, the methodology is outlined and a rationale for the chosen 
objectives functions and decision variables is given. An overview of the case study 
system is outlined in Sect. 25.3 and a detailed model is described in Sect. 25.4. The  
results and discussion are provided in Sect. 25.5 and the paper concludes with the 
key findings from the study and recommendations for future work. 

25.2 Methodology 

The multi-objective optimisation model developed in this study uses ADM1 to predict 
biogas yields from a digester and optimises values of different design parameters for 
a wastewater AD system. The model was demonstrated for a case study AD plant 
and predicted biogas yield values were validated with measured data. Objective 
functions and decision variables were representative of the current challenges faced 
by the case study’s plant owners. Semi-structured interviews and plant performance 
data were used to identify these challenges. Analysis of the data and the interview 
results showed that at present, sludge often has to be strategically moved through 
the wastewater treatment plant because the AD side is at full capacity. Furthermore, 
the plant owners would also like to determine the optimal ratio of biogas that should 
be sent between the CHP and Biogas Upgrading Units (BUU) so that overall energy
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output from the plant is maximised and the energy costs are kept low. Based on these 
findings, the decision variables were defined to be the substrate feeding rates for each 
of the digester and the ratio of biogas sent between the CHP and BUU. The objectives 
set were to maximise the sludge throughput through the AD plant, maximise the 
overall energy output and minimise the running costs. Objective functions were 
normalised and a single utility function was created and minimised using genetic 
algorithm (GA) in Python. 

25.3 Case Study Plant 

Thickened sewage sludge is blended with water and divided between eight digesters. 
Biogas produced goes either into a CHP where it is converted into electricity, or a 
BUU where it is converted to biomethane and sent to the grid. Data recorded from the 
plant consists of the substrate feeding rate (m3/day) for each of the digesters and the 
total energy generated, in megawatt hours (MWh), from the CHP and biomethane 
sent over the grid. 

Figure 25.1 shows a schematic of the plant layout and the plant components and 
Table 25.1 shows values of the parameters associated with the case study system. 

Fig. 25.1 Layout of the waste water anaerobic digestion plant
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Table 25.1 Values of the different parameters associated with the case study system 

Parameter Definition Units Value Reference 

V_dig (1–4) Total volume of digester m3 2050 Case study data 

V_dig (5–8) Total volume of digester m3 2500 Case study data 

V_liq Working volume of digester m3 0.9V_dig Case study data 

r Radius of all digesters m 8 Case study data 

TD Digestion temperature °C 37.8 Case study data 

B_ch4 Percentage of methane in biogas % 60 Case study data 

B_energy Energy content of biogas m3/MWh 400 Case study data 

25.4 Models/Theory 

25.4.1 Using ADM1 to Determine Biogas Yield 

To predict biogas yield values, a modified ADM1 model by [15] was used and the 
ADM1 coefficients and substrate initial conditions for sewage sludge were taken 
from Rosen and Jeppsson’s [16] work. The assumption made was that the sewage 
sludge modelled by Rosen and Jeppsson [16] would be representative of the sludge 
processed at the case study plant. 

Before predicted biogas yields were validated with measured data, ADM1 was 
calibrated for ten days to allow the model to adjust to the system. During this time, 
the flowrate of sludge was gradually increased from 0 to 90 m3, in increments of 10 
m3. Since the case study plant consisted of eight digesters, with different flowrates 
and digester volumes, ADM1 was run individually for each digester and then the 
total predicted biogas yield was determined by adding the biogas yields from each of 
the individual digesters. The overall measured biogas yield values were determined 
using the plant data. Equations (25.2) and (25.3) were used to back calculate the 
biogas entering the CHP and BUU, using the energy values given in the plant data. 
The predicted and measured biogas yield values were compared for the months of 
October 2020 and September 2021. 

25.4.2 Optimisation Problem 

Once the objective functions and decision variables were defined the optimisation 
problem was formulated. Equation 25.1 shows how the objective functions were 
normalised and added together to form a utility function. 

min f (x) =
∑

x∈R 

− F(x) 
|F(x_raw)| −

E(x) 
|E(x_raw)| +

C(x) 
|C(x_raw)| (25.1)
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0 < x1 < 109, x ∈ R 0 < x2 < 140, x ∈ R 0 < x3 < 109, x ∈ R 
0 < x4 < 140, x ∈ R 0 < x5 < 133, x ∈ R 0 < x6 < 133, x ∈ R 
0 < x7 < 133, x ∈ R 0 < x8 < 133, x ∈ R 0 < x9 < 1, x ∈ R 

where, F(x) is the total sludge added through the AD plant (m3/day), E(x) is the  total  
energy produced by the system (MWh) and C(x) is the total running cost of the plant 
($), x1 to x8 are the substrate feeding rates for each of the digesters (m3/day) and x9 
is the ratio of biogas sent between the BUU and the CHP. 

The electricity produced from the CHP was determined using the energy content 
of biogas and the CHP efficiency. 

ECHP = 
BCHPηCHP 

B_energy 
(25.2) 

where, ECH  P  is the electricity from the CHP (MWh), BCH  P  is the biogas sent to the 
CHP (m3/day), ηCH  P  is the electrical efficiency of the CHP unit (%) and B_energy 
is the energy content of biogas (m3/MWh). 

The energy produced from the BUU was calculated using the amount of methane 
in biogas and the methane recovery ratio of the BUU. 

EG2G = BG2Gη 
B_energyB_ch4 

(25.3) 

where, EG2G is the energy from the biomethane sent to the grid (MWh), BG2G is the 
biogas sent to the BUU (m3/day), η is the methane recovery percentage of the BUU 
(%) and B_ch4 is the concentration of methane in biogas (%). 

The total energy was determined by adding the amount of electricity produced by 
the CHP unit and the biomethane sent to the grid. 

The total running cost of the system was determined by calculating the energy 
needed to heat the digesters and heat loss through the digesters walls using the input 
parameters shown in Table 25.1 and equations in [4]. The running costs of the CHP 
and BUUs were determined by multiplying the energy produced from those systems 
with the cost values shown in Table 25.2.

25.5 Results and Discussion 

25.5.1 Validating ADM1 with Measured Data 

Figure 25.2 shows a comparison between the predicted and measured biogas yields 
for October 2020 and September 2021.
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Table 25.2 Values of the input parameters used in the model 

Parameter Definition Units Value References 

CHP (Jenbacher 320 series) 

ηelec Electrical efficiency % 41.2 GE Power and Water [8] 

ηthermal Thermal efficiency % 41 GE Power and Water [8] 

Cost_chp Cost to maintain CHP unit $/MWh 10 Burgis [6] 

Airliquide biogas upgrading unit (BUU) and grid connection 

η Methane recovery efficiency % 98.5 Air Liquide [1] 

ṁ Maximum throughout m3/h 1800 Case study data 

Cost_bmt Cost to upgrade biogas $/MWh 6.9 Iea [12] 

Overall plant 

C_elc Electricity cost $/kWh 0.21 Gov.uk [9]

(a) (b) 

Fig. 25.2 Predicted biogas yield versus measured for the months of October 2020 and September 
2021 

It can be seen that a good agreement exists between predicted and measured biogas 
yields for both months hence, this model can be used in the optimisation study to 
predict biogas yields. The small discrepancy between the results can be improved 
by characterising the feedstock used in this case study plant instead of using generic 
sludge ADM1 coefficients found in literature. 

25.5.2 Current Versus Optimised System 

Figure 25.3 shows the substrate feeding rates for each of the digesters 1–8 in the 
current and optimised system.
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(a) (b) 

(c) (d) 

Fig. 25.3 Substrate feeding rate for each of the digesters 1–4 and 5–8 in the current (a, c) and  
optimised system (b, d), respectively 

At present, the substrate feeding rate for each of the digesters 1–3 and 5–8 
are approximately similar to each other. However, the optimiser suggests different 
feeding rates for each of the digesters based on their maximum allowable capacity. 
This results in higher and more consistent daily sludge volumes through the plant 
and allows for more stable operation (Fig. 25.4a, b). Furthermore, optimising sludge 
volumes for each of the digesters based on their capacity allows them to perform 
at their optimal capacity, increases their lifetime and reduces their operation and 
maintenance costs.

Figure 25.4 shows the overall substrate feeding rate and biogas produced from 
the system and the amount of electricity and biomethane produced along with the 
running costs of the plant, for the current and optimised system.
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(a) (b) 

(c) (d) 

Fig. 25.4 Electricity and biomethane produced and the running cost of current (a) and optimised 
(b) AD system

Electricity from the CHP is the predominant downstream pathway for biogas in the 
current system however, this causes the running cost of the plant to be inconsistent and 
higher throughout the month. The optimiser suggests to produce more biomethane 
as that results is an overall higher energy from the plant and lower running costs. 
More consistent and higher sludge volumes are now also processed through the 
plant and this allows the system performance to be more consistent and predictable. 
Table 25.3 shows the percentage change in the value of the objective functions, 
for September 2021, after implementing the multi-objective optimisation approach. 
The amount of sludge processed through the plant and overall energy output have 
increased by 17.7% and 3.0%, respectively. The running cost of the plant has reduced 
by 6.2%. These are significant improvements in system performance achieved by 
making minor modifications to the plant such as optimising the sludge feeding rates 
for each of the digesters and the ratio of biogas sent between the CHP and BUU.
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Table 25.3 Change in the 
values of the objective 
functions after applying the 
multi-objective optimisation 
approach 

Objective function 

Scenario 
(September 
2021) 

Max. total 
flowrate (m3) 

Max. total 
energy (MWh) 

Min. cost ($) 

Original 22,869.3 1113.3 21,567.6 

Optimised 27,779.3 1147.0 20,232.3 

% Change ↑ 17.7% ↑ 3.0% ↓ 6.2% 

25.6 Conclusion and Further Work 

Results from this optimisation study show that higher and more consistent sludge 
volumes can now be processed through the case study AD plant. This will meet 
the current challenge of having to process large volumes of sludge through the 
wastewater AD plant, while keeping the running costs low. By implementing the 
multi-objective optimisation approach, the total sludge volumes processed through 
the plant increased by 17.7% and the energy costs reduced by 6.2%. The ratio of 
biogas converted to electricity and biomethane was also optimised so that higher 
overall energy can be achieved from the plant. 

The optimiser can be extended to determine whether sending biomethane to the 
grid is the most optimal choice or would another end use of biomethane be more 
suitable. The environmental performance of the plant can also be added as an objec-
tive function in the optimisation study so that any biogas flaring and greenhouse 
gas (GHG) emissions from the plant can be taken into account. Results from the 
optimisation study can be communicated back to case study partners so that their 
suggestions and feedback can be incorporated into the model to further optimise the 
system’s performance. 

Acknowledgements This project has received funding from the European Union’s Horizon 2020 
research and innovation programme under the Marie Skłodowska-Curie grant agreement No 801604. 

References 

1. Air Liquide, Biogas upgrading (2021) 
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Chapter 26 
Energy Demand Reduction in Data 
Centres Using Computational Fluid 
Dynamics 

R. Sethuramalingam, Abhishek Asthana, S. Xygkaki, K. Liu, J. Eduardo, 
S. Wilson, and C. Bater 

Abstract A data centre is a facility where it hosts the server systems, computer 
systems, and its associated components such as cooling units, redundancy power 
supplies and power storage systems. Data centres are a very energy-demanding sector. 
Data Centre Dynamics magazine forecasts that by 2025, Data Centres will consume 
more than 2% of the global electricity supply. Due to this forecast, it is become 
vital to reduce the energy consumption in the data centre industry. On average, data 
centres use 30–50% of their total energy supply on mechanical cooling to cool their 
IT equipment. However, many of them still have difficulties with high-temperature 
regions such as hot spots in the server data hall which contributes to server down-
time. Along with this, the power densities of the data centres are on the rise as the 
telecommunication industry at exponential growth over the years. This inefficiency 
in the temperature distribution can be resolved through advanced computational fluid 
dynamics software. It also becomes essential to expand the use of CFD (computa-
tional fluid dynamics) into key sections of Data Centre design, to reduce thermal 
inefficiencies. It is necessary to identify the potential issues at the initial stages to 
deliver efficient solutions which will work at a low Power Usage Effectiveness (PUE), 
to future-proof data centre facilities. This paper outlines the importance of a compu-
tational fluid dynamics (CFD) analysis in the data centre design. The mock-up data 
centre internal and external models are analysed in 6Sigma Software. The various 
parameters were investigated to optimise the energy performance of the infrastruc-
ture. The results also provided the analysis of the data hall with detailed rack inlet 
and 3D modelling of the data hall, external simulations with chillers and generators 
inlet temperatures highlighting trouble areas. Additional to this, Water cooled, and 
Air-cooled chiller performance comparison also studied and concluded that Water 
cooled chiller performance well than Air cooled chiller. Having the data hall air
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supply temperature 27 °C than 24 °C, has improved the energy efficiency in the data 
centre. The model developed in this study can be used as a benchmark study for the 
present and future thermal optimization of data centres. 

Keywords Computational fluid dynamics · Data centre cooling · 6Sigma ·
k-epsilon RANS model · Internal modelling · External modelling 

26.1 Introduction 

The rapid increase in the number of internet users in recent years has demanded very 
high heat density servers. Data centres are a very energy-intensive sector with rapid 
developments in the 5G and AI (Artificial Intelligence). The number of internet users 
will increase from 3.6 million to 5 billion between 2018 to 2025 respectively [1]. 
In 2018, data centres’ electricity consumption has reached 1% of global electricity 
demand [2]. During pandemic conditions, the data centres industry has seen rapid 
growth in its IT loads due to digitalization. Energy consumption in data centres is 
expected to rise by 15–20% each year [3]. Cooling of the IT equipment demands 
substantial power as 40% of the total power consumption in the data centres is 
from the cooing equipment. Also, the high demand for cloud-based data centres and 
High-Power Computers (HPSs) is leading to an increase in the cooling demand. 

Traditionally all data centres are air cooled where they use the hot/cold contain-
ment systems to decrease the air circulation, reducing hot–cold air mixing and 
removing thermal inefficiencies. However, these energy-efficient design solutions 
are not alone enough to make the data centre very efficient. An in-depth analysis of 
thermal distribution is needed to avoid any downtime and to make the design flaw-
less. CFD analysis method could be used to identify any flaws in the design in the 
early development stage. Therefore, this study will investigate reducing the cooling 
energy demand in the data centre by using external and internal CFD Simulations. 

Simulation of internal and external thermal conditions in a data centre by using 
the CFD has become a very thriving research area in recent years. Swift development 
in the computational power and accuracy in the numerical models in the last decade 
made CFD a more viable and reliable option to understand the flow behaviour in the 
data centre. 6Sigma CFD models are important in the data centre industry because 
of their flexibility due to their specific features that are specifically designed for 
data centre sectors [4]. Commercial CFD solver software is proven to be accurate 
in data centre thermal modelling. Cho et al. [5] studied a series of simulations for 
various design options using commercial software to investigate thermal perfor-
mance in data centres. Similarly, Nada and Said [6] analysed the importance of the 
CRAC (Computer Room Airconditioned Unit) layout for the high heat density data 
centre and found that placing the CRACs perpendicular to the data hall containment 
improved the thermal performance of the data hall.
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So, the aim of this study is to develop a design of an external and internal layout 
of the data centre with a focus on enhancing their thermal performance that changes 
the dynamics of data centre cooling to energy savings. Therefore, the main objective 
is to accurately model the data centre and enhance the thermal distribution. Finally, 
evaluate the energy performance in the data centre. 

26.2 Models 

Internal computational fluid dynamics (CFD) studies have been conducted for the 
server data hall room. These studies are intended to determine the flow direction of 
air and assess the intake air temperature at the electrical equipment and the average 
temperature of the IT cabinet data hall room. The capability of the cooling system 
to deliver the required cooling capacity within the temperature tolerance under both 
normal operation and failure scenarios has also been assessed. The CFD simulations 
have been conducted using 6SigmaRoom R15 software to build the 3D geometry of 
the IT data hall room. All structural obstructions such as columns and beams have 
been included in the 3D CFD model. Figure 26.1 illustrates the 3D model of the data 
hall. 

Along with this, A computational fluid dynamics (CFD) external study was 
conducted for the data centre, to investigate the potential uplift in supply air temper-
ature for the chillers on the roof. The principal concern is the risk of cooling unit’s 
derating due to warm air entering from the neighbouring cooling units (normal oper-
ation) exhaust vents and generator exhaust flues (emergency operation). Figure 26.2 
illustrates the 3D model layout for the roof of the data centre which includes the 
generators and chillers. The local microclimate was evaluated based on historical 
meteorological data from the NOAA (National Oceanic and Atmospheric Admin-
istration) weather website [7]. The meteorological data, which was associated with

Fig. 26.1 Internal design of data hall 
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Fig. 26.2 External design of data centre roof with chillers and generators 

the hourly wind speeds recorded over a 20-year period between 2001 and 2020, were 
analysed., the maximum recorded dry-bulb temperature in the area is 39.1 °C in a 
20-year period. Following the wind analysis, a temperature analysis was conducted 
for the 20-year period (2001–2020). As per the analysis, the dominant wind of 7 m/s 
from the SW direction was chosen for this study. Additional to this, the key properties 
that need to be considered in the energy-efficient data centre design are the cooling 
load and total facility load. For this application, the total IT load (Each rack 8.33 kW 
heat load) and cooling load are assumed as 96 MW IT data centre and chiller load 
112.32 MW for this study. 

26.3 Theory 

The airflow, temperature and pressure differences were governed by the following 
continuity, momentum and energy conservation equations including buoyancy 
effects. The solver breaks down the Navier stokes equation as Reynolds averaged 
Navier stoked equations to solve simulations within the realistic time scale and with 
less computational power [8]. A comprehensive description of the RANS model equa-
tions is expressed in Eqs. (26.1–26.4). 6Sigma uses the K-epsilon RANS Turbulence 
model to simulate the flow characteristics. 

Continuity equations: 

di  vU = 0 (26.1)
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Momentum equation for the RANS model: 

∂ 
∂t 

(U ) + di  v(UU ) = 
1 

ρ 
di  v(σ − ρu′u′) + 

1 

ρ 
S (26.2) 

where 

σ = −P I  + μ
(
grad

(
U

) + grad
(
U T

))
(26.3) 

U—Average velocity vector, σ —Average stress tensor, u′—Velocity fluctional 
vector, S—additional momentum source and energy term for the RANS can be 
expressed as below: 

∂T 
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vr 

Prr
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gradT
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ρCp 
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T—Temperature, V—Dynamic Viscosity, Pr—Prandtl Number, SQ—energy source. 
Table 26.1 illustrates the boundary conditions and assumptions made in the 

6Sigma Solver. 
The simulations are not conducted on transient simulation and along with this 

simulation has not considered the solar gain on the roof of the building.

Table 26.1 Boundary conditions and assumptions 

Boundary conditions Value/units Boundary 
conditions 

Value/units 

External wind conditions 7 NE/37.5 °C RANS model K-epsilon 

Data hall air supply Ranges between 24 
and 27 °C  

Mesh count internal 6 million 

CRAC redundancy N + 2 Mesh count external 24 million 

Max chiller cooling load 2745 kW Algorithm SIMPLE 

Building orientation N 33° Computational 
time/internal 
simulations 

7 h/HPC Solver 

GE heat rejection loads 2442 kW/through 
exhaust 3034 kW 

Computational 
time/internal 
simulations 

16 h/HPC solver 

CRAC cooling max 
capacity 

450 kW Cabinet heat 
capacity 

8.33 kW 
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26.4 Energy Metric 

The most popular method to calculate energy effectiveness is PUE (power usage 
effectiveness). This method was initially proposed and promoted by Green Grid (a 
non-profit IT organization) [9]. PUE is described as the ratio between the total facility 
power divided by the power required by the IT to operate. Along with PUE, the green 
grid also developed and promoted the DCiE (Data Centre Infrastructure Efficiency) 
which is inverse of the PUE. Equation 26.5 states the description of the PUE. 

PUE = 
T otal Data Centre Facili t y Energy Consumption 

I T Equi pment Energy Consumption 
(26.5) 

26.5 Results and Discussion 

In this section of the article, several results of the internal and external simulations are 
presented along with two various options for the chiller. The proposed sample data 
centre internal and external simulation illustrated vital role of the CFD to enhance 
the thermal performance of the data centre and increase its efficiency. 

Figure 26.3a illustrate results as follows, data hall normal operation at 24.0 °C 
room temperature results showed that average room temperature distribution at 1.0 m 
from the floor level at 25.0 °C, highest data hall cold aisle temperature is—26.0 °C, 
highest averaged IT cabinet inlet temperature is 25.3 °C, maximum IT cabinet inlet 
temperature—26.2 °C, highest return temperature is 35.3 °C and average air velocity 
within cold aisle—1.2 m/s.

To push the data centres further to their thermal limits, the inlet temperature has 
been set to increase, to achieve the most efficient solutions possible. Figure 26.4a 
illustrate results as, data hall normal operation at 27.0 °C showed that average 
room temperature distribution at 1.0 m from floor level at 27.5 °C, highest cold 
aisle temperature is—31.0 °C, highest averaged IT cabinet inlet temperature is— 
28.9 °C, maximum IT cabinet inlet temperature—29.4 °C, highest return temperature 
is 38.2 °C, Average air velocity within cold aisle—0.9 m/s with the highest velocity 
as 3 m/s. Figure 26.4b illustrates ASHRAE standards for the rack inlet temperature 
in a failure scenario, failure scenario simulation results have illustrated that the rack 
inlet temperature has slightly in comparison with CRAC 24.0 °C increased but not 
exceeded the ASHRAE standards. The uplift (27.0 °C) in the inlet rack temperature 
made the data centre more efficient in comparison with the rack inlet temperature of 
24.0 °C.
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Fig. 26.3 a Temperature contour of data hall at 24.0 °C, b ASHRAE temperature limit for data 
hall cabinets at 24.0 °C

Fig. 26.4 a Temperature contour of data hall at 27.0 °C, b ASHRAE temperature limit for data 
hall cabinets at 27.0 °C, c ASHRAE temperature limit for data hall cabinets at 27.0 °C (failure 
scenario–where are 2-cooling units failed) 

Figure 26.5 illustrates the external CFD simulation temperature contour at roof 
level. Following boundary conditions are simplified to analyse the thermal perfor-
mance of the roof design. Velocity: 7 m/s; Wind Direction: NE; Power failure so 
Generator’s Engine so all generators ON; All chillers status: On; the results showed 
that given roof layout design could work under the peak thermal and dominant wind 
conditions along with power failure mode where generator will be running. This has 
given very high confidence on the design work which will work flawlessly under any 
given worst-case conditions. Chart 26.1 presents the analytical calculation of cost
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saving on various inlet conditions along with the Water-Cooled Chiller (WCC) versus 
Air Water Cooled Chiller (ACC) option. Inlet water Temperature under options at 
20.0 °C and 24.0 °C respectively. These results indicated that WCC chillers could 
potentially save money by around e100,000 per annum than ACC chillers. Along 
with this, Table 26.2 illustrates that better PUE also can be also achieved by using 
the WCC chiller as increasing the supply water temperature to the data halls. 

Fig. 26.5 External temperature contour on the roof of the data centre building 
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Chart 26.1 Energy cost in comparison of WCC and ACC
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Table 26.2 PUE comparison Chiller types Water supply 
temperature ( C) 

Annual PUE 

Water cooled chiller 20 1.32 

24 1.28 

Air cooled chiller 20 1.42 

24 1.38 

26.6 Conclusion 

The following conclusions are drawn from this article and future work is to improvise 
the CFD analysis strategies to further improve the energy efficiency of the data centre. 

• High inlet temperature to data hall within the ASHRAE limit potentially improves 
the efficiency. 

• External simulation of the CFD concluded that the design of the data centre roof 
will work flawlessly under peak thermal and wind conditions. 

• 6sigma CFD solver proven to be extremely useful and reliable in simulating the 
data centre CFD scenarios both internally and externally. 

• Finally, this study also found that a water-cooled chiller solution is more efficient 
than air-cooled chillers. 

• As the solver only capable of using K-epsilon model to solve the simulations, more 
RANS model cannot be investigated. Addition to this, solver also not accounted 
the solar gain on the roof. This could be investigated further to model the roof 
behaviour very accurate. 

• As future work of this study, more realistic experimental data will be recorded in 
comparison with the CFD results to evaluate the accuracy of the solver in detail. 
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Chapter 27 
Short Review of Biodiesel Production 
by the Esterification/Transesterification 
of Wastewater Containing Fats Oils 
and Grease (FOGs) 

Rawaz A. Ahmed and Katherine Huddersman 

Abstract Nowadays, the transformation of biomass into valuable chemicals and 
fuels through thermochemical, biochemical or even mixed technologies, is becoming 
increasingly popular and challenging. A promising solution for the near future is 
the substitution of non-renewable fossil fuels with a sustainable liquid feedstock 
for biofuel (biodiesel) production. The cost of conventional biodiesel production is 
higher than that of petroleum-based diesel production since it is produced mostly from 
expensive high-quality virgin oil. Conventionally, commercial biodiesel is produced 
via liquid base-catalyzed transesterification of triglycerides components of oil/fat 
with short-chain alcohols. It is that about 70–80% of the overall biodiesel production 
cost is associated with the cost of raw materials. Brown grease (with free fatty acid 
levels > 15%) is created from rendered trap waste and is known as Fats, Oils, and 
Greases (FOGs), it is a potential source of biodiesel feedstocks and is available at no 
cost. Many researchers are interested in using low-cost high Free Fatty Acid (FFA) 
oils as the feedstock for biodiesel production. This paper reviews the effect of feed-
stock pre-treatment and process parameters on the conversion of FOGs-wastewater 
to biodiesel by esterification-transesterification process. 

Keywords Triglyceride (TGs) · Esterification/transesterification reaction ·Methyl 
ester · Heterogeneous base or acid solid catalyst 

27.1 Introduction 

Sustainable renewable energy production is being intensely disputed worldwide and 
has many alternative energy resources that exist in varied forms and could be used 
to substitute the conventional fossil fuels (Fig. 27.1), because gradually fossil fuel
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resources are declining [1]. One of the promising solutions for the replacement of 
fossil fuels is substitution with a sustainable biomass feedstock for biofuel (espe-
cially biodiesel) production [2]. Biodiesel is a fuel derived from edible and non-
edible biomass oils made by chemically reacting lipids such as animal fat (tallow), 
soybean oil, or some other vegetable oil with an alcohol producing a methyl, ethyl, 
or propyl ester [3, 4]. It is a well-known process involving the transesterification of 
oil via homogeneous base catalysis and commercially it is an established method for 
biodiesel production [5–7]. However, homogeneous base catalysts are very sensitive 
to free fatty acids present in low-quality oil feedstocks, requiring additional acid 
pre-treatment and neutralization steps which not only cause environmental pollution 
but also increase the overall cost of biodiesel production. Encouragingly, solid cata-
lysts can provide a green, efficient, and economical pathway for biodiesel production 
using low-cost oil feedstocks such as waste cooking oil, fats, oils and grease (FOGs) 
in wastewater [8, 9]. Heterogeneous base or acid solid catalysts have been developed 
and successfully applied in esterification and transesterification processes of FFAs 
and triglyceride (TGs) by many researchers [10, 11]. 

This paper focuses on heterogeneous catalysis in the esterification of high free fatty 
acid lipid feedstock from wastewater containing fats, oils and greases (FOGs) and 
their transformation via esterification/transesterification to biodiesel as a promising 
solution to achieve renewable energy in near future. Esterification/transesterification 
of FFAs and TGs to alkyl esters in the presence of an acidic or basic catalyst is a route

Fig. 27.1 Biofuel supply chain from primary resources to end user 
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to improving the use of high FFA-TGs oils (e.g., some animal and vegetable oils) in 
biodiesel production. This work aims to review and understand the parameters that 
affect the conversion of fatty acids reacted with short chain alcohols to achieve better 
biodiesel yields. 

27.2 Esterification-Transesterification Reaction of FOGs 

Biodiesel can be produced by three technologies: 1. Alkaline catalyzed transesteri-
fication (suitable for feedstock with low free fatty acid content); 2. Acid catalyzed 
transesterification/esterification (good for feedstock with high FFA content); and 
3. Transesterification two-step process (good for feedstock with high FFA content) 
[12, 13]. In general, alkaline metal hydroxides or methoxides are very effective cata-
lysts for transesterification. The rate of alkaline catalyzed transesterification is about 
4000 times faster than acid catalyzed transesterification, but its drawback is that FFA 
cannot be converted to ester. The FFAs are only neutralized to fatty soap, which 
further complicates the separation causing an additional loss of biodiesel in the sepa-
ration step. Acid is a good catalyst for both esterification and transesterification, 
however the rate of transesterification over acid catalyst is very much slower than 
that of esterification [5]. This is the reason why some researchers choose the two-step 
process for high FFA feedstock (esterification of FFA with acid catalyst followed by 
alkaline catalyzed transesterification). Total reaction times are still shorter than those 
experienced in the one step acid catalysis. 

Fat/vegetable oil is primarily a triglyceride (glycerol ester of fatty acids), whereas 
biodiesel is the mono-methyl ester of fatty acids. For this reason, biodiesel produc-
tion process is a transesterification (see Scheme 1) process which is carried out by 
substituting glycerol groups by methyl groups in the presence of sodium methoxide 
as catalyst with the glycerol obtained as a side product. It is this trans-esterification 
process which is used often in technology today, but, instead of this single step 
process, sometimes the vegetable oil is hydrolyzed in a first step by, for example, 
enzymatic hydrolysis or water vapor hydrolysis at high temperature and high pres-
sure to free the fatty acids which are then converted to biodiesel by the esterification 
(see Scheme 1) reaction with methyl alcohol. However, this method is not generally 
preferred by industry.

One of the holistic effective ways for FOG management is biodiesel production by 
esterification/transesterification of fats. Since FOGs is rich in lipids, it is suggested 
as a cost-effective feedstock for biodiesel, which overcomes many economic disad-
vantages associated with the utilization of other feedstocks. FOG possesses various 
ranges of lipids and FFAs, with different biodiesel conversion technologies showing 
specificity towards the type of raw material for effective conversion. Thus, not all 
FOG constituents can be effectively converted into biodiesel using a single tech-
nology. For instance, only TGs are highly preferred raw material for conventional 
transesterification to attain the maximum biodiesel yield. However, some sources of
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Or 

Scheme 1 Esterification and transesterification reaction for biodiesel synthesis [12, 13]

FOG may contain up to 90% of FFAs which hinders the transesterification reaction 
[14–17]. 

27.3 Literature Review of Esterification-Transesterification 
Reaction of FOGs 

In this review we mostly focused on conversion of FFAs in fats, oils and grease (FOG) 
of wastewater, very little was known about FOG discharged at household level. To 
address this shortcoming, following a year-long monthly collection of household 
waste, FOG production was calculated at 2.3 kg/year per household, equivalent to 
0.8 kg/year per capita in the United Kingdom, these numbers translate to an annual 
estimated household FOG production of 62,380 tonnes. Physico-chemical character-
ization of household FOG showed promising results for biodiesel production [14]. It 
can be summarized that the use of FOGs for biodiesel production also resolves the 
problems related to their discharge and complex contamination to the environment. 
Unfortunately, as discussed above FOGs normally contain large amounts of free 
fatty acids (FFA), which readily react with alkaline catalysts via saponification, thus 
lowering the biodiesel yield. Usually, a pre-esterification step is carried out to firstly 
convert FFAs to FAME with a homogeneous acid catalyst, and then transesterification 
is performed with alkaline catalyst. However, direct in situ transesterification refers 
to simultaneous conversion of FOG into biodiesel that was recently discussed as an 
alternative route to overcome the two-step conversion (See Fig. 27.2). The simulta-
neous conversion involves the reagents, catalyst and oil mixed directly without prior 
extraction [18, 19].
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Fig. 27.2 In situ esterification and transesterification reaction via acid/base catalyst 

The skipping of the extraction step results in significant reduction in the energy 
consumption and total cost, as well as reduction of physical footprint [20]. Few 
studies have been performed to explore the feasibility of biodiesel production by 
the application of in situ transesterification [21, 22]. For example, the work done by 
Dehghani and Haghighi is shown in Fig. 27.3a, which summarizes the esterification 
and transesterification reaction of FOGs constituents for FAMEs formation. Si/Ce 
was used as a nano-catalyst and enhanced the conversion rate of the waste cooking 
oil into biodiesel significantly (Fig. 27.3b) [15] to about 94.3%, at the end of the 
seventh cycle the biodiesel conversion dropped to 88.7% conversion suggesting that 
the nano-catalyst could be re-used [15]. While, Fig. 27.3b illustrated that biodiesel 
conversion rate is increased extraordinarily as a consequence of Ce introduction into 
support structure. By increasing the Ce amount (decreasing Si/Ce ratio) to Si/Ce ratio 
of 10, the conversion increases steadily but for smaller Si/Ce ratios the conversion 
rate decreases significantly. So, among the synthesized catalysts, the best catalyst for 
biodiesel production is Mg/CeMCM-41 (Si/Ce = 10), with conversion percentage of 
94.3%. According to an early investigation conducted by Tu et al. [22], the optimum 
operating conditions for in situ transesterification of FOG were 20% H2SO4 and 10:1 
methanol: FOG at 65 °C for 7 h, whereby 85.43% of FOG in the raw sewer grease 
was converted to biodiesel.

In addition, Abbaszaadeh et al. [16] estimated the effectiveness of the thermally 
induced simultaneous esterification/transesterification of FOG samples to FAMEs 
through typical homogeneous acid (e.g., H2SO4) catalyzed reactions. Conventional 
H2SO4 catalyzed reaction produced FAMEs with 27.7% (from FOG-high) and 9.2%
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Fig. 27.3 The esterification and transesterification reaction for fat, oil, and grease (FOG) conversion 
into biodiesel (a) and conversion efficiency of yellow grease into biodiesel using different molar 
ratios of Si/Ce (0, 5, 10, 25, and 50) (b) [15]

(from FOG-low) yields. These results indicated that it was difficult to convert the 
FOG to FAMEs by the conventional catalyzed methods [16]. Lee et al. also reported 
the thermally induced esterification/transesterification reaction at 340 °C for samples 
derived from FOG-high and FOG-low sources by conventional synthesis of FAMEs 
over an acidic homogeneous H2SO4 catalyst. The highest total FAME yield for 
FOG-high reached 83.4% at 380 °C at a methanol/feedstock ratio of 20 and H2SO4 

to feedstock molar ratio was 1.3. A further increase in temperature from 380 to 390 °C 
led to a decrease in the yield from 83.4 to 78.7%. In contrast the highest FAME yield 
for FOG-low was 74.1% at 350 °C at the same methanol/feedstock ratio of 20. Again, 
an increase in temperature from 350 to 390 °C led to a decrease in the yield from 74.1 
to 59.3%. They suggested that only 83.4% of the initial masses of FOG-high and 
74.1% of FOG-low could be converted into FAMEs. FOG-high contains lipids (85.2 
wt.%), FFAs (11.6 wt.%), and impurities (3.2 wt.%), and FOG-low contains lipids (76 
wt.%), FFAs (9.9 wt.%), and impurities (14.1 wt.%). Impurities are not converted 
into FAMEs, meaning that they remain after the thermally induced simultaneous 
esterification/transesterification process. Taking into account the number of impuri-
ties in the feedstock, the total FAME yield from FOG-high and FOG-low would be 
86.2% and 86.3%, respectively. Their observation suggested that thermally induced 
FAME production can be achieved via a single step by combining esterification and 
transesterification without removing impurities in FOGs [18].
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The high lipid content contained in waste spent coffee grounds (SCG) was 
converted to biodiesel through an in-situ transesterification method by Tarigan et al. 
[3]. A new approach reactive extraction soxhlet (RES) method of simultaneously 
extracting and converting lipid from wet SCG biomass to biodiesel in a single-step 
process at a mild reaction temperature and short reaction time was proposed. Homo-
geneous sulphuric acid or sodium hydroxide with a concentration of 0.75 M were 
used as catalysts. The FA to FAME conversion efficiency was more than 90% using 
sodium hydroxide in methanol with hexane as co-solvent and a ratio of 1:2, and 
30-min reaction time. The FA extraction efficiencies averaged 58.1 mol% ranging 
from 48.6 to 78.1 mol% [3]. The new approach of situ transesterification of wet 
SCG using RES method resulted in lower energy consumption and reaction time 
compared to the two-step method which requires a separate extraction and transes-
terification process [3]. In addition, Suryani et al. [23] developed an in-situ biodiesel 
transesterification production process using the residual oil from spent bleaching 
earth (SBE). The stirring speeds applied were 650 rpm and 730 rpm, and the reaction 
time varied from 60, 90 and 120 min. The combination of 730 rpm stirring speed 
for 90 min transesterification resulted in the best biodiesel characteristics with the 
yield of 85%, a specific energy of 6738 kJ/kg and a heater efficiency of 48% [23]. 
Endalew et al. [24] investigated mixtures of solid base (CaO and Li-CaO) and acid 
((Fe2(SO4)3) heterogeneous catalyst for single-step simultaneous esterification and 
transesterification of high content free fatty acid (FFA) containing Jatropha curcas 
oil (JCO). 

The reaction conditions used were: 60 °C reaction temperature, 3 h of reaction 
time, 6:1 molar-based alcohol to oil ratio, 5 wt.% catalyst (based on the amount 
of oil) and an agitation speed of 300 revolutions per min (rpm). Adjusting the 
CaO:Fe2(SO4)3 weight ratio to 3:1, the FAME yield was 93.37%, while for the Li-
CaO catalyst gave a FAME yield of 96% with the same ratio [24]. Mixture of solid 
base catalysts (CaO and Li-CaO) and solid acid catalyst (Fe2(SO4)3) were found to 
give complete conversion to biodiesel in a single-step simultaneous esterification and 
transesterification process. Later, a new method for waste grease extraction (WGE) 
was developed, where yellow grease was mixed with raw sewer grease (3.15:1, w/w) 
at 70 °C for 240 min [25]. During the process, 100% of the FOG in the sewer grease 
was dissolved/extracted into the liquid yellow grease phase, which separated into 
two phases with the upper layer containing the FOG (see Fig. 27.4). This extraction 
method resulted in FFAs content increasing from 2.68 wt.% in the yellow grease to 
8.48 wt.% in the extracted FOG, which can be converted directly into biodiesel by 
in situ transesterification. Using WGE for in situ conversion of FOG into biodiesel 
has several advantages comparing to the conventional methods. WGE avoids the 
drying of raw sewer grease that is necessary for many other conversion techniques 
including in situ transesterification. In addition, using yellow grease for WGE is 
cost-effective when compared with other techniques used for FOG separation from 
sewer grease, such as centrifugation. In situ transesterification contains fewer steps 
compared to other conversion methods and can achieve satisfactory results with 
FFAs-rich feedstocks. Therefore, it might reduce the complexity and capital invest-
ment of FOG conversion. However, methanol and H2SO4 inputs are significantly
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higher for in situ transesterification due to mass transfer limits, even though most 
of the methanol is recovered after conversion. Therefore, future research is needed 
in order to improve WGE and in situ transesterification through enhancement of 
extraction and conversion rates, respectively [25]. 

Moreover, Harvianto and Ulfasha [26] firstly performed the esterification (pre-
treatment) using a volume ratio of methanol:FOG ratio of 0.09, at 70 °C for 180 min 
with 1.2 ml of 98% H2SO4 (10 wt.% of FFA). The amount of conversion in the 
esterification reaction was shown by the acid value at the end of the reaction. The 
lower the acid value the greater the conversion with the authors achieving a low 
value of 0.68 mg KOH/g acid. This was then followed by the transesterification 
reaction which was carried out with a methanol: FOG ratio of 0.26(v/v) at 70 °C 
for 30 min with 2.55 g of KOH catalyst [26]. The current study proposed a new 
approach for biodiesel synthesis from wet spent coffee grounds (SCGs) using 1,8-
diazabicyclo [5.4.0] undec-7-ene (DBU) as both a green solvent and catalyst. The 
maximum biodiesel yield was 97.18%, with reaction condition a methanol amount 
of 6.25 mL/g of wet SCGs, DBU amount of 14.46 mL/g of wet SCGs, temperature 
of 60.2 °C, and reaction time of 28.65 min through response surface methodology

Fig. 27.4 Solvent-free extraction of waste grease for separation of fat, oil, and grease (FOG) from 
sewer system 
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(RSM) [27]. Author reported that DBU-catalyzed direct transesterification could be 
an economically feasible method for biodiesel synthesis from SCGs. This is due to 
reusability of DBU for 10 cycles at a lower temperature (60.2 °C) than does the 
conventional process (95 °C) [28]. 

Furthermore, this process is eco-friendly because it eliminates the use of harmful 
solvents and catalyst. Furthermore, an extensive literature review has been carried 
out in order to assess the advantages and disadvantages of the different methodolo-
gies in biodiesel production via catalytic esterification and transesterification (see 
Table 27.1). A summary of work performed so far shows that catalyst structure, 
morphology, texture, optimization and reaction parameters such as temperature, cata-
lyst concentration, reaction time, alcohol to substrate molar ratio, type of alcohol have 
a significant influence on catalytic activity in biodiesel production. Despite a large 
number of studies carried out on the heterogeneous solid acid or base catalytic esteri-
fication/transesterification, there are still a number of drawbacks that hinder industrial 
application. Therefore, there is a need to develop cheaper more efficient solid base 
catalysts that are less energy demanding in terms of their process conditions and that 
have optimal lifetime stability.

27.4 Conclusions 

This review has shown that the esterification/transesterification of high FFAs-lipid 
feedstocks from wastewater containing FOGs is a possible alternative route to 
biodiesel production as a renewable energy. Based on this literature review, a number 
of studies have been done on the esterification/transesterifications of FFAs and their 
transformation into fatty acid methyl esters (FAMEs) which is the main constituent of 
biodiesel. The yield of biodiesel depends on a number of parameters; such as catalyst 
concentration, catalyst type, and molar ratio of reactants, reaction temperature, and 
reaction time and optimization of these reaction conditions. The optimal temperature 
ranged between 60 and 70 °C, depending on the amount of free fatty acids that the oil 
contains and the molar ratio of alcohol to feedstock should be increased to between 
6:1 up to 20:1 with the use of an acidic catalyst with concentration about 6 wt.% up to 
10 wt.% for heterogeneous solid acidic catalysts and between 3 to 5%v/v for H2SO4, 
which is the most commonly used catalyst. Therefore, all reaction parameters are 
co-related to each other and all of them have significant influence on the reaction, 
therefore all parameters have to be optimized. 

If heterogeneous acid catalysts could be as efficient in the esterifica-
tion/transesterification of FOGs as it is with fresh oil such as vegetable oil, this 
would motivate its use in industry, even if catalyst production increases some costs 
but, at the same time, decreases the associated costs of catalyst separation and purifi-
cation after the reaction and indeed can enable catalyst re-use. Future steps should 
include an analysis of heterogeneous catalyst usage in the transformation of FOGs 
into a biofuel.
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Chapter 28 
The Use of Photovoltaic Solar Panels 
to Reduce Temperature-Induced Bridge 
Deformations 

Sushmita Borah and Amin Al-Habaibeh 

Abstract Civil infrastructure such as bridges undergo deformations such as 
displacement and strain due to environmental temperature variations. Temperature 
causes deformations equal to or larger than that due to traffic load on bridges. This 
research evaluates whether the deformations due to temperature load on bridges 
can be minimised by incorporating photovoltaic solar panels on the bridge surface. 
The panels can be attached to the bridge truss, piers, and the periphery of the deck 
excluding the pavement, i.e., excluding bridge superstructure elements under direct 
traffic load to avoid wear and tear of the solar panels. The hypothesis is that solar 
panels will generate electricity from solar radiation and the bridge elements under-
neath the panels will experience less temperature load. The truss will experience 
smaller deformations and thereby increasing its lifespan. This hypothesis is tested 
with a laboratory experiment on a bridge truss. A combination of solar panels is 
attached to the surface of an Aluminium truss. The truss is subjected to 1-h heating 
and cooling cycles created using infrared lamps. The truss is monitored with linear 
variable differential transformers and thermocouples. Displacements and surface 
temperature of the truss are recorded. Results have shown a 34.0% reduction in 
displacement due to the installation of solar panels. The temperature of the truss 
has been also reduced by 15–25.6%. This research shows the benefit of integrating 
renewable energy means in infrastructure such as bridges to reduce temperature-
induced structural deformations. Such integration can enhance the bridge lifespan 
along with generating green energy to electrify the bridge or the local area. 
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28.1 Introduction 

Temperature plays an important role in the structural performance of bridges. Bridges 
undergo deformations such as displacement, strain, tilt, crack etc. because of their 
operational loads such as traffic and temperature. Such deformations should be 
minimised to ensure public safety, bridge serviceability, and lower life-cycle main-
tenance cost. Several case studies in real-life bridges demonstrated the impact of 
temperature load on bridges [1]. For example, temperature load caused strains of 
magnitude equal to or larger than static and traffic load on the Yangtze River Bridge 
in Jiangsu, China [2], it induced a 4–8% change in natural frequency in Dowling 
Hall Footbridge in the USA [3]. Besides the normal ambient temperature, extreme 
temperature events pose threats to bridge safety as well. For instance, the Hammer-
smith Bridge in London was closed to traffic in August 2020 due to tiny cracks 
in cast-iron pedestals caused by hot temperatures [4]. The same bridge, which was 
opened to pedestrians and cyclists after the 2020 event, was wrapped in silver insu-
lation foil in July 2022 heatwave to prevent it from overheating [5]. While wrapping 
a bridge in insulation foil is a temporary solution to extreme events, there is a need 
for a long-term sustainable solution to minimise temperature-induced deformations 
in bridges. 

This research investigates if incorporating small-scale photovoltaic (PV) solar 
panels on the bridge surface can reduce temperature-induced deformations. Solar 
cells have been incorporated into road infrastructure for a long time. For example, 
the SolaRoad pilot, a bike lane in Krommenie, Netherlands [6] and the Wattway 
project, a 1-km vehicular road in Normandy village, France [7] integrated solar cells 
in the road pavement. However, these innovative projects did not succeed due to 
excessive wear and tear and unfavourable inclination angle of solar panels [8, 9]. 
The South Korean Bike Highway eliminates these issues by integrating solar panels 
on the elevated shade of a 20-km bike lane running parallel to the highway [10]. The 
elevated panels provide a flexible inclination angle and reduce wear and tear due to 
traffic load. Solar panels have been successfully integrated to power several bridges 
such as Blackfriars Bridge, UK and Kennedy Bridge, Germany. 

Higher public acceptance of solar panels compared to other renewable alternatives 
such as wind turbines, due to reduced human hazards, also encourages the implemen-
tation of solar panels in bridges. This paper evaluates the structural health benefit of 
integrating solar panels on bridges in addition to generating renewable energy. The 
solar panels attached to the bridge surface are expected to utilise solar radiation to 
generate electricity and reduce temperature load on the bridge elements underneath 
the panels. The bridge will undergo smaller deformations and thereby increasing its 
lifespan. The panels are proposed to be installed on exposed bridge surfaces such 
as truss, deck periphery, roof etc. excluding pavement to avoid direct traffic load. 
This hypothesis is tested in the laboratory on a bridge truss. An Aluminium truss is 
equipped with small solar panels and is exposed to 1-h heating and cooling cycles 
of two infrared heaters. The deformation of the truss before and after the installation 
of solar panels is monitored with Linear Variable Differential Transformer (LVDT)
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and strain gauges. Variation of deformations such as displacement and strain before 
and after solar panel installation reflects the effect of the panels. A reduced deforma-
tion will indicate that solar panel installation in strategic locations can improve the 
structural performance of bridges. The next sections describe the methodology and 
results of the laboratory experiments. 

28.2 Methodology 

The solar panels attached to the bridge surface will utilise solar energy to generate 
electricity, creating a shading effect for the bridge underneath. The bridge will 
undergo less deformation due to reduced temperature load, thereby enhancing the 
serviceability and life of the bridge. This hypothesis is tested using experimental 
methods. Figure 28.1 demonstrates the conceptual framework of the experiments. 
Bridges deform due to ambient temperature load throughout their lifetime. These 
bridges are monitored using suitable structural health monitoring (SHM) system 
under two operational conditions: (i) before installation of solar panels and (ii) after 
installation of solar panels. The SHM system measures responses such as displace-
ment, strain, surface temperature, etc. The SHM measurements can be analysed to 
create two outputs: (A) bridge deformation without solar panel installation and (B) 
bridge deformation with solar panel installation. The magnitude of A being greater 
than B will indicate that bridge deformation is reduced after solar panel installation.

28.3 Case Study 

The proposed concept is examined in the laboratory with a series of experiments. 
A test rig is designed to test the effect of solar panels on bridge deformations due 
to temperature load. This section briefs the experimental setup and enumerates the 
results. 

28.3.1 Description of the Test 

Figure 28.2 shows an Aluminium truss equipped with an SHM system and solar 
panels. The SHM system consists of Linear Variable Differential Transformers 
(LVDT) and thermocouples to measure displacement and temperature. The truss 
is painted black. Details of the both end pinned truss are provided elsewhere [11]. 
The truss is exposed to cyclic heating and cooling cycles using two infrared heaters. 
Figure 28.3 shows the location of the solar panels and sensors (L: LVDT and T: 
Thermocouple) on the truss.
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Measure bridge deformations with 
SHM sensors 

Output B: Bridge deformation 
with solar panel due to 

temperature load 

Output A: Bridge deformation 
without solar panel due to 

temperature load 

Compare A & B 

If A>B : 
- Solar panel has 

reduced bridge 
deformations 

If A = B:
- Solar panel has no 

effect on bridge 
deformations 

If A<B: 
- Solar panels may not have 

effect on bridge deformation, 
- Investigate reasons of increased 

deformation 

Bridge without solar 
panels 

Bridge with solar 
panels 

A B 

Fig. 28.1 Conceptual framework of the experiment

The solar panels are 55 mm × 70 mm in size and have a typical power output 
of 0.5W. Experiments are carried out in three stages: E1: truss is not equipped with 
solar panels, E2: truss is equipped with a limited number of solar panels (Fig. 28.3a) 
and E3: truss is equipped with more solar panels (Fig. 28.3b). The number of panels 
is increased in stages (E2 and E3) to see the effect of increased panelling on bridge 
deformations. E1, E2 and E3 were carried out on three different days with heaters 
placed approximately 1 m away from the truss.
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Heater 1 

Heater 2 

LVDT 
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panels 

Fig. 28.2 Test rig set-up 
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Fig. 28.3 Layout of the SHM sensors and solar panels, (a) in E2, limited solar panels and (b) in  
E3, all solar panels. (Symbol T# thermocouple number and L# LVDT number)

28.3.2 Results and Discussion 

The three events, i.e., E1, E2 and E3 are carried out with 1 h of heating and an 
average 1 h of cooling cycle, except in E3 where the intermediate cooling cycle 
was 2 h long. Constant supervision is needed when heaters are turned ON to ensure 
health and safety requirements. The cooling cycles are performed without constant
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supervision as the heaters are turned OFF. The longer cooling cycle in E3 is caused 
by the unavailability of the supervisor to monitor the heating cycle after 1 h. Such 
irregular durations are also seen in the real-world where daily daylight and night 
durations are not identical. The LVDTs and thermocouples measured displacement 
and temperature without much noise (see Fig. 28.4). A summary of the temperature 
and displacement range due to the temperature cycles is listed in Table 28.1. The peaks 
reported here are the difference between the maximum temperature or displacement 
and the minimum temperature or displacement during the entire experiment duration. 

Figure 28.4 shows the displacement time history of L6 and the temperature history 
of T7 (refer to Fig. 28.3 for sensor location). L6 is towards the left of the bottom 
chord while T7 is at the centre of the bottom chord. The PV panels are concentrated 
around L6 in both E2 and E3. However, the T7 location has a denser network of PV 
panels in E3 than in E2. The base temperature of each location is its mean temperature 
during the hour before the heating is first turned ON. The temperatures reported in 
Fig. 28.4 are normalized by deducting the base temperature from the thermocouple
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Fig. 28.4 Temperature (in blue) and displacement (in red) time history before and after installation 
of solar panels 

Table 28.1 Summary of temperature and displacement change due to solar panel installation 

Event Scenario Number of 
heating cycles 

Peak 
temperature 
range (˚C) 

Peak 
displacement 
range (mm) 

Percentage 
reduction (%) 

E1 No solar panels 4 24.142 0.274 – 

E2 Limited solar 
panels 

2 17.968 0.181 T: 25.6 
d: 33.9 

E3 More solar 
panels 

2 20.523 0.180 T: 15.0 
d: 34.3 
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readings. A clear reduction in surface temperature and displacement of the truss is 
evident because of the shading effect of solar panels. Displacement was reduced by 
33.9% for a 25.6% reduction in temperature in E2. While displacement was reduced 
by 34.3% for a 15.0% reduction in temperature in E3. 

It is interesting to note a similar reduction in displacement in E3 although temper-
ature reduction due to PV panel mounting is less by 10.6% compared to E2. The 
higher temperature gradient in E3 (by 2.56 ˚C) can be attributed to the combined 
effect of (i) human error in the placement of heaters in the exact location and at 
a constant angle in every event, (ii) a slightly longer first heating cycle in E3 (by 
3 min) than E2, (iii) a longer cooling period before the second heating cycle in E3 
than E2, and (iv) due to the reflective surfaces of the solar panels. Nevertheless, the 
displacement range of E2 and E3 are similar despite the higher temperature gradient 
in E3. Structural deformations are caused by the combined effect of all loads in a 
structure rather than a local load at a particular location. Thus, the combined shading 
effect of the extra solar panels in E3 may have caused a similar displacement range 
in E2 and E3. Further, the peak temperature load above the base temperature in E2 
and E3 are comparable (17.66 ˚C and 20.01 ˚C respectively). 

The thermal response of real bridges with mounted PV is expected to be similar 
although not as straightforward as the simplified experiment on the aluminium truss. 
Steel and concrete bridges will have lower temperature gradients than the aluminium 
truss due to the lower coefficient of thermal expansion. Further, the temperature rise 
will be slow in the longer heating and cooling cycles in a day. Yet, the shading of 
the mounted PV panels will reduce the temperature of the surface underneath it and 
thereby reduce the deformation. 

28.4 Conclusion 

This research has investigated the effect of solar panel installation to reduce 
temperature-induced deformations in bridges. Small size solar panels are suggested 
to install as tiling on bridge surfaces excluding the pavement. The shading of panels 
is expected to reduce the bridge surface temperature and thereby reduce temperature-
induced deformations such as displacement. The hypothesis was tested in a laboratory 
aluminium truss equipped with solar panels, LVDT and thermocouples. The truss 
was subjected to artificial heating and cooling cycles. The following conclusions can 
be drawn from the results:

• The temperature of the truss was reduced by 15–25.6% near midspan after the 
installation of the solar panels.

• The displacement of the truss was reduced by around 34.0% in experimental 
events E2 and E3 after solar panels installation.

• Variation in displacement was found to be similar when the number of solar 
panels is increased on the surface of the truss. Whereas the temperature gradient 
increased by 2.56 ˚C when the number of panels are increased. This oddness could
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be related to experimental error, non-identical setup of the experiment events or 
caused by the reflective surfaces of the solar panels. This will be investigated 
further in future work. 

The results show the promising potential of solar panel installation to improve 
the structural health of bridges. This is encouraging to promote more solar panel 
integration in civil infrastructures. Installing solar panels will enhance the lifespan 
of bridges and infrastructures due to the reduction in thermal stresses due to solar 
heating and at the same time provide renewable energy to be utilised in the urban 
environment. 
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Chapter 29 
Exploring Windows Opening Behaviour 
of Occupants of Residential Buildings 
Using Artificial Intelligence 

Sherna Salim and Amin Al-Habaibeh 

Abstract The residential sector contributes significantly to the overall energy 
consumption in the UK. Occupant’s behaviour is a major factor that sometimes could 
be overlooked when considering energy efficiency of buildings. Although building 
simulations play a major role in the design of energy efficient buildings, signifi-
cant discrepancies have been seen between the actual and predicted energy values in 
simulation models. This is because simulation does not consider occupant behaviour 
in many cases or finds it difficult to present such behaviour. This study attempts to 
investigate the reason behind occupant’s behaviour of windows opening; to analyse 
the collected data, to understand the occurrences that lead to an occupant opening 
window in a residential building. In this paper, data were collected from a selected 
house in Nottingham. Data were experimentally collected in peak winter of 2020, 
from end of Nov/20 to March/21 during Covid-19 pandemic. Sensors were fitted to 
measure radiator temperature, room temperature, room humidity and near-window 
temperature both upstairs and downstairs. Outdoor ambient temperature for the same 
period was also collected. Stochastic models were implemented with datasets with 
window opening behaviour as response. The input parameters to the model were the 
radiator temperature, room temperature, outside ambient temperature, and time. The 
predicated output was the window status (open/close). The prognostic precision of 
the suggested model was verified by testing the models with the rest of the collected 
data. The predicted values were compared with the actual measured values. The 
results show a strong prediction with success rate of 76.2%. The findings from this 
investigation have been found to be able to identify the factors that contribute to the 
‘performance gap’ in energy efficiency of a building. 
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29.1 Introduction 

Under the Paris Agreement, the UK government has committed to net-zero carbon 
emissions by 2050. But steps need to be taken in order to reach this target [1, 2]. 
The Committee on climate Change (CCC), an advisory board to the government of 
the UK suggests that although UK is progressing well, further steps will need to 
be taken at the earliest for this target to be met. According to CCC, of the UK’s 
greenhouse-gas emissions, the residential housing accounts for about 14% [3]. The 
net zero strategy updated in October 2021 mentions insulation only once [4]. The 
government also scrapped its Green Homes Grant scheme [5]. One reason for this 
might be because of the data from the latest English Housing Survey; according to 
which in 2019, 7% of residents dwelling in residential homes reported that at least 
one part of their home got uncomfortably hot. Of these, 11% lived in homes built 
in 2003 or later [6]. This overheating invariably leads to window opening behaviour 
which in turn contributes to the stochastic nature of energy usage in buildings. 

The International Energy Agency (IEA) is an organisation of 26 countries around 
the world, that came together to shape energy policies for a secure and sustainable 
future. The IEA project Energy in Buildings and Communities (EBC) is a collabo-
rative research and development project among the member countries. Annex 53 of 
EBC, employed an interdisciplinary approach, integrating building science, archi-
tectural engineering, computer modelling and simulation, and social and behavioural 
science to develop and apply methods to analyse and evaluate the real energy use in 
buildings considering the six influencing factors namely climate, building envelope, 
building services and energy systems, building operation and maintenance, occu-
pants’ activities and behaviour, and indoor environmental quality and found that 
better prediction of building and energy- related behaviour may result in benefits 
for energy savings, cost saving and better thermal comfort of occupants [7]. Pilk-
ington et al. [8] examined how occupant behaviour affected the energy efficiency of 
six passive solar homes with sunrooms and discovered that space heating demand 
varied by a factor of 14 between homes, with evidence suggesting that it may vary by 
a factor of up to 45. The energy demand varied with different locations, ranging from 
96 to 171 kWh/m2/year, according to Jang and Kang’s study of individual apartments 
in a high-rise building. They created a model integrating and implementing the unit 
specific consumption variation [9]. When Van den Brom et al. [10] compared the 
average energy consumption of 1.4 million Dutch households living in social housing 
with theoretical values, one of their conclusions was that rehabilitated buildings did 
not perform as well in practise as predicted. The study by Yan et al. [11] suggests 
that occupant behaviour significantly affects the energy performance of buildings and 
emphasises the need to include OB representation in building simulation models for 
more accurate findings. Delzendeh et al. [12] studied the literature to find gaps in the 
evaluation of energy demand and its utilisation in buildings and observed an alarming 
EPG, with a variance of up to 300%. In their analysis of the existence and size of the



29 Exploring Windows Opening Behaviour of Occupants of Residential … 313

energy gap in residential buildings in Switzerland, Cozza et al. [13] found that while 
buildings with high energy ratings (A and B) consumed more energy than expected, 
those with low energy ratings (Energy ratings C to G) consumed less energy than 
expected. 

Accurate evaluation of energy-related occupant’s behaviour is a key factor for 
bridging the gap between predicted and actual energy performance of buildings [14]. 
One of the key energy-related human behaviours is window control behaviour that 
has been modelled by different probabilistic modelling approaches. Identifying the 
factors that impact residential energy consumption is a key factor to be consid-
ered when designing of models and in the implementation of policies for energy 
efficiency. To analyse this, both the contextual and behavioural factors should be 
considered. Contextual factors include the local climate, building characteristics; and 
the behavioural factors include the user demography, their behavioural differences 
and energy usage pattern. Esmaeilimoakher et al. [15] conducted a survey which 
collected information about several building and occupant related factors, including 
floor area, household size, household income in Perth, West Australia. Perth is warm 
throughout the year with temperatures ranging in between 15 and 30 °C during 
most of the year. The survey showed that floor area, household size, and income 
were significant factors affecting energy consumption, rather than window opening 
behaviour. This might be because the survey did not include any temperature data or 
windows opening behavioural data, and because it is a warm country where heating 
was not a factor contributing to high energy consumption. Since the last decade, 
building energy performance simulation models have been seen to consider occu-
pant behaviour by including stochastic models of occupant behaviour in relation 
to energy efficiency of buildings [16–19]. However, validation of these models has 
been sporadic. Developed models must be validated with similar but not the same 
data, and the results analysed to understand the usability of a model. Haldi et al. [16] 
compared simulated model values to actual values to get an estimate of the forecast 
realism. They proposed a new procedure called ‘validation by simulating’ wherein 
the combined predictive accuracy of two existing behavioural models of window 
opening and thermostat adjustments were estimated and compared to actual values 
taken in sensors fitted in apartments in Copenhagen, Denmark. Data were collected 
for two months and compared with data from a simulated model of the same building. 
Building energy performance simulations (BEPS) IDA ICE tool was used for simu-
lation. It was found that although the predicted and actual values were in the same 
range, the model was unable to predict the actual indoor environmental conditions, 
which meant the model needed to be improved. For the above discussion, further 
research is still needed in relation to windows opening behaviour and the effect on 
energy consumption and the behavioural prediction using artificial intelligence.
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29.2 Methodology 

To monitor windows opening behaviour of occupants and to understand its relation 
to house heating and thereby energy efficiency, data were collected in peak winter of 
2020, from end of Nov/20 to March/21 in social housing in Nottingham. This report 
analyses data collected in one of the three considered houses. Data in this house was 
collected between Nov 27 and Dec 17, 2020. 

Sensors are fitted near windows in the dining room, the radiator in the dining room 
and in the hall to monitor the downstairs window temperature and humidity, downstair 
radiator temperature and downstairs room temperature and humidity respectively. In 
total, six sensors were fitted, and data samples were collected every minute, see 
Fig. 29.1. The sensors used were temperature and humidity data loggers Omega 
OM-CP-RATemp101A. Temperature is measured in degree Celsius. For this study, 
the humidity measurement is not considered. 

House A is an end-of-terrace house, floor plan shown in Fig. 29.1. It has two 
floors, downstairs consisting of the kitchen, a w/c and an open dining/sitting room 
layout, and the upstairs consists of a landing, three bedrooms and a bathroom. The 
external wall was insulated 8 years ago and since then the residents feel considerable 
improvement in the heat retention property of the house. However, they tend to open 
the windows more often, for air circulation, even though they have vents, which are 
kept open all the time. 

This paper focuses on the analysis of data from the selected house, which is used to 
develop a model which will help to predict the windows opening status and hence the 
factors influencing such decisions. As shown in Fig. 29.2, a block diagram presents 
the developed Artificial Intelligence models to predict the windows status from inputs 
based on outside ambient temperature, time of the day, radiator temperature and room 
temperature.

Fig. 29.1 House 1 layout with location of sensors 



29 Exploring Windows Opening Behaviour of Occupants of Residential … 315

Fig. 29.2 The proposed model to predict windows status from other variables 

Selecting a model involves considering all factors to be considered, and a trade-off 
between specific characteristics of the algorithm like speed, memory usage, trans-
parency etc. The basic structure of a decision tree consists of three basic parts called 
root node containing data, internal nodes (branches), and end nodes (leaves). The 
fundamental idea behind creating a decision tree structure may be summed up as 
asking a series of questions about the data and acting on the results as quickly as 
possible by using the attribute information of the training data. In this manner, the 
decision tree gathers the responses to the inquiries and develops the guidelines for 
making decisions. To classify the data and create the tree structure, questions are 
first asked of the root node, the tree’s initial node. A coarse tree is where the classi-
fication is broad, and the branching is minimum. A fine tree is one where the main 
node or root branches to form several nodes, based on the classification criteria for 
the problem in hand [20, 21]. 

The study aims to understand the window opening behaviour of occupants; to find 
the conditions under which window is opened. Measurements of window opening 
and room temperature, radiator temperature, time of day and outside ambient temper-
ature are taken. In the proposed mode, window status of the downstairs room is the 
‘response’ and the outside ambient temperature, time of the day, downstairs radiator 
temperature and downstairs room temperature are the ‘predictors’. Based on 1 day 
of data (selected randomly) taken for training and testing, ‘Fine decision tree’ was 
found to provide the best solution with 99% accuracy. Hence the fine tree is chosen to 
test the rest of the days data. Support Vector Machine, Logistic Regression, Gaussian 
Naive Bayes are some of the other models tested on the Matlab classification Learner 
app. 

The percentage error of the model is calculated. The total error is the number of 
times the window status (open or closed) is wrongly predicted (see Eq. 29.1). There-
fore, the error is the sum of inequality between the two logical arrays, as shown in 
equation. The percentage error is the total error over the total number of observations 
(Eq. 29.1). In this study, data is collected every minute giving observations of 1440 
per day. 

Error  = ( predicted window status ∼= measured window status) (29.1) 

Percentage error =
∑n 

i=0 Error  

n
× 100 (29.2)
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where n = 1440. 
The average error for the Model A1 to Model A15 is calculated as shown in 

Eq. (29.3) 

Average error Model Ai = 
Model Ai dayi+1 error +  · · ·  +  Model Ai dayn error 

n − i 
(29.3) 

where I is the number of days taken for training and n is the total number of days (n 
= 1440 in this case). 

29.3 Results and Discussion 

Figure 29.3 presents the data of outside ambient temperature, downstairs radiator 
temperature and room ambient temperature, upstairs radiator and room ambient 
temperature, window temperature, (measured using the sensor placed as shown in 
Fig. 29.4) between 1st December and 8th December 2020, as an example of the data 
captured. The other factor considered in this study is the outside ambient tempera-
ture. A daily average value of the nearest met weather station nearest to the location 
is obtained [22]. 

It should be noted that this study focuses on the temperature values and window 
status and does not include other factors that might influence window opening 
behaviour like ventilation type, noise level, security issues etc. Window temperature 
is the raw sensor data obtained to indicate the window status. The window temper-
ature from the sensor is converted into binary values 0 indicating closed widow and 
1 indicating open window (the degree of opening is not considered in this study).
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Fig. 29.3 House 1 sensor values recorded from December 1 to December 8
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Fig. 29.4 Model A1 testing—actual values and predicted values from day 2 to day 16

This is done taking into consideration, the window temperature, outside ambient 
temperature, room temperature and radiator temperature. The degree of opening of 
window is not considered in this study. 

Based on the Block diagram of the proposed machine learning model shown in 
Fig. 29.2, Fine Tree algorithm is used to develop different training and testing models. 

Models A1 to A15 are developed based on the training process presented in Table 
29.1. In Model A1 the available data of House 1 (16 days data) is split as one day 
data set for training and the other 15 days data for testing the model. Hence Model 
Ax, is the Fine Tree algorithm training, where x is the number of training days, and 
the number of testing days will be (16 − x). In this study, weekends and weekdays 
were not considered separately, since the occupants of the house were not working 
and did not have a different pattern of living for weekends/weekdays.

Figure 29.4 shows the graph of actual values and predicted values from day 2 to 
day 16 for Fine Tree Model A1 (training using day 1 and testing using days 2 to 16). 
In Model A1, one day data is taken for training and the remaining 15 days data are 
used for testing the model. In the same way the process is repeated by taking two 
days data for training and 14 days data for testing the model (Model A2); 3 days data 
for training and 13 days data for testing (Model A3) and so on. The percentage error 
between the predicted and actual window opening status is calculated using (1) and 
(2). 

The predicted window status is calculated using the machine learning models. 
Model A1 uses one day data to train and day 2 to day 16 data is used to test the 
performance of the developed model. The results and the difference between the 
actual and predicted data is shown in Fig. 29.5.
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Table 29.1 Models trained 
and tested as part of iteration 
process 

Number of days used Fine Tree Model 
Model AxTraining Testing 

1 day 15 days Model A1 

2 days 14 days Model A2 

3 days 13 days Model A3 

4 days 12 days Model A4 

5 days 11 days Model A5 

6 days 10 days Model A6 

7 days 9 days Model A7 

8 days 8 days Model A8 

9 days 7 days Model A9 

10 days 6 days Model A10 

11 days 5 days Model A11 

12 days 4 days Model A12 

13 days 3 days Model A13 

14 days 2 days Model A14 

15 days 1 day Model A15

Pe
rc

en
ta

ge
 E

rr
or

 (%
) 

Time (Day) Days taken for training 

Days tested with the trained model 

Model A1 Model A2 Model A3 

Model A4 Model A5 Model A6 
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Fine Tree Model (Ax) – Percentage Error Comparison 

Fig. 29.5 Percentage error for Model A1 to Model A15
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Fig. 29.6 Average percentage error for Model A1 to Model A15 (rounded to the nearest integer) 

The testing data is used to validate the developed model. This is done by testing 
the data with the developed model and comparing the result with the actual measured 
value. Model A2 uses 2 days of data to train the model and the developed model is 
tested with the rest of the days (day 3 to day 16), and so on. Figure 29.6 presents the 
training data and the error levels for the test models, Models A1 to A15. 

Model A1 is found to have the lowest percentage prediction error of 23.8%. 
In this case, the proposed model of using temperature of room, radiator, external 
temperature, and time is found useful in predicting the reason for opening or closing 
of windows with 76.2% accuracy. 

29.4 Conclusion 

Temperature data were collected from one house in Nottingham. Data were collected 
in peak winter of 2020, from end of Nov 2020 to March 2021. Sensors were fitted 
to measure radiator temperature, room temperature, room humidity and window 
temperature for both upstairs and downstairs. Outdoor ambient temperature for the 
same period was also collected. Stochastic models were implemented, using machine 
learning of Fine Tree model, with datasets of window opening behaviour as response.



320 S. Salim and A. Al-Habaibeh

The inputs to the model were the radiator temperature, room temperature, outside 
ambient temperature, and time. Results have shown a reasonable prediction capa-
bility of windows opening behaviour, as the output of the model . Results have shown 
that Fine Tree model with 1 day data taken for training had the smallest percentage 
error of 23.8%. Further investigation needs to be undertaken to explore whether the 
presence of humidity plays a role in the window opening behaviour of occupants. 
This is a pilot study to investigate the potential applicability of classification models 
to find the relationship between energy efficiency of a building and windows opening 
behaviour of house occupants. Findings from this investigation can be used to identify 
the factors that contribute to ‘performance gap’ in energy efficiency of a building. 
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Chapter 30 
Performance of Different Optimization 
Solvers for Designing Solar Linear 
Fresnel Reflector Power Generation 
Systems 

M. P. G. Sirimanna, Jonathan D. Nixon, and M. S. Innocente 

Abstract Linear Fresnel Reflector (LFR) is an emerging solar thermal power gener-
ation technology that benefits from a simple and low-cost construction in compar-
ison to more conventional Concentrating Solar thermal Power (CSP) generation 
technologies such as parabolic trough and power tower. Although LFR technology 
presents the drawbacks of lower energy conversion efficiency and higher energy 
cost, these can be offset by optimizing its design. This has not been sufficiently 
addressed due to the complex interactions between solar rays, heat transfer modes, 
and design variables. This work presents a systematic approach to select suitable 
optimization methods for the design of LFR systems. Thus, a mathematical model 
is developed to carry out simultaneous raytracing and thermal simulations aiming to 
provide an estimation of the system’s total conversion efficiency to be maximized. In 
order to compare the performance at solving this problem of a range of optimization 
algorithms with different characteristics, three derivative-based, two derivative-free, 
one population-based, and the simulated annealing methods are used in the numer-
ical experiments. Only one design variable and a simple LFR system with a trape-
zoidal receiver are considered in the first instance. Only those algorithms which are 
successful at solving this simple problem are then tested on the optimal design with 
multiple variables. An exhaustive search is also conducted to check accuracy. Results 
show that pattern search, simulated annealing, and genetic algorithms perform best 
at solving the simulation-based LFR optimal design problem. 
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30.1 Introduction 

With appropriate support, Concentrating Solar thermal Power (CSP) could contribute 
to 9.6% of global electricity from solar power alone by 2050 [1]. CSP has been devel-
oped under four technology categories: Power Tower, Parabolic Trough Collectors, 
Linear Fresnel Reflector (LFR), and Solar Parabolic Dish. Although LFR has shown 
potential low energy costs due to its simple design, its annual conversation efficiency 
is still low (8–10%) compared to the other technologies [2]. Mathematical optimiza-
tion can be used to improve the efficiency of LFR systems and reduce energy costs, 
thus making this technology more attractive. In line with this, efficiency improve-
ments to an existing porotype were achieved in 2015 using an analytical design 
approach [3], although the authors only carried out an optical analysis without opti-
mizing the mirror field design variables. In [4], the geometry of a trapezoidal cavity 
receiver of an LFR plant was designed to minimise heat loss using ray tracing to simu-
late heat flux patterns on the receiver tube. However, they did not conduct a detailed 
analysis of the effect of the mirror field on the receiver. Another optical optimiza-
tion of the arrangement of LFR mirrors was conducted in [5] considering mirror 
width, spacing, and focal length. The authors assumed a flat horizontal receiver and 
suggested including a thermal analysis with a more detailed receiver in future work. 
Barbón et al. [6] studied the lateral variation of solar energy received on an absorber 
of small-scale LFR plants. Their main focus was end loss and reflected light loss, 
which is typically disregarded as they are often negligible in large-scale plants. In 
2017, Abbas et al. [7] addressed the optical design of an LFR considering different 
numbers of mirrors, filling factors, and collector widths. However, the authors made 
use of a set of predesigns for a solar field without incorporating ray tracing models 
to reduce the required computational resources facilitating the optimization process. 
The optimal design of LFR systems making use of coupled optical ray-tracing and 
thermal models and considering both mirror field and receiver design parameters 
simultaneously has not been sufficiently investigated. The aim of this study is to 
identify a suitable optimization method which can solve this challenging problem. 

30.2 Methodology 

A mathematical model is developed by combining energy balance, ray tracing, and 
thermal modelling. The objective function for the LFR optimal design is given by 
the total theoretical efficiency (ηtotal,th) assuming a coupled Carnot cycle [8, 9]. The 
design variables are the number of mirrors (nm), mirror width (wm), mirror spacing 
(sm), receiver height (hr), and receiver width (wr). 

Seven optimization methods with different characteristics are tested to investigate 
their efficiency, as well as their different trade-offs between accuracy and required 
computational effort. Namely, interior-point (IP), sequential quadratic programming
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(SQP) and active-set (AS) methods are derivative-based; pattern search (PS), Nelder-
Mead simplex (NMS) and simulated annealing (SA) methods are derivative-free; 
whilst genetic algorithm (GA) is both a derivative-free and population-based method. 
This particular choice of methods is based on the literature and on their availability 
within Matlab’s optimization toolbox. 

The optimization problem is initially reduced to a single design variable, namely 
the receiver height. The problem is then solved using the PS, NMS, SA and GA 
methods. The worst-performing algorithm is eliminated (NMS, referred to as fmin-
search in Matlab), and the other three are tested on the original five-dimensional opti-
mization problem discussed before. It is fair to note that the number of mirrors (nm) 
is a discrete variable. In order to avoid a mixed-discrete problem, a four-dimensional 
continuous problem is solved instead for each of a few selected values of nm. 

30.3 Models 

Based on the conservation of energy principle, the energy output of the LFR system 
(Qo) can be found from the difference between the heat input (Qin) to the receiver 
and the heat loss to ambient air (Qloss) [10]. 

Qo = Qin  − Qloss (30.1) 

After reflection on the mirrors, the solar energy incident over the receiver area, Ar , 
is absorbed by the working fluid as heat, increasing the receiver temperature (Tr ). 
The absorbed solar energy becomes the heat input to the system (Qin). A portion 
of absorbed energy is lost to the surrounding, which is at temperature Ta . The heat 
output of an LFR system can therefore be described by [11, 12] 

Qo = Ir,abs Ar − ArUL (Tr − Ta) (30.2) 

where Ir,abs and UL are absorbed solar radiation and heat loss coefficient of the 
receiver. 

There are analytical methods and numerical approaches to calculate Ir,abs for 
different LFR systems. SolTrace tool has been used in this study considering its 
ability to model complex geometries with good accuracy [13]. UL is calculated 
using analytical and empirical correlations considering conduction, convection and 
radiation losses of the receiver [11, 14]. 

If solar energy received on the effective aperture of all mirror elements is Em , 
the total theoretical efficiency (ηtotal,th) can be obtained as in Eq. (30.3), assuming 
coupled Carnot cycle [8, 9]. 

ηtotal,th  = 
Qo

(
1 − Ta Tr

)

Em 
(30.3)
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(b)(a) 

Fig. 30.1 a Schematic of a 2D view of an LFR system with a trapezoidal cavity receiver, b a 
schematic diagram of a typical LFR system 

The objective function to be optimized is ηtotal,th  and the design variables are the 
number of mirrors (nm), mirror width (wm), mirror spacing (sm), receiver height (hr) 
and receiver width (wr), as shown in Fig. 30.1. 

30.4 Results and Discussion 

30.4.1 Candidate Derivative-Free and Population-Based 
Methods 

Two derivative-free methods, pattern search and fminsearch solver in Matlab, were 
selected and eight simulations were carried out for each method. Figure 30.2a shows  
that all eight optimization results are gathered around the neighbourhood of the global 
optimum. These results show a very good agreement with the exhaustive search. Two 
global optimization methods, Simulated Annealing and GA, were also used to check 
their behaviour for the objective function. Five simulations were run for Simulated 
Annealing and three simulations were run for GA. As seen in Fig. 30.2b, all these 
results lay between 22 and 23 and were very close to the global optimum, hr = 23. 
All simulations were run using default settings except the function tolerance, which 
was reduced to 10–3 to minimise the effect of numerical disturbance of the model. It 
is seen that simulated annealing and GA have shown the best results in consecutive 
runs showing close solutions to each other.
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Fig. 30.2 a Comparison of exhaustive search results against two derivative-free methods b against 
a population-based method (GA) and simulated annealing 

30.4.2 A Candidate Optimization Method 
for a Multidimensional Problem 

Optimization was expanded to four continuous variables (wm, sm, hr , wr) while 
keeping the fifth one (nm) at a few selected discrete values. Thus a four-dimensional 
continuous optimization problem is solved for each value of nm. Only the PS, SA and 
GA algorithms are tested here, which are the ones which performed best in the one-
dimensional problem. In order to assess the accuracy of the optimizers, an exhaustive 
search was performed discretizing all four continuous variables (see Table 30.1). 

The ten best simulation results from the exhaustive search for nm = 10 are shown 
in Table 30.2. It can be observed that the differences between the efficiency of the 
global optimum and that of neighbouring designs are very small. In fact, the first two 
solutions may be deemed global maxima if rounding efficiency to three decimals. 
Then, the global maxima would be found at hr = 9 m, wr = 0.9 m, wm = 0.9

Table 30.1 Design variables and their discretization for exhaustive search 

Variable Range Discretization for exhaustive search 

Step size Sample values 

Receiver height (hr) 1 ≤ hr ≤ 30 4 m 1, 5, 9, …, 21, 25, 29 

Mirror width (wm) 0.1 ≤ wm ≤ 1.2 0.2 m 0.1, 0.3, 0.5, …, 0.9, 1.1 

Mirror spacing (sm) 0.05 ≤ sm ≤ 0.3 0.05 m 0.05, 0.1, 0.15, …, 0.25, 0.3 

Receiver width (wr) 0.1 ≤ wr ≤ 1.2 0.2 m 0.1, 0.3, 0.5, …, 0.9, 1.1 

Number of mirrors (nm) 2 ≤ nm ≤ 78 4 2, 6, 10, …, 74, 78 
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m, whilst sm could take either 0.09 m or 0.13 m. However, the design variables 
are discretised. For the continuous case, the actual global optimum may lie nearby. 
Therefore, it is possible that a global search algorithm is able to find even better 
solutions than this so-called exhaustive search. 

The optimal designs returned by PS, SA and GA are shown in Table 30.3. It is  
seen that all solvers achieve a maximum ηtotal,th  between 0.170 and 0.172 (i.e. 17– 
17.2%). Figure 30.3 shows a comparison of these results in terms of the maximised 
solution. 

Table 30.2 Results of the exhaustive search for nm = 10 
hr (m) wr (m) wm (m) sm (m) Max ηtotal,th Max ηtotal,th rounded 

9 0.9 0.9 0.09 0.169046 0.169 

9 0.9 0.9 0.13 0.168863 0.169 

13 0.9 0.9 0.29 0.168355 0.168 

13 0.9 0.9 0.17 0.168300 0.168 

13 0.9 0.9 0.25 0.167729 0.168 

9 0.9 0.9 0.05 0.167573 0.168 

13 0.9 0.9 0.21 0.167472 0.167 

9 0.9 0.9 0.17 0.167419 0.167 

13 0.9 0.9 0.09 0.167098 0.167 

13 0.9 0.9 0.05 0.166906 0.167 

Table 30.3 Optimization results of three optimization algorithms for nm = 10 
Number of 
mirrors (nm) = 10 

Pattern search Simulated annealing Genetic algorithm 

Optimal 
design (m) 

Max 
ηtotal,th  

Optimal 
design (m) 

Max 
ηtotal,th  

Optimal 
design (m) 

Max 
ηtotal,th  

1st run hr 10.5 0.1713 9.92 0.1715 8.92 0.1711 

wr 0.878 0.852 0.799 

wm 0.89 0.861 0.833 

sm 0.247 0.103 0.115 

2nd run hr 11 0.1701 9.9 0.1703 10.276 0.1715 

wr 0.8 0.867 0.867 

wm 0.89 0.889 0.885 

sm 0.285 0.076 0.157 

3rd run hr 10 0.1717 8.738 0.1697 9.86 0.1719 

wr 0.878 0.81 0.873 

wm 0.89 0.788 0.902 

sm 0.193 0.166 0.177
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Fig. 30.3 Comparison of maximised ηtotal,th using three optimization algorithms (nm = 10) 

The same process of comparing the exhaustive search and optimal solutions was 
repeated for nm = 30 and nm = 54. Results show a similar behaviour to nm = 10, 
where an optimal solution was found within the same region of the search-space as the 
exhaustive search. Although the three optimization algorithms found better solutions, 
it should be noted that the discretization of continuous search space has greatly 
affected these results. A comparison of the results of these two different simulations 
is shown in Fig. 30.4. The average simulation times for the three algorithms are 
shown in Fig. 30.5. 
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Fig. 30.4 A comparison of three optimization algorithms: a nm = 30; b nm = 54
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Fig. 30.5 Average simulation time for all three optimization algorithms 

30.5 Conclusion 

After considering all the simulation results, it is seen that pattern search, simu-
lated annealing and genetic algorithm provided acceptable solutions. The differences 
between the best and the worst solutions using pattern search, simulated annealing 
and GA were 0.0012–0.0020, 0.0008–0.0018 and 0.0003–0.0020 respectively. The 
largest difference found was 0.002, equal to 0.2% of the total theoretical efficiency, 
which is more than enough for many practical applications. Since all algorithms 
provided acceptable results, the selection of an algorithm for further work can be 
decided based on the simulation time and the ease of handling the discrete design 
variable, number of mirrors, within the optimization codes. 

It is clearly seen that the pattern search is 8–10 times faster than the other two 
algorithms in terms of computational time. Increasing the simulation time for larger 
mirror numbers is also significantly lower in comparison. The genetic algorithm 
seems to be slightly better than simulated annealing taking 10–20 min less simulation 
time. However, it is important to note that for population-based methods like GA, 
the initial setup is usually time consuming and adding extra variables is relatively 
easy. 
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Chapter 31 
Thermal Optimisation Model for Cooling 
Channel Design Using the Adjoint 
Method in 3D Printed Aluminium 
Die-Casting Tools 

Tongyan Zeng, Essam F. Abo-Serie, Manus Henry, and James Jewkes 

Abstract In the present study, the adjoint method is introduced to the optimisation 
of the corner cooling element in two baseline cooling designs for a mould cavity, 
as examples of the Aluminium metal die-casting process. First, a steady thermal 
model simulating the Aluminium die-casting process is introduced for the two-
corner cooling design scenario. This steady model serves as the first iteration of 
the optimised model using the adjoint method. A dual-parameter objective function 
targets the interfacial temperature standard deviation and pressure drop across the 
internal cooling region. For both design cases, multi-iterative deformation cycles 
of the corner cooling configurations result in optimised designs with non-uniform 
cross-section geometries and smooth surface finishing. Numerical simulations of 
the resulting designs show improvements in uniform cooling across the mould/cast 
interfacial contact surface by 66.13% and 92.65%, while the optimised pressure 
drop increases coolant fluid flow by 25.81% and 20.35% respectively. This tech-
nique has been applied to optimise the complex cooling system for an industrial 
high-pressure aluminium die-casting (HPADC) tool (Zeng et al. in SAE Technical 
Paper 2022-01-0246, 2022, [1]). Production line experience demonstrates that the 
optimised designs have three times the operational life compared to conventional 
mould designs, providing a significant reduction in manufacturing and operation 
costs. 
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31.1 Introduction 

The additive manufacturing (AM) approach known as three-dimensional (3D) 
printing technology has reshaped the traditional design concept and enabled signifi-
cant design freedom across numerous industry fields. One application is the manu-
facture of Aluminium metal die-casting tools via selective laser sintering (SLS). The 
lifecycle of mould cavities is required to exceed 100,000 casting cycles to be econom-
ically viable [2]. Working under extreme operating conditions, the Aluminium die-
casting tool’s lifespan is determined by thermal fatigue induced by temperature gradi-
ents. Cooling channels, embedded within the mould to dissipate heat, are respon-
sible for maintaining thermal stability during the casting period. AM techniques can 
now overcome a significant constraint imposed by conventional computer numerical 
control (CNC) machining methods, which can only generate straight cooling chan-
nels. More complex and efficient cooling systems can now be designed and imple-
mented, resulting in prolonged tooling life and improved cast quality [3]. Accord-
ingly, the development of optimal cooling layouts for rapid-prototyped (RP) mould 
inserts is of considerable interest for sustainable manufacturing. 

The application of AM to casting tools is focused on introducing advanced rapid 
tooling (RT) techniques such as direct metal laser sintering (DMLS), SLS, stereo-
lithography (SLA) and others [4]. In addition, the introduction of high thermal 
conductive material or alloys [5, 6], adding an intermediate lubrication layer or an 
additional spraying process [7, 8], provide improvements in thermal efficiency and 
mechanical performance. While external optimisation is still limited by the manu-
facturing process and material type, optimisation of the internal cooling passage 
design remains the most favoured and effective research approach to improving 
injection moulding [9]. Researchers explore the possibilities of modifying different 
basic elements of the cooling channel design such as pipe numbers, diameter, depth, 
etc. or adding internal baffles, lattices and secondary layers [10]. Adopting non-
circular cross-section profiles such as the grooved square also demonstrated thermal 
and fatigue enhancements [9]. Although the use of a non-circular cooling channel 
profile has been proposed, typically the cross-sectional shape remains constant at 
all locations [11]. Prior investigations into the potential application of non-uniform 
cross-sectional profiles for conformal cooling channels are very limited. 

The idea of creating a non-uniform cross-section profile for designing internal 
cooling channels can be linked to the study of surface sensitivity response. The 
adjoint method initially proposed by Lions and Pironneau [12, 13] is a powerful 
numerical approach used to calculate a pre-defined mesh sensitivity based on a 
defined objective function. Two types of optimisation approaches using the adjoint 
method currently exist. Firstly, topology optimisation generates the surface mesh 
based on pre-defined satisfactory criteria within the domain space [14]. Secondly, 
surface deformation optimisation morphs the existing mesh surface based on the 
defined objective conditions; this second approach has yet to be investigated for
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aluminium die-casting applications. Accordingly, this paper investigates the use of 
adjoint surface deformation optimisation for the design of the cooling element for 
aluminium die-casting. 

31.2 Methodology 

A steady-state model of the two corner cooling designs provides initial solutions. The 
adjoint model is then applied to conduct multi-iterative optimisation, which includes 
a dual-parameter objective function and a user-specified surface point displacement 
function to achieve optimal cooling designs. The resulting optimisation models are 
discussed and demonstrated below. 

31.2.1 Preliminary Steady Model 

The initial steady simulation for the aluminium die-casting model is established for 
three defined regions, the Aluminium A380.0-F alloy cast, the H13 steel mould and 
the water coolant channel. Figure 31.1 shows the general layout and schematic of 
the first corner cooling scenario, where the cast is located at the internal side of the 
corner as the single cooling channel passes through the mould cavity. The mould 
block has dimensions of 80 × 18 × 80 mm. The baseline cooling channel diameter 
is set to 6 mm, entering the block from above. The pitch distance between the top 
pipe surface to the mould/cast interface is kept constant at 9 mm. 

Figure 31.2 shows the corresponding schematic model layout for the second corner 
cooling scenario where the casting layer is located on the mould’s external side. 
Modifications are made to the mould external surfaces to maintain the same 9 mm

Fig. 31.1 General layout of the three regions and schematic diagram for the internal casting layer 
corner cooling scenario 
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Fig. 31.2 General layout of the three regions and schematic diagram for the external casting layer 
corner cooling scenario 

pipe-to-interface pitch distance so that the embedded cooling channel design remains 
unchanged. The entrance and exit of both corner cooling channel designs are extended 
by 30 mm, i.e. 5× the channel diameter, to ensure a fully developed flow within the 
body of the cast. The casting layer follows the surface shape of the mould with a 5 mm 
thickness and acts as a solid region providing a constant volumetric heat generation 
at 4.5E7 W/m^3, simulating the constant heat transfer from the cast aluminium to 
the mould body for this steady condition. 

Both baseline models are discretised into polyhedral mesh cells by adopting the 
commercial CFD software package STARCCM + ®. A total cell count of 108,489 
and 86,100 for internal and external designs are generated which give an overall mesh 
quality of 98.71 and 98.25% based on the evaluation of mesh validity and skewness 
angle. Two sets of in-place close-contact interfaces between the aluminium and 
steel, and steel and cooling channels are established for each corner case. A zero 
thermal resistance assumption is made between the mould/cast interface to enhance 
the thermal heat transfer effect. Each top/front and left-right surface of the mould and 
cast is defined as a periodic topological interface relationship, with the remaining 
boundary surfaces defined as impermeable boundary walls and adiabatic thermal 
conditions. A conventional conjugate heat transfer (CHT) model is implemented for 
solving the conductive and convective heat transfer between the three bodies. The 
initial temperature of the cast and mould is set to 650 °C and 200 °C respectively, 
coolant water inlet/outlet is defined as a 5 L/min mass flow inlet at a constant temper-
ature of 68.4 °C and boundary-normal pressure outlet. Given the Reynolds number of 
approximately 43,000, the fluid flow is solved using a Reynolds-Averaged Navier-
Stokes (RANS) turbulence model together with a shear-stress transport (Menter) 
K-Omega turbulence model.
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31.2.2 Adjoint Optimisation Model 

A well-converged solution with continuity residual below 1E-5 indicates a suffi-
ciently accurate solution for the initial steady simulation, as the basis for the subse-
quent optimisation. The adjoint model is now enabled to solve the sensitivity objec-
tives for the two input parameters, mould/cast interface temperature standard devia-
tion and pressure drop across the cooling channel. A vector function links the cumu-
lative morph distance and the adjoint results of the two parameters using a weighted 
sum approach with a 50/50 ratio, including a user-defined steepest descent constant 
(SDC) that controls the amount of surface morph distance per iteration. A combined 
multi-objective displacement function is assigned to an evenly distributed point-set 
around the deformation cooling region. These supporting point-sets are 0.005 mm in 
relative target spacing and 0.004 mm offset distance from pipe surface; these values 
maintain geometry and mesh validity. The new position of points is determined based 
on a radial basis function (RBF) interpolation and the adjoint sensitivity results. The 
iterative surface deformation can be looped until the stopping criteria or loop count 
has been reached. A re-solve for the adjoint sensitivity and surface mesh is also 
necessary after each optimisation cycle to ensure the accuracy of results. 

31.3 Results and Discussion 

Figure 31.3 compares the spatial distribution of temperature for the initial steady 
simulation of the internal corner cooling case with that of the optimised cooling 
design. In the baseline case, the high-temperature regions located around the cast 
inlet and outlet reach a maximum of 428 °C. The optimised cooling surface has 
non-uniform morphed sections in the high-temperature regions by shifting closer to 
the aluminium cast, increasing the global cooling channel diameter. As a result, the 
peak temperature drops to 378 °C. A total of 28 optimisation cycles were run for 
the internal corner cooling case. Table 31.1 lists three key parameter values for the 
baseline and optimal designs. The mould interface temperature standard deviation 
and pressure drop show significant improvements, reduced by 66.13% and 25.81% 
respectively for the final optimal mould design, while there is a 37 °C drop in interface 
average temperature.

Results for the second external cooling case are shown in Fig. 31.4. The peak 
temperature is 530 °C for the baseline design. The optimised design showed an 
increase in global pipe diameter and small shifting in position, which reduced 
the maximum temperature to 444 °C. 11 optimisation cycles were conducted to 
obtain the final design for this external corner cooling case. Parameter results in 
Table 31.1 show 92.65% improvement in mould interface thermal uniformity and 
20.35% refinement in pressure drop.
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Fig. 31.3 Section thermal distribution results for the baseline and optimised internal corner cooling 
design 

Table 31.1 Numerical solutions between two baseline and optimised corner cooling scenarios 

Internal corner cooling mould case 

Baseline design Optimal design Difference in value Difference in % 

Surface temp SD 18.87 6.39 12.48 66.13 

Pressure-drop 
(Pa) 

5729.68 4250.84 1478.84 25.81 

Surface average 
temp (°C) 

395.65 358.32 37.33 N/A 

External corner cooling mould case 

Baseline design Optimal design Difference in value Difference in % 

Surface temp SD 26.52 1.95 24.57 92.65 

Pressure-drop 
(Pa) 

6196.99 4935.96 1261.03 20.35 

Surface average 
temp (°C) 

470.979 424.749 46.23 N/A

Fig. 31.4 Section thermal distribution for the baseline and optimised external corner cooling design
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31.4 Conclusion 

A thermal optimisation model using the adjoint method has been applied to two 
baseline mould configurations for the aluminium die-casting process. The resulting 
designs have shown significant improvements in interfacial temperature uniformity 
and pressure drop refinement. This innovative approach has been adopted in a large-
scale industrial design with complex cooling systems and has achieved prominent 
results in material and cost savings of more than 200%. 
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Chapter 32 
The Effect of Vane Number in Casing 
Treatment of an Axial-Flow Compressor 

Sara Soodani, SeyedVahid Hosseini, Mohammad Hakimi, 
and Mohammad Akhlaghi 

Abstract Improvement of the operating range of compressors will help the power 
and energy plant to work more flexibly to integrate with other energy generation 
systems. The stall, rotating stall, and resulting surge are the most dominant limiting 
phenomenon in axial compressor operating envelop. Several active and passive 
methods have been employed to eliminate occurring of these phenomena and to 
extend compressors’ stable range. Among these, casing treatment is one of the most 
useful methods. This study aims to investigate the effect of the number of stationary 
blades on the performance and stall margin of an axial compressor through numerical 
simulation. Casing treatments in two different configurations of 33.3 and 53.5% of 
rotor blade tip exposure and with six different numbers of vanes, 30, 40, 60, 80, 90, 
and 120, are simulated with computational fluid dynamics in ANSYS software. The 
numerical simulation is validated with available experimental data. The results reveal 
that in a high rotor exposure configuration, the highest number of vanes provides the 
best performance for the compressor. However, in a low exposure configuration, the 
optimum number of the vanes, 90 for the 33.3% exposure, can be found with the 
proposed numerical procedure based on stall margin improvement. 
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32.1 Introduction 

The sustainable supply of energy and electricity is still challenging and the develop-
ment of efficient, flexible, and low-cost energy systems can contribute significantly 
to several social, industrial, and economical aspects in certain areas of the world 
[1]. The gas turbine is considered one of the main solutions to generate reliable 
power on land, sea and air. High flexibility and availability of the GTs regarding fuel 
type and short start-up time, respectively, have made them capable to combine with 
other energy sources to compensate for inherent intermittencies of renewable energy 
sources [2]. The stable operation range of axial flow compressors is limited by the 
onset of stall and surge instabilities. These phenomena occur due to the disturbances 
such as variation in rotor speed, change in upcoming flow angle and airfoil flow 
separation due to geometry anomaly. The challenge that compressor designers often 
deal with is finding solutions in order to prevent the occurrence of stall and surge 
phenomena. A variety of active and passive methods have been applied to extend the 
stable operating range. Using bleed valves, air injection systems and variable inlet 
guide vanes are the most common examples of active methods. Passive methods 
include using different types of casing treatments. One of the interesting approaches 
in the design of improving walls is the use of the concept of recirculation flow. 
In this approach, the mass flow resulting from the vortices of the tip leakage flow 
as well as the low-pressure region resulting from the flow separation on the rotor 
blade is directed into the empty space in the improving wall and injected into the 
flow upstream of a preceding rotor blade row. Gourdain and Leboeuf [3] performed 
a numerical investigation of a casing treatment with non-axisymmetric slots. The 
method showed a good ability to control the tip leakage flow but failed to reduce 
the boundary layer separation on the suction side. An increase in the operability 
range was observed but with a penalty in efficiency. Yang et al. [4] performed an 
unsteady numerical simulation to study the effect of multiple cylindrical holes casing 
treatment (MHCT) with pre-swirl blowing. Parametric studies of the total extraction 
holes area and their axial locations show that the compressor performance deterio-
rates as the area ratio increases but the stall margin is extended. He also concluded 
that there is an optimum extraction hole axial location for stall margin extending. 
Guinet et al. [5] carried out a numerical parametric study using the URANS method 
on a recirculating tip blowing casing treatment configuration (TBCT) to drive design 
rules. The wall treatment geometry consists of a recirculating channel with an air 
off-take above the rotor and an injection nozzle in front of the rotor. A variation 
of the geometry of the tip blowing, more specifically the nozzle aspect ratio, the 
axial position, or the tangential orientation of the injection port, was investigated. 
Kendall-Torry and Gümmer [6] presented the aerodynamic design of 3.5 stage axial 
compressor. The application and development of axial slot casing treatments (CT) 
into the smooth casing is performed, aimed at improving the local stage and overall 
stall margin with particular emphasis on avoiding efficiency penalties within stages. 
Ahmad et al. [7] designed two models of single groove casing treatment and tested 
them numerically to improve the performance and stable range of NASA rotor 37.



32 The Effect of Vane Number in Casing Treatment of an Axial-Flow … 343

Both models consisted of a single rectangular groove which was located from 10 
to 90% of the axial chord. Their work showed that the single rectangular groove 
structure can enhance the stall margin but reduce the adiabatic efficiency. Chen et al. 
[8] proposed a coupled casing treatment (CCT), which was built with an injector, a 
bridge, a plenum chamber, and several slots for a recirculating loop. They carried 
out a parametric study on the slot axial location, skewed and lean angle and also 
number of slots and optimized the geometry parameters to enhance the stability of 
the compressor. The optimized CCT improves the compressor stability and efficiency 
under the design condition by 75.8% and 0.71%, respectively. Akhlaghi [9] investi-
gated the effect geometric parameters in a casing treatment consists of a cavity with 
and 120 vanes skewed vanes which directed the recirculated flow toward the main 
flow. They studied the influences of rotor blade tip exposure and cavity path curve. 
Other geometric parameters such as vane profile and the number of vanes have not 
investigated in the introduced casing treatment so far. The objective of this work is 
to numerically investigate the effect of the vane numbers in the casing treatment wall 
with semi-circular flow path and recessed vanes in two values of rotor—casing treat-
ment exposure. In the first step, he computational model of the research compressor 
has been developed and validated against experimental data from Akhlaghi [9]. In 
the second step, the casing treatment configuration for the vane numbers of 30, 40, 
60, 80, 90 and 120 were modelled and applied on the compressor to find the optimum 
geometry in the rotor blade tip exposure of 33.3 and 53.3%. 

32.2 Numerical Methodology 

The first stage of a low-speed research compressor rig was used to study casing 
treatment geometric parameters. The flow path consists of a bellmouth entrance 
region, inlet guide vanes row, rotary blades row, stator vanes row, the outlet region 
and the casing treatment which is described in detail in Ref. [3]. The compressor 
characteristics are presented in Table 32.1. The computational domain has been 
constructed using a single passage of each blade row and the corresponding inlet and 
outlet region using rotational periodic boundary conditions as shown in Fig. 32.1. 

Table 32.1 Characteristics 
of the compressor test rig 

Number of inlet guide vanes 38 

Number of rotary blades 37 

Number of stationary vanes 34 

Profile type C4 

Tip leakage distance (mm) 0.6 

Shaft speed (rpm) 3000 

Corrected mass flow rate 2.295 

Total to total pressure ratio 1.0113
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Fig. 32.1 Geometry modelling of compressor first stage with casing treatment 

a b c 

Fig. 32.2 a Configuration of casing treatment with 80 vanes and 33.3% rotor exposure, b dimension 
of casing treatment tubular passage for 33.3% rotor exposure and c 53.5% rotor exposure 

The CAD modelling of the inlet guide vane and stator vane has been performed 
using ANSYS BladeGen. The casing treatment is made up of an outer cover ring, 
a tubular passage inside and a set of curved vanes which are fixed on an inner ring. 
The configuration of the casing treatment and the dimensions of the tubular passage 
for two rotor tip exposure values is shown in Fig. 32.2. 

ANSYS TurboGrid is used to generate the mesh of inlet guide vane and rotor 
blade components. The computational grid for the rotor blade, bellmouth and outlet 
section are generated using the structured mesh method and for the casing treatment, 
the unstructured mesh method of ANSYS ICEM is applied. As shown in Fig. 32.3a 
casing treatment recessed vanes direct the recirculated flow toward the upstream main 
flow to preserve appropriate mixing conditions. In order to model the interference 
region, a part of the computational domain of the rotor passage is removed and this 
volume is added to the casing treatment computational domain (Fig. 32.3b). The 
blocking strategy and the mesh created for the rotor are presented in Fig. 32.3c.

Mesh independence study has been performed for the integrated CFD domain. 
The result which is presented in Table 32.2 shows that for the 2.5 million elements 
or more, the solution is dependent on the number of meshes.
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cba 

Fig. 32.3 a Rotor and casing treatment positioning, b CAD modelling of rotor and casing treatment, 
c rotor blocking and meshing strategy

Table 32.2 Result of mesh 
independency study 

Number of mesh elements Total pressure @ outlet 

1,727,292 102,750 

2,583,419 102,849 

3,866,981 102,853 

The numerical solution of the flow has been done using the Reynolds-Averaged 
Navier–Stokes equations via SST  k  − ω turbulence model. In order to serve the 
requirements of the selected turbulence model, the setting of the boundary layer 
mesh has been tuned to reach the y+ < 1 which results in the value of 3 × 10−6 for 
the first node height from the wall. To consider the effects of compressibility and 
temperature changes along the compressor, the energy equation is also solved along 
with the RANS equations. 

Since the inlet flow of the compressor is at subsonic speed, the total pressure 
and total temperature profiles are considered as the inlet boundary conditions. The 
turbulence intensity of the flow at the inlet of the current model, which is considered 
a low-pressure compressor, is 2% and the turbulence viscosity coefficient is 10. The 
boundary condition at the compressor outlet at lower pressure ratios is considered 
to be the static pressure, but as the compressor pressure ratio increases and the 
compressor approaches the stall starting point, the mass flow rate is used as the outlet 
boundary condition. The adiabatic temperature and no-slip condition are used for all 
rotary and stationary walls. As mentioned earlier, the rotational periodic boundary 
condition for a single passage has been used to simulate a full annular blade row. 
The frozen rotor model is used in the interfaces of IGV to the rotor, rotor to the 
stator and casing treatment to the rotor to simulate the changes in the coordinate 
system, the connection of two areas with non-homogeneous grids and the change in 
the flow scale between the two areas. The general connection interface model is used 
for the inlet to IGV and stator to outlet interfaces. The characteristics maps of the 
compressor are presented in the form of the total to total pressure ratio and isentropic 
efficiency against corrected mass flow rate which are defined in Eqs. (32.1), (32.2) 
and (32.3), respectively.
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PRstage = P03/P01 (32.1) 

ηt−t(isentropic) = (h03ss  − h01)/(h03 − h01) (32.2) 

ṁcorrected =
(
ṁ 

/
Tamb 

Tstd

)/(
Pamb 

Pstd

)
(32.3) 

The performance Enhancement due to applying different casing treatment config-
urations is compared using Stall Margin Improvement parameters (SMI) for pressure 
ratio and corrected mass flow rate which quantifies the amount of increment in the 
operating range (Eqs. 32.4 and 32.5) and the penalty in efficiency (Eq. 32.6). 

SM  I  ṁcorrected = ( ṁcorrected )SC − ( ṁcorrected )TC  

( ṁcorrected )SC 
(32.4) 

SM  IPR  = (PR)SC − (PR)TC  

(PR)SC 
(32.5)

Δη = ηpeak−CT  − ηpeak−NC (32.6) 

32.3 CFD Validation 

Compressor characteristics for the 33.3% rotor blade tip exposure and 120 CT vanes 
have been compared against experimental data of the same model from [9] (Fig. 32.4a, 
b). The conducted simulations predict the corrected mass flow rate at the point corre-
sponding to the beginning of stall phenomena and at the maximum opening of the 
discharge valve with an error of 5.17% and 4.95% respectively. The error of total 
to total pressure ratio at these operating points is predicted 6.6% and 7.8% respec-
tively. The trend of the pressure ratio graphs obtained from the numerical solution 
is completely consistent with the experimental results and both the total to total 
and total to statics show a lower value than the experimental data. Figure 32.4b 
shows the experimental data for the total to total and total to static efficiency and 
the corresponding numerical simulation. The behaviour of the graphs obtained from 
the numerical solution is in good agreement with experimental data. The total to 
total efficiency predicted by numerical simulation, in arbitrarily modified mass flow, 
shows a higher value and the total to static efficiency shows a lower value than 
the experimental data. The comparison with experimental results demonstrates the 
validity of the simulation in the prediction of trends and less than 10% error in stall 
initiation mass flow rate.
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a) b) 

Fig. 32.4 Comparison of numerical simulation with experimental data for casing treatment with 
120 vanes and 33.3% rotor exposure a P03/P01, b ηiso  versus ṁc 

32.4 Results and Discussion 

The streamlines through the compressor model are shown in Fig. 32.5. The  low  
energy fluid flow of the blade tip has been sucked into the casing treatment cavity and 
replaced by the high energy fluid of the lower span which results in an improvement 
in the rotor performance. 

The results obtained from the numerical simulation of the casing treatment with 
the rotor blade tip exposure of 33.3% are presented in Table 32.3. The results show 
that there is no clear upward or downward trend between the number of blades and 
the compressor performance improvement. The best performance is for the casing 
treatment with 120 blades.

Fig. 32.5 Streamlines of the compressor model with casing treatment—33.3% rotor exposure 
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Table 32.3 Characteristics 
of 33.3% rotor exposure 
casing treatment 

Number of vanes SM  IPR  (%) SM  I  ṁcorrected (%) Δη (%) 

120 − 0.07122 30.0774 0.148 

90 − 0.03695 29.0017 0.004 

80 − 0.04147 24.6987 − 3.514 
60 0.00812 23.6230 0.212 

40 0.41853 25.7745 − 3.544 
30 − 0.02164 22.4705 − 3.623 

Figure 32.6 shows the graphs of the total to total efficiency and total-to-total pres-
sure ratio for 33.3% rotor blade tip exposure and the number of 120, 90, 80, 60, 40 
and 30 CT vanes, respectively. For higher mass flow rates, close to the maximum 
opening of the discharge valve, both graphs have similar behaviours and values 
with insignificant differences, while with the decrease of the mass flow rate and 
approaching the conditions of the stall initiation point, the effect of the casing treat-
ment on the compressor performance is increased and the number of different blades 
shows different behaviours. Despite no casing treatment case, in the compressor with 
casing treatment, graphs of pressure ratio in Fig. 32.6a have an extremum which 
means the maximum pressure ratio occurs in the mass flow rates greater than the 
mass flow rate of the stall initiation point. 

The results obtained from the numerical solution of the casing treatment with 
53.5% rotor blade tip exposure are presented in Table 32.4. As with the casing 
treatment with 33.3% rotor blade tip exposure, there is no clear upward or downward 
trend between the number of blades and improvement in compressor performance. 
The best performance is for the casing treatment with 90 blades.

Figure 32.7 shows the graphs of the total to total pressure ratio and total to total 
efficiency for the number of 120, 90, 80, 60, 40 and 30 casing treatment vanes. As 
the rotor blade tip exposure increases, the effect of change in the number of casing

a) b) 

Fig. 32.6 Comparison of a P03/P01, b ηt−t,iso  for casing treatment with 120, 90, 80, 60, 40, 30 
vanes and 33.3% rotor exposure 
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Table 32.4 Values of stall 
margin improvement for 
casing treatment with 53.5% 
rotor exposure 

Number of vanes SM  IPR  (%) SM  I  ṁcorrected (%) Δη (%) 

120 0.04566 28.5665 − 6.1 
90 0.14684 31.8410 − 8.8 
80 0.11376 25.4012 − 6.8 
60 0.09722 29.2195 − 9.9 
40 0.16824 21.3551 − 9.9 
30 0.15559 26.5980 − 8.55

a) b) 

Fig. 32.7 Comparison of a P03/P01, b ηt−t,iso  for casing treatment with 120, 90, 80, 60, 40, 30 
vanes and 53.5% rotor exposure 

treatments vanes on the stall margin improvement becomes more distinct. Unlike the 
pressure ratio graphs for the casing treatment with 33.3% rotor blade tip exposure, 
for the value of 53.3% exposure, the maximum pressure ratio occurred at the stall 
beginning point. The diagram of the total to total efficiency, as in the previous case, has 
an extremum in the mass flow rates close to the maximum opening of the discharge 
valve (Fig. 32.7b). 

32.5 Conclusion 

A numerical model has been developed to simulate the performance of a low-speed 
axial compressor stage with different casing treatment configurations. CFD model 
using RANS equation and SST  k  − ω turbulence model has been validated using 
existing experimental data of the same compressor for the casing treatment with 120 
vanes and 33.3% rotor blade tip exposure. The effect of the number of vanes in two 
values of rotor blade tip exposure has been investigated. Numerical results of casing 
treatment with vane numbers of 30, 40, 60, 80, 90, 120 and 33.3% rotor blade tip 
exposure show that there is no clear relation between vane numbers and improvement
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in performance characteristics and casing treatment with 120 number of vanes has 
the best performance. For the casing treatment with 53.3% rotor blade tip exposure, 
and 30, 40, 60, 80, 90 and 120 number of vanes, the variations in compressor map 
due to applying casing treatment are more distinct and the casing configuration with 
90 number of vanes has the best results in stall margin improvement. This simulation 
procedure and treatment technique make it possible to design an optimum geometry 
for a more stable compressor that can work in a wider operating range. 
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Chapter 33 
Development of an Affordable 
MGT-CHP for Domestic Applications 

Seyedvahid Hosseini, Seyed Hossein Madani, Sara Hatami, Ali Izadi, 
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Abstract The micro gas turbine (MGT) is considered one of the main solutions 
for the future power generation system to provide secure and stable energy. Thanks 
to its multi-fuel capability and high values of power-to-weight ratio, it is a suitable 
candidate for many applications such as Combined Heat and Power (CHP) systems, 
range extenders, and auxiliary power units. Among these applications, the micro-
CHP system benefits from both the electricity and exhaust heat of the MGT for 
household or industrial process applications. The MGT could be integrated with a 
heat exchanger to introduce a CHP boiler to the domestic boiler market. To reduce 
the cost and size of the package and to compete with a traditional boiler the simple 
Brayton cycle without the recuperator is considered and all of the useful energy in 
the exhaust gas is transferred to the heat exchanger to provide hot water. To further 
reduce the cost of the system to compete in the market, off-the-shelf components 
were adopted in this project. In this article, the development process of this product 
is presented including conceptual design based on the type and size of the market. 
It follows with an evaluation of off-the-shelf compressor and turbine modulus from 
the automotive turbochargers to match the operating conditions. Here, the MGT 
is designed in a way that can be adapted to the boilers with minimum components 
change. A high-speed alternator was powered with a tie grid drive/inverter to enable a 
bi-directional connection of the power unit to the network. A comparison between the 
product definition and experimental results of a demonstrator prototype is presented 
which reveals gaps between design and prototype outcomes. Analysis shows that 
23% of the power degradation can be recovered by enhancing the cooling. Potential 
development and improvement scenarios are addressed for future development. 
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33.1 Introduction 

Micro gas turbine technology has been under development for past decades. Gas 
turbines brought several advantages such as high power-to-weight ratio, low emis-
sion, and fuel flexibility in the automotive industry in the late 80s to substitute the 
internal combustion engine technology. Employing a high-speed generator, MGT 
was converted to be used in hybrid vehicles in the 1990s. Although the hybrid elec-
tric drive was not mature enough in that period [1], the turbomachinery side has 
advanced in superchargers. Besides, the MGT has been adapted in the hybrid power 
generation system on the decentralized power generation market to cover the inter-
mittencies of renewable resources [2, 3] and to adjust the frequency of the distributed 
power generators. 

The MGT has already been proved to be utilized satisfactorily in many engi-
neering fields and specialized applications [1], however, the combined heat and power 
generation system is one of the most widespread general applications. 

There are some challenges in transferring the technology from industrial gas 
turbine to micro-scale. Visser et al. [4] reported the high viscous losses of low 
Reynolds flow in the turbomachinery passages, high tip clearances to blade height 
ratio, high heat losses and relatively high auxiliary system losses as the major 
technical issues besides the cost. 

The micro gas turbine, specifically in the lower power rate, provides lower elec-
trical efficiency in comparison to internal combustion engines, however, it could 
provide higher overall efficiency in CHP mode as well as lower maintenance and 
operating cost due to lower moving parts and lower oil consumption. 

Samad Power Ltd. (SP) was founded in 2011 to develop micro gas turbines for 
several applications including a small-size CHP system for a domestic application. 
This paper reviews the development process and the challenges in one of the early 
generations of SP’s products. Based on the market study and thermodynamic cycle 
analysis, the appropriate size for the domestic CHP, related cycle parameters and 
the required specifications of each subsystem are designed. The MGT components 
are mostly sourced from the off-the-shelf automotive turbocharger parts to reduce 
the production cost, however, the combustion chamber is designed based on cycle 
parameters to match the system requirements. The overall system is arranged in the 
format of a domestic boiler. Test results showed some gaps between the prediction 
values and actual performance output from the experimental prototype which is 
discussed in this paper. 

33.2 Market Study 

Approximately, there are 26 million household boilers, in the range of up to 30 kW 
heat output, exist in the UK. On top of this, a further 1.4 million boilers installation 
per year is required to keep the demand stable [5]. The figures can be much higher if
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Table 33.1 Product 
requirement definition 

Performance Operating life 

Power output 2.5–3.0 kW Service intervals ~ 5000 h 

Heat output 20–30 kW Overhaul ~ 20,000 h 

Total efficiency 90% Design life ~ 40,000 h 

Europe or global demand be added. Also, for a CHP to be eligible for Feed-in-Tariff 
(FiT) incentive in the UK market, the output of the appliance was limited to up to 
2 kW of electricity [6]. Hence a product in the range of 2 kW electrical output and 
30 kW heat output was considered to be appropriate for this application to get the 
best share of the market. Considering the power electronic losses including generator, 
rectifier and inverter, 2.5–3 kW shaft power is considered for the MGT. A summary 
of the required micro-CHP system is presented in Table 33.1. 

33.3 Concept Development 

Although the clean-sheet design of turbomachinery for new application requirements 
sounds like the most optimized solution, it is not the optimum method due to the 
required R&D cost and effort. Therefore, the selection of the off-the-shelf turboma-
chinery elements of the automotive industry is chosen as a design strategy in this 
phase to reduce the cost of development. Thermodynamic cycle analysis reveals that 
the MGT pressure ratio, turbine entry temperature and shaft rotational speed are 
about 2.0, 1200 K, and 120,000–180,000 RPM, respectively. 

33.4 Preliminary and Detailed Design 

Turbomachinery 

To achieve the design scopes based on the chosen strategy, the matching of several 
turbomachinery components is investigated. There are various manufacturers in this 
field, among which, the products of Garrett Motion Inc are considered for component 
matching analysis. An in-house component matching tool was developed in the 
course of this study. The matching procedure which is based on mass flow balance 
and pressure consistency in the components is shown in Fig. 33.1. Based on this 
procedure, using the steady-state energy equations and the compressor and turbine 
characteristic map, one can estimate the necessary power requirement during the 
compression process and extra shaft power.

The output of integration scenarios that resulted from the above-mentioned proce-
dure is plotted in Fig. 33.2. Each turbomachinery combination is indicated in XX-YY-
ZZ name format in which XX, YY and ZZ are turbine family, compressor size and
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Fig. 33.1 Turbomachinery matching procedure

turbine trim, respectively. Considering the detailed characteristics of the components, 
the scenario with the turbine family of 20 and compressor size of 44 is selected. In this 
stage, design point calculation is carried out by GasTurb to indicate the characteristics 
of the cycle as well as the boundary condition of each component.

Figure 33.3 shows the model of the proposed concept in GasTurb [7] and the cycle 
parameters at defined stations. This model has been used to provide the required data 
for the detailed design of the combustion chamber and test analysis.

Combustion Chamber 

A can-type combustor to provide a diffusion flame combustion is designed to accom-
modate the required air mass flow and turbine entry temperature. The reverse flow 
concept that originated from the aero gas turbine is employed to not only provide
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Fig. 33.2 Estimated output opportunity of turbomachinery combination scenarios
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Fig. 33.3 GasTurb simulation model and sample results

sufficient cooling all around the chamber but to reduce the heat radiation to the 
ambient. The well-known zero-dimensional method of [8] (Sect. 33.4) is utilized the 
design the overall dimensions of the combustion chamber as well as the number, 
size and position of cooling holes. Cold flow simulation with specific fuel–air ratios 
[9] is carried out in ANSYS CFX for the detailed design of swirlers and holes to 
deliver the desired air/fuel mixing. Figure 33.4 shows the CFD result of cold and hot 
analysis in the designed combustion chamber.

33.5 Experimental Evaluation 

A CHP test rig was developed to measure the performance parameters of the develop 
micro gas turbine. The test rig is equipped with appropriate sensors and techniques 
to provide the following measurements of cycle parameters:
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Fig. 33.4 CFD result of the combustion chamber

• Ambient temperature and pressure
• Compressor outlet temperature and pressure
• Turbine inlet temperature and pressure
• Turbine outlet temperature
• Compressor inlet mass flow
• Fuel mass flow
• Shaft output power. 

A high-speed alternator was powered with a tie grid drive/inverter to enable a 
bi-directional connection of CHP to the network. Moreover, the temperature of the 
oil and cooling water in both inlet and outlet are measured to calculate the heat 
loss through these two systems. The micro-CHP test rig, equipped with mentioned 
measurements, is shown in Fig. 33.5.

33.6 Results and Discussion 

Several tests were conducted to experimentally investigate the performance of the 
engine in different scenarios. In Fig. 33.6 three different results are compared. It 
shows the result of a performance of a fresh engine (test after assembly) at 170 kRPM, 
the performance of the degraded engine (after 20 h of operation) at 170 kRPM, and 
the performance of the engine at 200 kRPM. It could be seen that the power output 
is considerably less than the estimated power of the simulation which could be the 
result of neglected losses mainly the mechanical loss of the bearing, heat loss of the 
hot sections and the power loss of the generator. The other issue that can be seen in 
these results is that the output power of the system degrades after a couple of hours 
of operation. This power degradation is obvious in comparing the results of the fresh
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Fig. 33.5 Micro-CHP experimental test rig

engine with the one after 10 h of operation at the rotational speed of 170 kRPM. 
Moreover, it could be seen that at the rotational speed of 200 kRPM, the power does 
not increase with higher turbine inlet temperatures. 

The effect of several parameters including mass flow rate, oil feed temperature, 
shaft speed, and oil feed pressure have been investigated to find a possible correlation 
between these parameters and the observed power reduction. In Fig. 33.7, it could 
be seen that mechanical losses do not have a meaningful correlation with the first 
three mentioned parameters but do have a correlation with oil feed pressure.

This mechanical loss has a constant value in pressures higher than 19 PSIG but 
increases linearly at pressures lower than this value. It was also found that the oil 
feed pressure can be correlated with the oil feed temperature (Fig. 33.8).

Having these correlations, it is estimated that by providing better cooling for the 
oil system, it would be possible to keep the oil pressure higher than 20 PSIG. The 
micro gas turbine power, consequently, would reach 2000 W at 1275 K, 200 kRPM.

Fig. 33.6 Sample test results in different conditions (negative value for generation) 
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Fig. 33.7 Effect of different parameters on the MGT power loss

Fig. 33.8 Correlation 
between oil feed pressure 
and temperature

The predicted trend is shown in Fig. 33.9 which needs further development and 
testing to be verified.

33.7 Conclusion 

This paper reviewed the development process of the micro gas turbine for a micro-
CHP system based on available off-the-shelf turbocharger technology. An in-house 
code was developed to match the turbomachinery performances to define the product 
concept regarding the overall power and heat output. The concept was modelled into 
GasTurb for detailed test analysis and to provide the boundary condition for combus-
tion chamber design. 0D equations and 3D CFD simulation were employed in the 
conceptual and preliminary design of the combustion system. A prototype was inte-
grated and experimental tests were conducted to validate the design. Experimental 
results show significant deviation from predicted values. Although the available 
turbocharger technology shows a great potential to integrate an MGT in small sizes 
within the proposed procedure, there are technical gaps that need to be addressed to



33 Development of an Affordable MGT-CHP for Domestic Applications 359

Fig. 33.9 Estimation of the performance with enhanced oil cooling (negative value for generation)

achieve the target power and efficiency targets. The authors believe that this would be 
established by enhancing the efficiency of components and reducing the consumption 
of auxiliary systems. 
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