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Abstract. We investigate concurrent two-player win/lose stochastic
games on finite graphs with prefix-independent objectives. We charac-
terize subgame optimal strategies and use this characterization to show
various memory transfer results: 1) For a given (prefix-independent) ob-
jective, if every game that has a subgame almost-surely winning strat-
egy also has a positional one, then every game that has a subgame op-
timal strategy also has a positional one; 2) Assume that the (prefix-
independent) objective has a neutral color. If every turn-based game that
has a subgame almost-surely winning strategy also has a positional one,
then every game that has a finite-choice (notion to be defined) subgame
optimal strategy also has a positional one.

We collect or design examples to show that our results are tight in several
ways. We also apply our results to Biichi, co-Biichi, parity, mean-payoff
objectives, thus yielding simpler statements.

1 Introduction

Turn-based two-player win/lose (stochastic) games on finite graphs have been
intensively studied in the context of model checking in a broad sense [19,1]. These
games behave well regarding optimality in various settings. Most importantly for
this paper, [14] proved the following results for finite turn-based stochastic games
with prefix-independent objectives: (1) every game has deterministic optimal
strategies; (2) from every value-1 state, there is an optimal, i.e. almost-surely
winning, strategy; (3) if from every value-1 state of every game there is an
optimal strategy using some fixed amount of memory, every game has an optimal
strategy using this amount of memory. These results are of either of the following
generic forms:

— In all games, (from all nice states) there is a nice strategy.
— If from all nice states of all games there is a nice strategy, so it is from all
states.

The concurrent version of these turn-based (stochastic) games has a higher
modeling power than the turn-based version: this is really useful in practice since
real-world systems are intrinsically concurrent [15]. They are played on a finite
graph as follows: at each player state, the two players stochastically and inde-
pendently choose one among finitely many actions. This yields a Nature state,
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which stochastically draws a next player state, from where each player chooses
one action again, and so on. Each player state is labelled by a color, and who wins
depends on the infinite sequence of colors underlying the (stochastically) gener-
ated infinite sequence of player states. Unfortunately, these concurrent games do
not behave well in general even for simple winning conditions and simple graph
structures, like finite graphs:

— Reachability objectives: there is a game without optimal strategies [13];

— Biichi objectives: there is a game with value 1 while all finite-memory strate-
gies have value 0 [12];

— Co-Biichi objectives: although there are always positional e-optimal strate-
gies [8], there is a game with optimal strategies but without finite-memory
optimal strategies [4];

— Parity [12] and mean-payoff [10] objectives: there is a game with subgame
almost-surely-winning strategies, but where all finite-memory strategies have
value 0.

In this paper, we focus on concurrent stochastic finite games. Therefore, the
generic forms of our results will be more complex, in order to take into account
the above-mentioned discrepancies. They will somehow be given as generic state-
ments as follows:

— Every game that has a nice strategy also has a nicer one.
— If all special games that have a nice strategy have a nicer one, so it is for all
games.

Much of the difficulty consists in fine-tuning the strength of “nice”, “nicer” and
“special” above. We present below our main contributions on finite two-player
win/lose concurrent stochastic games with prefix-independent objectives:

1. We provide a characterization of subgame optimal strategies, which are
strategies that are optimal after every history (Theorem 1): a Player A strat-
egy is subgame optimal iff 1) it is locally optimal and 2) for every Player
B deterministic strategy, after every history, if the visited states have the
same positive value, Player A wins with probability 1. This characterization
is used to prove all the results below.

2. We prove memory transfer results from subgame almost-surely winning strate-
gies to subgame optimal strategies:

(a) Theorem 2: If every game that has a subgame almost-surely winning
strategy also has a positional one, then every game that has a subgame
optimal strategy also has a positional one.

(b) Corollary 1: every Biichi or co-Biichi game that has a subgame optimal
strategy has a positional one. (Whereas parity games may require infinite
memory [12].)

Note that the transfer result 2a can be generalized from positional to finite

memory.

3. We say that a strategy has finite-choice, if it uses only finitely many action
distributions. Note that finite-memory (resp. deterministic) strategies clearly
have finite choice.
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(a) Theorem 4: In a given game, if there is a finite-choice optimal strategy,
there is a finite-choice subgame optimal strategy.

(b) Theorem 5: Assume that the objective has a neutral color. If every turn-
based game that has a subgame almost-surely winning strategy also has a
positional one, then every game that has a finite-choice subgame optimal
strategy also has a positional one.

(¢) Corollary 2: every parity or mean-payoff game that has a finite-memory
subgame optimal strategy also has a positional one.

Note that 3a and 3b are false if the word finite-choice is removed [4]. The

proof of 3b invokes 3a. Flavor (and proofs) of 3b and 2a are similar, but

both premises and conclusions are weakened in 3b, as emphasized.

Related works. A large part of this paper is dedicated to the extension to
concurrent games of the results from [14] regarding the transfer of memory from
almost-surely winning strategies to optimal strategies in turn-based games. Note
that the proof technique used in [14] is different and could not be adapted to
our more general setting. In their proof, both players agree on a preference over
Nature states and play according to this preference. In our proof, we slice the
graph into value areas (that is, sets of states with the same value), and show
that it is sufficient to play an almost-sure winning strategy in each slice; we then
glue these (partial) strategies together to get a subgame-optimal strategy over
the whole graph.

The slicing technique was already used in the context of concurrent games
in [8]. The authors focus on parity objectives and establishes a memory transfer
result from limit-sure winning strategies to almost-optimal strategies. As an
application, they show that, for co-Biichi objectives, since positional strategies
are sufficient to win limit-surely, they also are to win almost-optimally. Their
construction made heavy use of the specific nature of parity objectives.

We also mention [6], where the focus is also on concurrent games with prefix-
independent objectives. In particular, the authors establish a (very useful) result:
if all states have positive values, then they all have value 1. (Note that a strength-
ening of this result is presented in this paper (Theorem 3), which also appears
as an adaptation of a result proved in [14]). This result is then used in another
context with non-zero-sum games.

Finally, some recent works on concurrent games have been done in [2,3,4],
where the goal is the following: local interactions of the two players in the player
state are given by bi-dimensional tables; those tables can be abstracted as game
forms, where (output) variables are issues of the local interaction (possibly sev-
eral issues are labelled by the same variable). The goal of this series of works
is to give (intrinsic) properties of these game forms, so that, when used in a
graph game, the existence of optimal strategies is ensured. For instance, in [3],
a property of games forms, called RM, is given, which ensures that, if one only
uses RM game forms in a graph, then for every reachability objective, Player
A will always have an optimal strategy for that objective. This property is a
characterization of well-behaved game forms regarding reachability objectives
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since every game form which is not RM can be embedded into a (small) graph
game in such a way that Player A does not have an optimal strategy. This line
of works really differs from the target of the current paper.

Structure of the paper. Section 2 presents notations, Section 3 recalls the
notion of game forms, Section 4 introduces our formalism, Section 5 exhibits
a necessary and sufficient pair of conditions for subgame optimality, Section 6
shows a memory transfer from subgame almost-surely winning to subgame opti-
mal in concurrent games, and Section 7 adapts the results of the previous section
to the case of the existence of a subgame finite-choice strategy.

Detailed proofs and additional formal definitions are available in [5].

2 Preliminaries

Consider a non-empty set Q. We denote by Q*, @* and Q% the set of finite
sequences, non-empty finite sequences and infinite sequences of elements of ()
respectively. For n € N, we denote by Q" (resp. Q<") the set of sequences of
(resp. at most) n elements of Q. For all p =¢; -+ ¢, € Q™ and i < n, we denote
by pi the element ¢; € Q and by p<; € Q' the finite sequence ¢; - - - ¢;. For a
subset S C @, we denote by Q*-5“ C @Q“ the set of infinite paths that eventually
settle in S and by (Q*-S)¥ C Q¥ the set of infinite paths visiting infinitely often
the set S.

A discrete probabilistic distribution over a non-empty finite set @ is a function
@ — [0,1] such that erQ w(xz) = 1. The support Supp(u) of a probabilistic
distribution p : @ — [0, 1] is the set of non-zeros of the distribution: Supp(u) =
{g € Q] (g €(0,1]}. The set of all distributions over @ is denoted D(Q).

3 Game forms

We recall the definition of game forms — informally, bi-dimensional tables with
variables — and of games in normal forms — game forms whose outcomes are
values between 0 and 1.

Definition 1 (Game form and game in normal form). A game form (GF
for short) is a tuple F = (Acta, Actg, O, 0) where Actp (resp. Actg) is the non-
empty finite set of actions available to Player A (resp. B), O is a non-empty set
of outcomes, and o : Acta x Actg — O is a function that associates an outcome
to each pair of actions. When the set of outcomes O is equal to [0, 1], we say
that F is a game in normal form. For a valuation v € [0,1]° of the outcomes,
the notation (F,v) refers to the game in normal form (Acta, Actg, [0, 1], v o ).

We use game forms to represent interactions between two players. The strategies
available to Player A (resp. B) are convex combinations of actions given as the
rows (resp. columns) of the table. In a game in normal form, Player A tries to
maximize the outcome, whereas Player B tries to minimize it.
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Definition 2 (Outcome of a game in normal form). Consider a game in
normal form F = (Acta,Actg, [0, 1], 0). The set D(Acta) (resp. D(Actg)) is the
set of strategies available to Player A (resp. B). For a pair of strategies (oa,08) €
D(Actp) x D(Actg), the outcome outr(oa,op) in F of the strategies (oa,oB) is
defined as: outx(oa,08) = D cpcts 2obeacts OA(a) - (D) - o(a,b) € [0,1].

Definition 3 (Value of a game in normal form and optimal strategies).
Consider a game in normal form F = (Acta, Actg, [0,1], 0) and a strategy oa €
D(Acta) for Player A. The value of the strategy oa, denoted valz(op) is equal
to: valr(oa) := inf, cp(acty) OutF(oa, 08), and analogously for Player B, with a
sup instead of an inf. When sup,,cp(acty) Valr(oa) = info,ep(ace) valrz(os), it
defines the value of the game F, denoted valr.

A strategy oa € D(Acta) ensuring valx = valz(oa) is called optimal. The set
of all optimal strategies for Player A is denoted Opta(F) C D(Acta), and analo-
gously for Player B. Von Neuman’s minimaz theorem [20] ensures the existence
of optimal strategies (for both players).

In the following, strategies in games in normal forms will be called GF-strategies,
in order not to confuse them with strategies in concurrent (graph) games.

4 Concurrent games and optimal strategies

4.1 Concurrent arenas and strategies

We introduce the definition of concurrent arenas played on a finite graph.

Definition 4 (Finite stochastic concurrent arena). A colored concurrent
arena C is a tuple (Q, (Aq)qeq, (Bq)qeq, D, d,dist, K, col) where Q is the non-
empty finite set of states, for all g € Q, Ay (resp. By) is the non-empty finite set
of actions available to Player A (resp. B) at state q, D is the finite set of Nature
states, § : U, eq({a} X Ag x By) — D is the transition function, dist : D — D(Q)
is the distribution function. Furthermore, K is the non-empty finite set of colors
and col : @ — K is the coloring function.

In the following, the arena C will refer to the tuple (Q, (A4)qecq, (Bq)qeq, D, 4,
dist, K, col), unless otherwise stated. A concurrent game is obtained from a con-
current arena by adding a winning condition: the set of infinite paths winning
for Player A (and losing for Player B).

Definition 5 (Finite stochastic concurrent game). A finite concurrent
game is a pair (C, W) where C is a finite concurrent colored arena and W C K¥
is Borel. The set W is called the objective, as it corresponds to the set of colored
paths winning for Player A.

In this paper, we only consider a specific kind of objectives: prefix-independent
ones. Informally, they correspond to objectives W such that an infinite path p
is in W if and only if any of its suffixes is in W. More formally:
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Definition 6 (Prefix-independent objectives). For a non-empty finite set
of colors K and W C K¥, W is said to be prefix-independent (PI for short) if,
forallpe KY andi >0, pe W & ps; € W.

In the following, we refer to concurrent games with prefix-independent objectives
as PI concurrent games.

Definition 7 (Parity, Biichi, co-Biichi objectives). Let K C N be a finite
non-empty set of integers. Consider a concurrent arena C with K as set of col-
ors. For an infinite path p € Q¥, we denote by col(p)es C N the set of colors
seen infinitely often in p: col(p)es == {n € N | Vi € N, 35 > i, col(p;) =
n}. Then, the parity objective w.r.t. col is the set WP ¥ (col) := {p € Q“ |
max col(p)oo is even }. The Biichi (resp. co-Biichi) objective correspond to the
parity objective with K := {1,2} (resp. K:={0,1}).

Strategies are then defined as functions that, given the history of the game
(i.e. the sequence of states already seen) associate a distribution on the actions
available to the Player.

Definition 8 (Strategies). Consider a concurrent game C. A strategy for Player
A is a function sp : QT — D(A) with A = quQ Ag such that, for all p =
g0 qn € QF, we have sa(p) € D(A,,). We denote by S the set of all strate-
gies in arena C for Player A. This is analogous for Player B.

Given two strategies sa, sg for both players in an arena C from a starting state
qo, we define in the usual manner the probability Pscgfg% of a finite path which
induces the probability of an arbitrary Borel subset of infinite paths. Values of
strategies and of the game are defined below.

Definition 9 (Value of strategies and of the game). Let G = (C,W) be a
PI concurrent game and consider a strateqy sp € Sé for Player A. The function
Xg[sa] : @ — [0,1] giving the value of the strategy sa is such that, for all qo €
Q, we have xglsal(qo) := infy,esp PS:% [W]. The function xgl[A] : @ — [0,1]
giving the value for Player A: is such that, for all gy € Q, we have xg[A](qo) :=
sups, esa Xg[sal(qo). The function xg[B] : Q — [0,1] giving the value of the game
for Player B is defined similarly by reversing the supremum and infimum.

By Martin’s result on the determinacy of Blackwell games [17], for all con-
current games G = (C, W), the value functions for both Players are equal, this
defines the value function xg : Q — [0,1] of the game: xg := xg[A] = xg[B].

We define value areas: subsets of states whose values are the same.

Definition 10 (Value area). In a PI concurrent game G, Vg refers to the
set of values appearing in the game: Vg = {xglq] | ¢ € Q}. Furthermore, for
all w € Vg, Q, C Q refers to the set of states whose values are u w.r.t. xg:

Qu:=1{q€ Q] xglq) =u}.

In concurrent games, game forms appear at each state and describe the in-
teractions of the players at that state. Furthermore, the valuation mapping each
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state to its value in the game can be lifted, via a convex combination, into a
valuation of the Nature states. This, in turn, induces a natural way to define the
game in normal form appearing at each state.

Definition 11 (Local interactions, Lifting valuations). In a PI concurrent
game G where the valuation xg : Q — [0,1] gives the values of the game, the
lift vg : D — [0, 1] is such that, for all d € D, we have vg(d) == > o Xg(q) -
dist(d)(q) (recall that dist : D — D(Q) is the distribution function).

Let ¢ € Q. The local interaction at state q is the game form
Fq = (A4,Bq,D,0(q,-,-)). The game in normal form at state q is then ]-";f =
<}—qv vg).

The values of the game in normal form ]-";f and of the state ¢ are equal.

Proposition 1. In a PI concurrent game G, for all states ¢ € @, we have
Yo (a) = outzy.

4.2 More on strategies

In this subsection, we define several kinds of strategies. Let us fix a PI concurrent
game G for the rest of this section. First, we consider optimal strategies, i.e.
strategies realizing the value of the game. Strategies are positively-optimal if
their values are positive from all states whose value is positive.

Definition 12 ((Positively-) optimal strategies). A Player A strategy sa €
S2 is (resp. positively-) optimal from a state ¢ € Q if xg(q) = xglsal(q) (resp.
if xg(q) > 0= xg[sal(q) > 0). It is (resp. positively-) optimal if this holds from
all states q € Q.

Note that the definition of optimal strategies we consider is sometimes referred
to as uniform optimality, as it holds from every state of the game. However, it
does not say anything about what happens once some sequence of states have
been seen. We would like now to define a notion of strategy that is optimal from
any point that can occur after any finite sequence of states has been seen. This
correspond to subgame optimal strategies. To define them, we need to introduce
the notion of residual strategy.

Definition 13 (Residual and Subgame Optimal Strategies). For all finite
sequences p € QV, the residual strategy sh of a Player A strategy sa is the
strategy sk : QT — D(A) such that, for all T € QT, we have si(m) :=sa(p - 7).

The Player A strategy sa is subgame optimal if, for all p = p'-q € QT, the
residual strategy si is optimal from q, i.e. xg[sh](q) = xg(q)-

Note that, in particular, subgame optimal strategies are optimal strategies.
When such strategies do exist, we want them to be as simple as possible, for
instance we want them to be positional, that is that they only depend on the
current state of the game.

As for Player B, we will consider a specific kind of strategies, namely deter-
ministic strategies. That is because, once a Player A strategy is fixed we obtain
an (infinite) MDP. In such a context, e-optimal strategies can be chosen among
deterministic strategies (see for instance the explanation in [9, Thm. 1]).
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Definition 14 (Positional, Deterministic strategies). A Player A strategy
sa is positional if, for all states q € Q and paths p € QT we have sa(p-q) = sa(q).

A Player B strategy sg is deterministic if, for all finite sequences p-q € Q7 ,
there exists b € B, such that sg(p - q)(b) = 1.

5 Necessary and sufficient condition for subgame
optimality

In this section, we present a necessary and sufficient pair of conditions for a
Player A strategy to be subgame optimal, formally stated in Theorem 1. The
arguments given here are somewhat similar to the ones given in Section 4 of [4],
which deals with the same question restricted to positional strategies.

The first condition is local: it specifies how a strategy behaves in the games in
normal form at each local interaction of the game. As mentioned in Proposition 1,
at each state ¢, the value of the game in normal form .F;f is equal to the value
of the state ¢ (given by the valuation yg € [0,1]?). This suggests that, for all
finite sequences of states p € Q1 ending at that state ¢, the GF-strategy sa(p)
needs to be optimal in the game in normal form ]-'gf for the residual strategy si
to be optimal from ¢. Strategies with such a property are called locally optimal.
This is a necessary condition for subgame optimality. (However, it is neither a
necessary nor a sufficient condition for optimality, as argued in Section 6).

Definition 15 (Locally optimal strategies). Consider a PI concurrent game
G. A Player A strategy sa is locally optimal if, for all p = p' - q € QF, the GF-
strategy sa(p) is optimal in the game in normal form .F;f. That is — recalling
that vg € [0,1]P lifts the valuation xg € [0,1]9 to the Nature states — for all
be By: xg(q) < Xaeasalp)(a) - vg o 8(g, a,b) = outzw(sa(p),b)

Lemma 1. In a PI concurrent game, subgame optimal strategies are locally op-
timal.

Note that this was already shown for positional strategies in [4].

Local optimality does not ensure subgame optimality in general. However, it
does ensure that, for all Player B deterministic strategies, the game almost-surely
eventually settles in a value area, i.e. in some @Q,, for some u € V.

Lemma 2. Consider a PI concurrent game G and a Player A locally optimal
strateqy sa. For all Player B deterministic strategies, almost surely the states
seen infinitely often have the same value. That is: P** [,y Q" - (Qu)*] = 1.

Proof (Sketch). First, if a state of value 1 is reached (i.e. a state in @1), then
all states that can be seen with positive probability have value 1 (i.e. are in
Q)1), since the strategy sa is locally optimal. Let now u € Vg be the highest
value in Vg that is not 1 and consider the set of infinite paths such that the
set @, is seen infinitely often but the game does not settle in it, i.e. the set

(@ (Q\Qu)*N(Q*-Qy)¥ C QY. Since the strategy sp is locally optimal (and
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since Vg is finite), one can show that there is a positive probability p > 0 such
that, the conditional probability of reaching @)1 knowing that Q,, is left is at least
p. Hence, if Q,, is left infinitely often, almost-surely the set (1 is seen (and never
left). It follows that the probability of the event (Q* - (Q \ Qu))* N (Q* - Qu)¥
is 0. This implies that, almost-surely, if the set @, is seen infinitely often, then
at some point it is never left. The same arguments can then be used with the
highest value in Vg that is less than u, etc. Overall, we obtain that, for all u € Vg,
if a set @, is seen infinitely often, it is eventually never left almost-surely.

Local optimality ensures that, at each step, the expected values of the states
reached does not worsen (and may even improve if Player B does not play op-
timally). By propagating this property, we obtain that, given a Player A locally
optimal strategy and a Player B deterministic strategy, the convex combination
of the values u in Vg weighted by the probability of settling in the value area
Qu, from a state ¢ is at least equal to its value xg(q). This is stated in Lemma 3
below.

Lemma 3. For a PI concurrent game G, a Player A locally optimal strategy
sa, a Player B deterministic strategy sg and a state ¢ € Q: xg(q) < > ,cy, U
P [Q* - (Qu)“].

Note that if Player B plays subgame optimally, then this inequality is an equality.

Proof (Sketch). First, let us denote P3%8 by P. It can be shown by induction that,
for all i € N*, we haye the property P(i) : xg(q) < >, yeqqi Xg(d') - P(r-q') =
ZUEVQ\{O} u-Plg- Q' Q,]. Furthermore, since by Lemma 2, the game almost-
surely settles in a value area, it can be shown that for n large enough, the
probability of being in Q, after n steps (i.e. P[g- Q"1 -Q,]) is arbitrarily close
to the probability of eventually settling in @, (i.e. P[Q* - (Q.)“]). We can then
apply P(n) to obtain the desired inequality.

Recall that we are considering a pair of conditions to characterize that a
strategy is subgame optimal. The first condition is local optimality. To summa-
rize, we have seen that the fact that a strategy is locally optimal ensures that,
from any state ¢, the expected values of the value areas where the game settles
is at least xg(q). However, local optimality does not ensure anything as to the
probability of W given that the game settles in a specific value area. This is
where the second condition comes into play. For the explanations regarding this
condition, we will need Lemma 4 below: a consequence of Levy’s 0-1 Law.

Lemma 4. Let M be a countable Markov chain with a PI objective. If there is
a q € Q such that xm(q) < 1, then infyeg xm(¢') =0.

Consider now a Player A subgame optimal strategy sa and a Player B determin-
istic strategy. Let us consider what happens if the game eventually settles in @,
for some u € V5 \{0}. Assume towards a contradiction that there is a finite path
after which the probability of W given that the play eventually settles in @, is
less than 1. Then, there is a continuation of this path ending in @,, for which this
probability of W is less than w. Indeed, it was shown that, for a PI objective,
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in a countable Markov chain (which is what we obtain once strategies for both
players are fixed), if there is a state with a value less than 1, then the infimum of
the values in the Markov chain is 0 (this is what is stated in Lemma 4). Follow-
ing our above towards-a-contradiction-assumption, there would be a finite path
from which the Player A strategy sa is not optimal. This is in contradiction with
the fact that it is subgame optimal. Hence, a second necessary condition — in
addition to the local optimality assumption — for subgame optimality is: from
all finite paths, for all Player B deterministic strategies, for all positive values
u € Vg \ {0}, the probability of W and eventually settling in @, is equal to the
probability of eventually settling in @,. We obtain the theorem below.

Theorem 1. Consider a concurrent game G with a PI objective W and a Player
A strategy sp € SA. The strategy sa is subgame optimal if and only if:

— it is locally optimal;
— for all p € QT, for all Player B deterministic strategies sg, for all values
P
u € Vg \ {0}, we have PV [W N Q* - (Qu)¥] = P [Q* - (Qu)“].

Proof (Sketch). Lemma 1 states that local optimality is necessary and we have
informally argued above why the second condition is also necessary for subgame
optimality. As for the fact that they are sufficient conditions, this is a direct
consequence of Lemmas 2 and 3 and the fact that deterministic strategies can
achieve the same values as arbitrary strategies in MDPs (which we obtain once
a Player A strategy is fixed), as cited in Subsection 4.2.

One may ask what happens in the special case where the strategy sa con-
sidered is positional. As mentioned above, such a characterization was already
presented in [4]'. Overall, we obtain a similar result except that the second condi-
tion is replaced by what happens in the game restricted to the End Components
in the Markov Decision Process induced by the positional strategy sa.

6 From subgame almost-surely winning to subgame
optimality

In [14, Thm. 4.5], the authors have proved a transfer result in PI turn-based
games: the amount of memory sufficient to play optimally in every state of
value 1 of every game is also sufficient to play optimally in every game. This
result does not hold on concurrent games as is. First, although there are always
optimal strategies in PI turn-based games (as proved in the same paper [14, Thm.
4.3]), there are PI concurrent games without optimal strategies. Second, infinite
memory may be required to play optimally in co-Biichi concurrent games whereas
almost-surely winning strategies can be found among positional strategies in a
turn-based setting. This can be seen in the game of Figure 1 with col(gg) = 0 and
col(q1) = col(¢}) = 1. The green values in the local interaction at state qg are the

! The proof was only presented for a specific class of objectives.



Subgame Optimal Strategies in Concurrent Games

' 1 /1
Flg 3. concur-

rent game with
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values of the game if they are reached (the game ends immediately). If a green
value is not reached, the objective of Player A is to see only finitely often states
g1 and ¢1. It has already been argued in [4] that the value of this game is 1/2 and
that there is an optimal strategy for Player A but it requires infinite memory.
To play optimally, Player A must play the top row with probability 1 — ¢, and
the middle row with probability e for e, > 0 that goes (fast) to 0 when & goes
to oo (where k denotes the number of steps). The € must be chosen so that,
if Player B always plays the left column with probability 1, then the state ¢;
is seen finitely often with probability 1. Furthermore, as soon as the state ¢} is
visited, Player A switches to a positional strategy playing the bottom row with
probability €} small enough (where k denotes the number of steps before the
state g] was seen) and the two top rows with probability (1 — ¢})/2.

Hence, the transfer of memory from almost-surely winning to optimal does
not hold in concurrent games even if it is assumed that optimal strategies exist.
However, one can note that although the strategy described above is optimal,
it is not subgame optimal. Indeed, when the strategy switches, the value of the
residual strategy is 1/2—¢}, < 1/2. In fact, there is no subgame optimal strategy
in that game. Actually, if we assume that, not only optimal but subgame optimal
strategies exist, then the transfer of memory will hold.

The aim of this section is twofold: first, we identify a necessary and sufficient
condition for the existence of subgame optimal strategies?. Second, we establish
the above-mentioned memory transfer that relates the amount of memory to
play subgame optimally and to be almost-surely winning. Before stating the
main theorem of this section, let us first introduce the definition of positionally
subgame almost-surely winnable objective, i.e. objectives for which subgame
almost-surely winning strategies can be found among positional strategies.

Definition 16 (Positionally subgame almost-surely winnable objective).
Consider a PI objective W C K¥. It is said to be a positionally subgame almost-
surely winnable objective (PSAW for short) if the following holds: in all concur-

2 Note that this is different from what we did in the previous section: there, we es-
tablished a necessary and sufficient condition for a specific strategy to be subgame
optimal. Here, given a game, we consider necessary and sufficient conditions on the
game for the existence of a subgame optimal strategy.
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rent games G = (C, W) where there is a subgame almost-surely winning strategy,
there is a positional one.

Theorem 2. Consider a non-empty finite set of colors K and a PI objective
0 C W C K¥. Consider a concurrent game G with objective W. Then, the three
following assertions are equivalent:

a. there exists a subgame optimal strategy;
b. there exists an optimal strategy that is locally optimal;
c. there exists a positively-optimal strategy that is locally optimal.

Furthermore, if this holds and if the objective W is PSAW, then there exists a
subgame optimal positional strategy.

First, note that the equivalence is stated in terms of existence of strategies, not
on the strategies themselves. In particular, any subgame optimal strategy is both
optimal and locally optimal, however, an optimal strategy that is locally optimal
is not necessarily a subgame optimal strategy. Second, it is straightforward that
point a implies point b (from Theorem 1) and that point b implies point ¢ (by
definition of positively-optimal strategies). In the remainder of this section, we
explain informally the constructions leading to the proof of this theorem, i.e.
to the proof that point ¢ implies point a. The transfer of memory is a direct
consequence of the way this theorem is proven. We fix a PI concurrent game
G = (C,W) for the rest of the section.

The idea is as follows. As stated in Theorem 1, subgame optimal strategies
are locally optimal and win the game almost-surely if the game settles in a value
area @Q,, for some positive u € Vg\{0}. Our idea is therefore to consider subgame
almost-surely winning strategies in the derived game G,: a “restriction” of the
game G to @, (more details will be given later). We can then glue together these
subgame almost-surely winning strategies — defined for all v € Vg \ {0} — into a
subgame optimal strategy. However, there are some issues:

1. the state values in the game G, should be all equal to 1;

2. furthermore, there must exist a subgame almost-surely winning strategy in
Gu;

3. this subgame almost-surely winning strategy in G, should be locally optimal
when considered in the whole game G.

Note that the method we use here is different from what the authors of [14] did
to prove the transfer of memory in turn-based games.

Let us first deal with issue 3. One can ensure that the almost-surely winning
strategies in the game G, are all locally optimal in G by properly defining the
game G,. More specifically, this is done by enforcing that the only Player A
possible strategies in G,, are locally optimal in the game G. To do so, we construct
the game G,, whose state space is Q,, (plus gadget states) but whose set of actions
A}—gf, at a state ¢ € @y, is such that the set of strategies D(A ;;f) corresponds

exactly to the set of optimal strategies in the original game in normal form ]—"q”f7
while keeping the set of actions A Faf for Player A finite. This is possible thanks
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to Proposition 2 below: in every game in normal form f;f at state ¢ € @, there
exists a finite set A Fof of optimal strategies such that the optimal strategies in

q
known result, argued for instance in [18].

Fnf are exactly the convex combinations of strategies in A]:gf. This is a well

Proposition 2. Consider a game in normal form F = (A, B,[0,1],8) with
|A| = n and |B| = k. There exists a set Arw C Opta(F™) of optimal strategies
such that |Azw| < n+k and D(Axw) = Opta(F).

Proof (Sketch). One can write a system of n + k inequalities (with some addi-
tional equalities) whose set of solutions is exactly the set of optimal GF-strategies
Opta(F™). The result then follows from standard system of inequalities argu-
ments as the space of solutions is in fact a polytope with at most n + k vertices.

We illustrate this construction: a part of a concurrent game is depicted in
Figure 3 and the change of the interaction of the players at state go is depicted
in Figures 4, 5, 6 and 7.

The game G, has the same objective W as the game G. Since we want all the
states to have value 1 in G, (recall issue 1), we will build the game G, such that
any edge leading to a state not in @, in G now leads to a PI concurrent game
Gw (with the same objective W) where all states have value 1. The game Gy is
(for instance) a clique with all colors in K where Player A plays alone.

An illustration of this construction can be found in Figures 8 and 9. The
blue dotted arrows are the ones that need to be redirected when the game is
changed. With such a definition, we have made some progress w.r.t. the issue 1
cited previously (regarding the values being equal to 1): the values of all states
of the game G, are positive (for positive u).

Lemma 5. Consider the game G, for some positive u € Vg \ {0} and assume
that, in G, there exists a positively-optimal strategy that is locally optimal. Then,
for all states q in G,, the value of the state q in G, is positive: xg,(q) > 0.

Proof (Sketch). Consider a state ¢ € @,, and a Player A locally optimal strategy
sa in G that is positively-optimal from ¢. Then, the strategy sa (restricted to
Q) can be seen as a strategy in G, (it has to be defined in Gy, but this can
done straightforwardly). Note that this is only possible because the strategy sa
is locally optimal (due to the definition of G, ). For a Player B strategy sg in G,,
consider what happens with strategies sy and sg in both games G,, and G. Either
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Fig. 8. The depiction of a PI concurrent Fig. 9. The PI concurrent game after the
game with its value areas. modifications described above.

the game stays indefinitely in @,, and what happens in G, and G is identical.
Or it eventually leaves @,,, leading to states of value 1 in G,,. Hence, the value of
the game G, from ¢ with strategies sp and sg is at least the value of the game G
from g with the same strategies. Thus, the value of the state ¢ is positive in G,.

As it turns out, Lemma 5 suffices to deal with both issues 1 and 2 at the
same time. Indeed, as stated in Theorem 3 below, it is a general result that in a
PI concurrent game, if all states have positive values, then all states have value
1 and there is a subgame almost-surely winning strategy.

Theorem 3. Consider a PI concurrent game G and assume that all state values
are greater than or equal to ¢ > 0, i.e. for all ¢ € Q, xg(q) > c. Then, there is
a subgame almost-surely winning strategy in G.

Remark 1. This theorem can be seen as a strengthening of Theorem 1 from [6].
Indeed, this Theorem 1 states that if all states have positive values, then they
all have value 1 (this is then generalized to games with countably-many states).
Theorem 3 is stronger since it ensures the existence of (subgame) almost-surely
winning strategies. Although a detailed proof is provided in the complete version
of this paper [5], note that this theorem was already stated and proven in [14]
in the context of PI turn-based games. Nevertheless their arguments could have
been used wverbatim for concurrent games as well. In [5], we give a proof using
the same construction (namely, reset strategies) but we argue differently why
the construction proves the theorem.

We can now glue together pieces of strategies sj defined in all games G,
into a single strategy sa[(si)ucvy\{0}]- Informally, the glued strategy mimics the
strategy on Q7 and switches strategy when a value area is left and another one
is reached.

Definition 17 (Gluing strategies). Consider a PI concurrent game G and
for all values uw € Vg \ {0}, a strategy sk in the game G,. Then, we glue these



Subgame Optimal Strategies in Concurrent Games 555

strategies into the strategy sa[(sk)ucvo\{o}] : @ — D(A) simply written sa such
that, for all p ending at state q € Q:

Sa(p) = sa(m) if u=xg(q) >0 for 7 the longest suffiz of p in QF
AP s arbitrary  if xg(q) =0

As stated in Lemma 6 below, the construction described in Definition 17 transfers
almost-surely winning strategies in G, into a subgame optimal strategy in G.

Lemma 6. For allu € Vg\{0}, let sy be a subgame almost-surely winning strat-
egy in Gy. The glued strategy sa[(sp)ucvy\{0}], denoted sa, is subgame optimal

in G.

Proof (Sketch). We apply Theorem 1. First, the strategy sa is locally optimal
in all @, for u > 0 by the strategy restriction done to define the game G, (only
optimal strategies are considered at each game in normal form }';f at states
q € Q). Furthermore, any strategy is optimal in a game in normal form of
value 0 (which is the case of the game in normal forms of states in Qg). Second,
if the game eventually settles in a value area @, for some u > 0, from then on
the strategy sa mimics the strategy sy, which is subgame almost-surely winning
in G,,. Hence, the probability of W given that the game eventually settles in @,
is 1. This holds for all u € Vg \ {0}, so the second condition of Theorem 1 holds.

We now have all the ingredients to prove Theorem 2.

Proof (Of Theorem 2). We consider the PI concurrent game G and assume that
there is a positively-optimal strategy that is locally optimal. Then, by Lemma 5,
for all positive values u € Vg\ {0}, all states in G,, have positive values. It follows,
by Theorem 3, that there exists a subgame almost-surely winning strategy in
every game G, for u € Vg \ {0}. We then obtain a subgame optimal strategy by
gluing these strategies together, given by Lemma 6.

The second part of the theorem, dealing with transfer of positionality from
subgame almost-surely winning to subgame optimal follows from the fact that if
all strategies sk are positional for all u € Vg \ {0}, then so is the glued strategy

SA[(SR)uevi\ {0})-

We now apply the result of Theorem 2 to two specific classes of objectives:
Biichi and co-Biichi objectives. Note that this result is already known for Biichi
objectives, proven in [4].

Corollary 1. Consider a concurrent game with a Biichi (resp. co-Biichi) objec-
tive and assume that there is a positively-optimal strategy that is locally optimal.
Then there is a subgame optimal positional strategy.

Note that it is also possible to prove a memory transfer from subgame almost-
surely winning to subgame optimal for an arbitrary memory skeleton, instead of
only positional strategies. This adds only a few minor difficulties.
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Application to the turn-based setting. The aim of Section 6 was to ex-
tend an already existing result on turn-based games in the context of concurrent
games. This required an adaptation of the assumptions. However, it is in fact
possible to retrieve the original result on turn-based games from Theorem 2 in a
fairly straightforward manner. It amounts to show that, in all finite turn-based
games G, for all values u € Vg \ {0}, there is a locally optimal strategy that is
positively-optimal from all states in Q.

7 Finite-choice strategies

In this section, we introduce a new kind of strategies, namely finite-choice strate-
gies. Let us first motivate why we consider such strategies. Consider again the
co-Biichi game of Figure 1. Recall that the optimal strategy we described first
plays the top row with increasing probability and the middle row with decreas-
ing probability and then, once Player B plays the second column, switches to
a positional strategy playing the bottom row with positive, yet small enough
probability. Note that switching strategy is essential. Indeed, if Player A does
not switch, Player B could at some point opt for the middle column and see in-
definitely the state g with very high probability. In fact, what happens in that
case is rather counter-intuitive: once Player B switches, there is infinitely often
a positive probability to reach the outcome of value 1. However, the probability
to ever reaching this outcome can be arbitrarily small, if Player B waits long
enough before playing the middle row. This happens because the probability e
to visit that outcome goes (fast) to 0 when & goes to oo. In fact, such an optimal
strategy has “infinite choice” in the sense that it may prescribe infinitely many
different probability distribution.

In this section, we consider finite-choice strategies, i.e. strategies that can use
only finitely many GF-strategies at each state.

Definition 18 (Finite-choice strategy). Let G be a concurrent game. A Player
A strategy sa in G has finite choice if, for all ¢ € Q, the set S;» == {sa(p - q) |
p € QT CD(A,) is finite.

Note that positional (even finite-memory) and deterministic strategies are ex-
amples of finite-choice strategies.

Interestingly, we can link finite-choice strategies with the existence of sub-
game optimal strategies. In general it does not hold that if there are optimal
strategies, then there exists subgame optimal strategies (as exemplified in the
game of Figure 1). However, in Theorem 4 below, we state that if we addition-
ally assume that the optimal strategy considered has finite choice, then there is
a subgame optimal strategy (that has also finite choice).

Theorem 4. Consider a PI concurrent game G. If there is a finite-choice opti-
mal strategy, then there is a finite-choice subgame optimal strategy.

Proof (Sketch). Consider such an optimal finite-choice strategy sa. In particular,
note that there is a constant ¢ > 0 such that for all p-¢ € Q, for all a € A, we



Subgame Optimal Strategies in Concurrent Games 557

have: sa(p - q)(q) > 0 = sa(p-¢q)(g) > ¢. We build a subgame optimal strategy
si in the following way: for all p = p’ - ¢ € QT, if the residual strategy sh is
optimal, then sy (p) := sa(p), otherwise sj (p) := sa(q) (i.e. we reset the strategy).
Straightforwardly, the strategy sj has finite choice. We want to apply Theorem 1
to prove that it is subgame optimal. One can see that it is locally optimal (by the
criterion chosen for resetting the strategy). Consider now some p € QF ending
at state ¢ € @ and another state ¢’ € Q. Assume that the residual strategy
si is optimal but that the residual strategy sﬁ'ql is not. Then, similarly to why
local optimality is necessary for subgame optimality (see Proposition 1), one can
show that any Player B action b leading to ¢’ from p with positive probability
is such that xg(q) < outzw(sa(p),b). Hence, there is positive probability from
p, if Player B opts for the action b, to reach a state of value different from
u = xg(q). And if this happens infinitely often, a state of value different from
u will be reached almost-surely®. In other words, if a value area is never left,
almost-surely, the strategy sj only resets finitely often.

Consider now some p € Q*, a Player B deterministic strategy sg and a value
u € Vg \{0}. From what we argued above, the probability of the event Q* - (Q,,)*
(resp. WNQR*-(Q,,)¥) is the same if we intersect it with the fact that the strategy
sj only resets finitely often. Furthermore, if the strategy does not reset anymore
from some point on, and all states have the same value u > 0, then it follows
that the probability of W is 1 (since W is PI). We can then conclude by applying
Theorem 1.

Finite-choice strategies are interesting for another reason. In the previous
section, we applied the memory transfer from Theorem 2 to the Biichi and co-
Biichi objectives. We did not apply it to other objectives — in particular to the
parity objective. Indeed, in general, contrary to the case of turn-based games,
infinite-memory is necessary to be almost-surely winning in parity games. This
happens in Figure 2 (already described in [12]) where the objective of Player A
is to see ¢ infinitely often, while seeing g only finitely often. Let us describe a
Player A subgame almost-surely winning strategy. The top row is played with
probability 1 — ¢ and the bottom row is played with probability €, > 0 with
e going to 0 when k goes to oo (the (gx) used in the game in Figure 1 works
here as well) where k denotes the number of times the state g is seen. Such a
strategy is subgame almost-surely winning and does not have finite choice. In
fact, it can be shown that all Player A finite-choice strategies have value 0 in
that game.

Interestingly, the transfer of memory of Theorem 2 is adapted in Theorem 5
with the memory that is sufficient in turn-based games — for those PI objectives
that have a “neutral color”— if we additionally assume that the subgame opti-
mal strategy considered has finite choice. First, let us define what is meant by
“neutral color”, then we define the turn-based version of PSAW.

3 This holds because the strategy sa has finite choice: the probability to see a state
of different value is bounded below by the product of ¢ and the smallest positive
probability among all Nature states.
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Definition 19 (Objective with a neutral color). Consider a set of colors K
and a PI objective W C K¥. It has a neutral color if there is some (neutral) color
k € K such that, for all p = po-p1--- € K¥Y, we havep € W < po-k-p1-k--- € W.

Definition 20 (PASW objective in turn-based games). Consider a PI ob-
jective W C K. It is positionally subgame almost-surely winnable in turn-based
games (PSAWT for short) if in all turn-based games G = (C, W) where there is
a subgame almost-surely winning strategy, there is a positional one.

Theorem 5. Consider a PSAWT PI objective W C K with a neutral color
and a concurrent game G with objective W. Assume there is a subgame optimal
strategy that has finite choice. Then, there is a positional one.

Proof (Sketch). A finite-choice strategy sa plays only among a finite number of
GF-strategies at each state. The idea is therefore to modify the game G, of the
previous subsection into a game G/, by transforming it into a (finite) turn-based
game. At each state, Player A chooses first her GF-strategy. She can choose
among only a finite number of them: she has at her disposal, at a state ¢, only
optimal GF-strategies in S (recall Definition 18). We consider the objective W
in that new arena where Player B states are colored with a neutral color. The
existence, in G, of a subgame optimal strategy that has finite choice ensures that
all states in G/, have positive values. We can then conclude as for Theorem 2: a
subgame optimal strategy can be obtained by gluing together subgame almost-
surely winning strategies in the (turn-based) games G, (that can be chosen
positional by assumption).

As an application, one can realize that the parity, mean-payoff and general-
ized Biichi objectives have a neutral color and are PSAWT ([11,16,7]). Hence, for
these objectives, if there exists an optimal strategy that has finite choice, then
there is one that is positional.

Corollary 2. Consider a concurrent game G with a parity (resp. mean-payoff,
resp. generalized Biichi) objective. Assume that there is an optimal strategy that
has finite choice in G. Then, there is a positional one.
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