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Preface

The 2021 Scientific Assembly of the International Association of Geodesy (IAG) was hosted
by the Chinese Society for Geodesy, Photogrammetry and Cartography (CSGPC) in Beijing,
China from June 28 to July 2, 2021. Due to the COVID-19 pandemic, the Assembly was
organized as a hybrid conference with in-person and online attendants. The total number of
registered participants was 1,269, being 146 in-person participants.

Steering and local organizing committees of the IAG2021 Scientific Assembly

The theme of the Assembly was Geodesy for a Sustainable Earth. 613 contributions (255
oral presentations and 358 poster presentations) covered all topics of the broad spectrum
considered by the IAG. The topics were classified in the following symposia:

Symposium 1: Reference Frames (Chairs: Christopher Kotsakis, Jean-Paul Boy, Urs
Hugentobler, Xavier Collilieux, Carine Bruyninx, Zinovy Malkin). It covered:

• International Terrestrial Reference Frame: strengths, weaknesses, and strategies for future
improvements

• Advancements and open problems in global reference frame theory and methodology (joint
session with Symposium 6)

• Terrestrial and space geodetic ties for multi-technique combinations
• Regional reference frames and networks
• Comparison and combination of space geodesy techniques for improving consistency

between TRF, CRF, and EOPs

v



vi Preface

• Vertical reference systems: methodologies, realization, and new technologies (joint session
with Symposia 2a and 6)

Symposium 2a: Earth’s Static Gravity Field (Chairs: Mirko Reguzzoni, Derek van
Westrum, George Vergos, Cheinway Hwang, Roland Pail). It covered:

• Terrestrial, marine, and airborne gravimetry (joint session with Symposium 6)
• Vertical reference systems: methodologies, realization, and new technologies (joint session

with Symposia 1 and 6)
• Local and regional geoid and gravity modelling
• Global gravity field modelling
• Satellite altimetry and oceanography (joint session with Symposia 2b and 6)
• Gravity inversion for Solid Earth (joint session with Symposia 2b and 6)
• Topography and bathymetry gravity modelling (joint session with Symposium 6)

Symposium 2b: Earth’s Time-variable Gravity Field (Chairs: Adrian Jäggi, Frank Flecht-
ner, Wei Feng, Srinivas Bettadpur). It covered:

• Analysis techniques
• Spaceborne and terrestrial gravimetry for hydrology (joint session with Symposium 6)
• Cryospheric changes from gravity data (joint session with Symposium 6)
• Satellite altimetry and oceanography (joint session with Symposia 2a and 6)
• Gravity inversion for Solid Earth (joint session with Symposia 2a and 6)
• Future gravity mission concepts (joint session with Symposium 6)

Symposium 3: Earth Rotation and Geodynamics (Chair: Janusz Bogusz), with the con-
tribution of the International Association of Seismology and Physics of the Earth’s Interior
(IASPEI), the International Association of Volcanology and Chemistry of the Earth’s Interior
(IAVCEI), the International Association of Cryospheric Sciences (IACS), and International
Astronomical Union (IAU). It covered:

• Earth rotation, low-degree gravitational change, and mass transport in geophysical fluids
(joint session with Symposium 6)

• Observations and modeling of deformation related to changing ice loads
• Geodetic observations in volcanic and tectonically active areas (joint session with Sympo-

sium 6)

Symposium 4: Positioning and applications (Chairs: Allison Kealy, Vassilis Gikas). It
covered:

• Geodetic remote sensing (joint session with Symposium 6)
• Next generation positioning
• Techniques and applications in high precision GNSS

Symposium 5: The Global Geodetic Observing System (GGOS): the metrological basis
for the monitoring of the System Earth (Chairs: Basara Miyahara, Mike Pearlman, Detlef
Angermann, Laura Sánchez). It covered:

• Geodetic infrastructure for Earth System monitoring
• Gravity observations and networks in the framework of GGOS (joint session with Symposia

2a, 2b, and 6)
• Standardized geodetic products for a reliable System Earth observation
• Geodetic space weather research
• Assimilation of geodetic observations in the modelling of the Atmosphere, Cryosphere, and

Hydrosphere (joint session with Symposium 6)
• Geodesy contributions to address societal challenges
• Advances in geodesy for geohazard monitoring and disaster risk reduction (joint session

with Symposium 6)
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Symposium 6: Inter-Commission Committees’ and IAG Project’s Symposium (Chairs: Pavel
Novák, Annette Eicker, YY Yang, Jürgen Müller). It covered:

• Geodetic Theory
• Geodesy for Climate Research
• Seafloor geodesy, marine positioning, and undersea navigation
• Novel Sensors and Quantum Technology for Geodesy

Some online attendees to the IAG2021 Scientific Assembly

This volume contains 45 selected papers from the all Symposia of the IAG2021 Scientific
Assembly. All published papers were peer-reviewed, and we warmly recognize the contribu-
tions and support of the Associate Editors and Reviewers (see the list in later pages). We have
organized these papers according to the broad themes covered in all of the Symposia.

East Lansing, MI, USA J. T. Freymueller
München, Germany L. Sánchez
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Combined IVS Contribution to the ITRF2020

Hendrik Hellmers, Sadegh Modiri, Sabine Bachmann, Daniela Thaller,
Mathis Bloßfeld, Manuela Seitz, and John Gipson

Abstract

The ITRF2020 is the upcoming official solution of the International Terrestrial Reference
Frame and is the successor to the currently used ITRF2014. The global ITRF2020
solution is based on an inter-technique combination of the four space-geodetic techniques
VLBI, GNSS, SLR, and DORIS. In this context, the Combination Centre of the IVS
(International VLBI Service for Geodesy and Astrometry) operated by the Federal Agency
for Cartography and Geodesy (BKG, Germany) in close cooperation with the Deutsches
Geodätisches Forschungsinstitut at TUM (DGFI-TUM, Germany) generates the final VLBI
contribution of the IVS. This is achieved by an intra-technique combination utilizing the
individual contributions of multiple IVS Analysis Centres (ACs). For the IVS contribution
to the ITRF2020, sessions containing 24 h VLBI observations from 1979 until the end
of 2020 were re-processed by 11 different ACs and submitted to the IVS Combination
Centre. As a result, datum-free normal equations containing station coordinates and source
positions as well as full sets of Earth Orientation Parameters (EOP) are delivered. In order
to ensure consistency of the combined solution, time series of EOP and station coordinates
were generated and further investigated for validation. Finally, the IVS contribution to the
ITRF2020 comprises session-wise normal equations including EOP and station coordinates
provided in SINEX format. In order to assess the quality of the contributions by the
individual IVS ACs, internal as well as external comparisons of the estimated EOP are
carried out, with the combined solution as well as external time series (e.g., IERS Bulletin
A) serving as a reference. Additionally, the scale of the IVS contribution is investigated as
VLBI is one of the space geodetic techniques realizing the scale of the ITRF. The evaluation
of the contributions by the ACs, the combination procedure, and the results of the combined
solution for station coordinates and EOP will be presented.
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1 Introduction

The International Terrestrial Reference Frame (ITRF) repre-
sents the realization of the International Terrestrial Reference
System (ITRS) and, thus, represents the official global terres-
trial reference frame. Containing positions and velocities of
globally distributed geodetic observing stations, the ITRF is
the basis for various topics of scientific research as well as
applications in geoscience. Climate change, global sea-level
rise, or earthquakes are common examples (Métivier et al.
2014).

An updated ITRF solution is usually computed every
five to six years considering up-to-date models, parameter-
izations, and data evaluation. Considering systematic errors
within the individual technique solutions, new stations, and
geophysical processes ensure a high quality of the current
ITRF. For the upcoming ITRF2020 new models have been
applied concerning galactic aberration, pole tides, gravita-
tional deformation of the VLBI antennas, and high-frequency
Earth rotation. The ITRF product is finally provided by the
ITRS Centre of the International Earth Rotation and Refer-
ence Systems Service (IERS) and is based on mathematical
foundations, physical constants, and conventional models
provided by the IERS 2010 Conventions (Petit and Luzum
2010).

The ITRF2020 will replace the current ITRF2014 as the
succeeding official realization of the ITRS (Altamimi et al.
2016). For covering the individual strengths in the context
of geodetic parameter determination, the ITRF computation
is based on an inter-technique combination of the four
space-geodetic observation techniques (e.g., Thaller 2008).
Satellite-based space geodetic observations such as Global
Navigation Satellite System (GNSS), Satellite Laser Rang-
ing (SLR), and Doppler Orbitography and Radiopositioning
Integrated by Satellite (DORIS) provide solutions w.r.t. an
Earth-centered, Earth-fixed reference system. Very Long
Baseline Interferometry (VLBI), however, as the only space
technique observing extra-galactic objects (radio sources),
enables the determination of the movement of the Earth in
inertial space. Consequently, VLBI is able to provide the full
set of Earth Orientation Parameters (EOP).

The Combination Centre of the International VLBI Ser-
vice for Geodesy and Astrometry (IVS; Nothnagel et al.
2017) is responsible for the VLBI contribution to the ITRF.
It is located at the Federal Agency of Cartography and
Geodesy (BKG, Germany) and is working in close coop-
eration with the Deutsches Geodätisches Forschungsinstitut
(DGFI-TUM, Germany; cf. Bachmann et al. 2017). Within
the IVS combination the individual contributions of multiple
IVS Analysis Centres (ACs) are combined on the level of
normal equations (NEQs; Vennebusch et al. 2007; Böckmann
et al. 2010). The intra-technique combination is realized by

using the software DOGS-CS. Finally, the combined IVS
contribution to the ITRF2020 is delivered as session-wise
SINEX files (Bachmann et al. 2016).

For assessing the quality and consistency of the com-
bination and the individual AC solutions, the accuracy of
the obtained EOP and station coordinate time series has
been evaluated. For this purpose, internal as well as external
comparisons of the estimated EOP were carried out, with
the combined solution as well as external products (IERS
Bulletin A time series; Stamatakos et al. 2020) serving as
a reference. In addition, the scale of the IVS contribution is
compared to the current reference frame, i.e., ITRF2014.

This paper presents the evaluation of the individual con-
tributions by the IVS ACs, the combination procedure, and
the results of the combined solution for station coordinates,
EOP, and scale including internal and external accuracy.

2 Contributions by Individual IVS
Analysis Centers

New and improved analysis models as well as new observing
stations cause the necessity of a regular update of the ITRF.
In comparison to the ITRF2014, the IVS contribution to
ITRF2020 includes Galactic Aberration (MacMillan et al.
2019), a new secular pole model, gravitational deformation
for some VLBI antennas,1 and an updated high-frequency
EOP model.2 Moreover, sessions based on observations of
the VLBI Global Observing System (VGOS) became avail-
able in the most recent years and will be included in the
ITRF2020 for the first time. This newly established station
network focuses on increasingly demanding requirements
for improved VLBI solutions. Figure 1 shows the global
distribution of the IVS station network and the cooperating
VLBI sites.

The IVS ACs re-processed 24-h sessions for the
time span 1979 until the end of 2020. The guidelines
for the homogeneous re-processing were provided by
the IVS Analysis Coordinator.3 Each of the 11 ACs
provided session-wise SINEX files containing datum-
free normal equations including station coordinates, EOP
and source positions. Fortunately, the variety of software
packages used by the ACs increased since ITRF2014 (see
Table 1).

Almost 6,600 sessions have been contributed to the IVS
Combination Centre by the different ACs. The submissions
undergo several quality checks concerning SINEX format
requirements, numerical stability of the normal equation and

1https://ivscc.gsfc.nasa.gov/IVS_AC/apriori/
gravity_deform_model_v2019Nov21.txt.
2https://ivscc.gsfc.nasa.gov/hfeop_wg/.
3https://ivscc.gsfc.nasa.gov/IVS_AC/IVS-AC_contact.htm.

https://ivscc.gsfc.nasa.gov/IVS_AC/apriori/gravity_deform_model_v2019Nov21.txt
https://ivscc.gsfc.nasa.gov/IVS_AC/apriori/gravity_deform_model_v2019Nov21.txt
https://ivscc.gsfc.nasa.gov/hfeop_wg/
https://ivscc.gsfc.nasa.gov/IVS_AC/IVS-AC_contact.htm


Combined IVS Contribution to the ITRF2020 5

Fig. 1 Global distribution of VLBI station network

Table 1 Software packages used by the different IVS ACs

AC Name Software
ASI Italian Space Agency CALC/SOLVE
BKG Federal Agency for Cartogra-

phy and Geodesy
CALC/SOLVE

DGFI-TUM Deutsches Geodätisches
Forschungsinstitut

DOGS-RI

GFZ German Research Centre for
Geosciences

PORT

GSFC Goddard Space Flight Center CALC/SOLVE
IAA Institute of Applied Astronomy QUASAR
NMA Norwegian Mapping Authority Where
OPA Observatoire de Paris CALC/SOLVE
OSO Onsala Space Observatory ivg::ascot
USNO United States Naval Observa-

tory
CALC/SOLVE

VIE Vienna University of Technol-
ogy

VieVS

the quality of estimated parameters. In order to ensure that
the data setup of each AC’s contribution is set properly,
completeness and format of the delivered SINEX files are
checked, including for instance the existence of all station
IDs, station eccentricities or applied precession and nuta-
tion models. In addition, an outlier detection is responsible
for rejecting contributions with low quality. As a result, a
number of almost 350 sessions had to be excluded from the
contribution to ITRF due to errors of the required data for-
mat or numerical uncertainties (e.g. not invertible matrices).
These 5:5% of the sessions are not submitted to the ITRF
Combination Centres.

Finally, 94:5% of the submitted sessions could be suc-
cessfully combined and station coordinates as well as the
full sets of EOP had been estimated for almost 99% of the
combined sessions. Due to the poor station configuration –
most sessions in the early 1980s consist of only three or four
stations – less than 100 sessions (1%) are only invertible
if the EOP are slightly constrained. Therefore, for reliable
constraint-free estimation of the full set of EOP, an adequate
station network (minimum of five globally distributed sta-
tions) is required. Further investigations will focus on such
kind of sessions characterized by a poor geometry in order to
establish an optimal procedure for including them into future
ITRF computations.

Figure 2 summarizes the number of submitted sessions
by each AC. BKG and USNO miss approximately 500

sessions, especially sessions in the early years and sessions
with a weak station network (i.e., only 3–4 stations). These
sessions are not designed for global parameter estimation
(see explanations above), and are, hence, not well-suited
for TRF and EOP determination. As a consequence, these
sessions are often anyway excluded from the combination.
In this context, the estimation of station coordinates becomes
possible solely by fixing EOP, which are correlated with the
TRF. However, these sessions increase the density of the
long-term time series in the early years and are therefore
necessary, especially for velocity determination.

In addition to the successfully combined sessions, about
5–10% of the submitted SINEX files per AC had been
excluded from combination process due to not processible
data (green part in Fig. 2) or outlier detection (yellow part
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Fig. 2 Number of VLBI sessions contributed to the ITRF2020 reprocessing by each IVS AC

Fig. 3 Number of ACs per session that contributed to the IVS combination

in Fig. 2). While the processability of each file is checked as
described above, the outlier detection utilizes a three-sigma
range test for each parameter taking into account station
coordinates and EOP. Thus, the variance of each estimation
defines a threshold for rejecting the corresponding parameter.
Detailed information about the outlier detection and the
underlying Least Median of Squares method is described
in general in Rousseeuw and Leroy (2005), as well as in
Bachmann et al. (2012) regarding the specific application
within the IVS combination. Finally, the number of sessions
successfully contributed by each AC to the IVS combination
reduces to about 5,000–6,000 (red bars in Fig. 2).

As a supplement, Fig. 3 shows a histogram of the number
of ACs contributing to the successful combined solutions per
session. It is evident, that almost 92% of the combined ses-

sions (i.e., 5725) include the contributions of 9 or more ACs.
On the other hand, 122 sessions are submitted by 3–4 ACs
only, which is especially the case for local network sessions
(e.g., Onsala tie sessions or dedicated VGOS sessions). As
the combination requires contributions by at least 3 ACs, this
limited number is critical.

3 IVS Combination Procedure

The main goal of an intra-technique combination is the
reduction of the so-called analysis noise, and, thus, improved
precision and accuracy compared to the individual solutions
delivered by the ACs. The combination on the level of normal
equations leads – in addition – to more stable equation sys-
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Fig. 4 Combination procedure
for the session-wise IVS
combination

Input by each
individual AC

Session-wise
SINEX files

Output at 12h epochs

VTRF and IERS
14 C04 EOP

Transformation to
equal apriori values

Adding datum
constraints

Outlier test
Variance-component

Estimation (VCE)

Fixing and elimination
of radio sources

Accumulated
combined NEQ

Epoch-transformation
(mid-session)

IVS Combined
solution

Output at mid-session
epochs

Adding back loading
corrections

Epoch-transformation
(12h UT)

tems and the correct consideration of correlations between
the individual parameters. Due to the utilization of different
software packages for the VLBI analysis, the single AC
solutions use different assumptions, leading to a wide variety
of the combination input data.

Figure 4 shows a sketch of the combination procedure. For
achieving session-wise consistency between the available
individual contributions, a transformation to equal epochs
and equal a priori values for all parameters is carried out.
The reference epoch is thereby the middle of the 24-h
observation interval. The a priori TRF is chosen as the VLBI-
based Terrestrial Reference Frame (VTRF) of the latest IVS
Quarterly solution (which is 2020/Q2 in the case of the
studies presented hereafter). The IVS Quarterly solution rep-
resents an update of the current official terrestrial reference
frame, i.e., the ITRF2014. In order to be consistent with
the ITRF2014, the datum definition for the IVS Quarterly
solution is realized by applying No-Net-Rotation (NNR) and
No-Net-Translation (NNT) conditions based on a subset of
stable core stations, which are consequently well suited for
datum definition. Alternatively, the datum could be defined
by the TRF realizations DTRF2014 (Seitz et al. 2022) and
JTRF2014 (Abbondanza et al. 2017). However, they rep-
resent no official solutions, and hence are usually used in
the context of research studies rather than for generating
an official product as the IVS combined contribution to
ITRF2014. The a priori values of the EOP are transformed to
the IERS 14 C04 values (Bizouard et al. 2019). The source
coordinates are fixed to the ICRF3 (Charlot et al. 2020) and
are subsequently eliminated from the equation system.

In the standard IVS procedure, the non-tidal atmospheric
loading (NTAL) is corrected by applying geophysical mod-

els in order to prevent seasonal signals to be present in
the estimated station coordinates. However, the requirement
for ITRF2020 stipulates no correction of non-tidal loading
deformation within the data analysis. Therefore, those ACs
that applied NTAL corrections to the observations provided
these corrections as normal equations within their SINEX
file. Then, these corrections are added back to the normal
equations during the IVS combination procedure in order to
fulfill the requirements set by the IERS ITRS Product Center
for ITRF2020.

For realizing individual solutions for each AC, the station
coordinates are constrained by NNR and NNT conditions
w.r.t. the a priori TRF. The EOP are estimated as free
parameters (exceptions see Sect. 2). In the next step, the
outlier detection is performed for detecting inadequate con-
tributions or sessions that do not fit well within the time
series, and, thus, should be excluded from the combination.
The remaining contributions are then subject to a variance-
component estimation (VCE), which leads to AC-specific
weighting factors by respecting the corresponding global
variance factor.

Finally, the combined normal equation consists of
the accumulated, weighted individual NEQs, where
station coordinates and EOP are stacked. The final IVS
contribution to the ITRF combination consists of two
series: one series with parameters given at the mid-epoch
of each VLBI session (i.e., representing the best VLBI-
only solutions), and a second series with all parameters
transformed to noon epochs (UTC) in order to be consistent
with the other space-geodetic techniques. However, this
weakens the VLBI contributions within the inter-technique
combination.
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4 IVS Combination Results

An evaluation of the resulting station coordinates and EOP
has been carried out in order to assess the quality of the
combination product. Comparisons of the combined and
the individual AC solutions with external products (e.g.,
ITRF2014, IERS Bulletin A) and the current VTRF are per-
formed, leading to Mean and Weighted-Root-Mean-Square
(WRMS) values of the differences as a measure of the
accuracy. The IERS Bulletin A time series is an official
product which contains EOPs on a daily interval based on
all space-geodetic techniques and augmented by geophysical
models (Stamatakos et al. 2020): The polar motion is charac-
terized by every space-geodetic technique, whereas dUT1 is
a product of VLBI only. But the latter is highly correlated
to the LOD series which is based on VLBI, GNSS and
SLR contributions, and additionally supported by excitation
functions from geophysical models.

Figure 5 shows the comparison “estimated-reference” for
the coordinates of the best-performing stations. These 22
stations are characterized by a small number of outliers as
well as a stable corresponding time series, i.e., with low noise
level. The illustration is limited to the height component and
the reference TRF is given by the IVS Quarterly 2020/Q2
solution. The mean values and the corresponding deviations
are calculated using the station coordinate estimations from
1979 until 2020. It is evident that the combined solution
for every station is well within the range spanned by the
individual solutions so that the combination mathematically

represents a weighted mean of the AC contributions. Con-
sequently, the combination benefits from the variety of the
utilized software packages.

In addition, Fig. 6 illustrates the enhanced precision of the
combination. The color scheme indicates which combined
solution could improve the station’s height component com-
pared to the corresponding individual solution. Thereby, the
percentage of the enhancement is given by:

˛Œ%� D
�AC � �COMBI

�AC

� 100; (1)

where �AC is the standard deviation of the individual esti-
mation and �COMBI is the standard deviation of the com-
bination. Almost 90% are characterized by a green shade,
which illustrates an improvement of the precision due to
the combination. Only a few stations do not benefit from
a combination, like Owens Valley (OVRO 30) which was
solely included in sessions during the late 80s, and, thus are
consequently characterized by a poor station network.

In order to get a more detailed insight into the station
coordinate repeatability, Fig. 7 shows the WRMS deviations
in all three components for the station Wettzell as one
example. The dashed lines illustrate the accuracy level of
the combination. As all individual AC solutions show values
above the dashed lines for all three components, the benefit
of the combined product compared to the individual solutions
is confirmed for all three components.

For completing the evaluation of the parameter estimates,
the external evaluation of the EOP estimation is shown. The

Fig. 5 Accuracy of the IVS station height components evaluated w.r.t. the IVS Quarterly solution 2020/Q2
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Fig. 6 Improvement (green) and degradation (red) of the height components’ standard deviation by the combination (in percentage compared to
the individual AC solutions)

Fig. 7 WRMS of the station coordinate differences w.r.t. the IVS Quarterly solution for the station Wettzell

difference w.r.t. the IERS Bulletin A time series (see Fig. 8
for dUT1 as an example) is used to compute the WRMS val-
ues of all individual AC solutions and the IVS combination
(see Fig. 9). The axes of polar motion and dUT1 are scaled in
such a way that the angles are commensurate (10 �s of dUT1
corresponds to the same angular displacement as 150 �as of
Polar Motion). The WRMS values of the IVS combination
is below the WRMS level of the individual solutions for all
three ERPs, so that the external comparison confirms the

accuracy enhancement through the combination. It is also
visible that the external agreement for the polar motion is
slightly better than for dUT1.

Figure 10 illustrates the agreement of the ERPs estimated
by the individual ACs with those derived from the IVS com-
bination. It becomes visible that the VLBI-internal consis-
tency is clearly better – up to a factor 2 – than the agreement
with external series (shown in Fig. 9). Furthermore, we see
for most of the ACs a slightly better agreement for dUT1 than
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Fig. 8 Difference of dUT1
w.r.t. IERS Bulletin A time series

Fig. 9 External validation of ERP estimates: WRMS of the differences w.r.t. IERS Bulletin A at the mid-epochs of each VLBI session. The
horizontal lines represent the WRMS values of the IVS combination of the respective ERP

for polar motion. This behaviour is opposite to the behaviour
recognized for the external comparison, and demonstrates
the potential of VLBI to determine dUT1 at the level of
about 5 micro-seconds or even better. Although almost half
of the ACs use the CALC/Solve software, meaning that these
contributions cannot be denoted as completely independent,
the combination does not seem to be dominated by those
ACs which might be due to the broader variety of software
packages reached nowadays compared to earlier IVS com-
binations. However, the influence of the different software
packages on the combination will be further investigated in
the near future in order to confirm this positive development.

Finally, Fig. 11 illustrates the mean scale of the combined
and the individual AC solutions w.r.t. the ITRF2014. The
dots represent the raw session-wise scale parameters of the
combination, whereas the solid lines result from applying
a moving median filter of 90 days. The scale differences
between the VLBI solutions and the ITRF2014 are derived

by a session-wise seven-parameter Helmert-transformation
using a predefined network of 155 good performing VLBI
stations for datum definition. These stations are characterized
by an adequate number of observations over a time period
of several years, which prevents uncertainties in the scale
affected by the station network. Similar to the results seen for
the station coordinates (Fig. 5), the combination mathemati-
cally describes a weighted mean of the individual solutions
also for the global scale. The larger variations in the early
years (i.e., roughly until the early 90s) are caused by the
weak network configurations that are typical during this time.
In addition, a seasonal signal can be recognized. This is
most likely caused by non-tidal loading deformations that are
not corrected within the ITRF2020 contribution, and, thus,
causing a seasonal oscillation within the scale time series.

In addition Fig. 12 shows the unweighted mean scale
offsets for each solution. It is evident that the scale offsets
of all solutions are in the range of 0:3 to 0:5 ppb, except
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Fig. 10 VLBI-internal validation of ERP estimates: WRMS of the differences between individual AC solutions and the IVS combination

Fig. 11 Scale difference of individual and combined solutions w.r.t. ITRF2014. The solid lines represent a moving median filter of 90 days

for the solution of the AC VIE which shows a mean scale
difference of only 0:2 ppb. The IVS combination shows a
scale difference of 0:40 ppb w.r.t. ITRF2014 which confirms
the assumption of a weighted mean effect of a combined
solution.

5 Conclusions and Outlook

In this paper, the IVS contribution to the ITRF2020 is pre-
sented. The IVS Combination Centre carried out a session-
wise combination of the individual contributions by 11
Analysis Centres on the level of normal equations. The

EOP and the station coordinates of all AC contributions are
transformed to equal epochs and equal a priori values for
consistency. The source coordinates are fixed to the ICRF3
and are eliminated from the equation system. In contrast
to the operational IVS solutions, the non-tidal atmospheric
loading corrections are not applied in the final IVS combined
contribution, and for those AC contributions originally con-
taining loading corrections, these corrections are added back
to the NEQ before entering the combination. The applied
variance component estimation yields individual weighting
factors for ensuring an unbiased combination with improved
accuracy w.r.t. the single solutions (cf. Bähr et al. 2007).
Using the complete normal equation matrices ensures that
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Fig. 12 Mean scale offsets of
individual and combined
solutions w.r.t. ITRF2014 (from
1995 until 2020)

all correlations between the parameters (including the pre-
reduced ones) are correctly taken into account. Because
VLBI delivers observations w.r.t. the inertial space, the full
set of EOP can be estimated as free parameters without
applying any constraints. In this context, the geodetic datum
is defined by No-Net-rotation and No-Net-translation condi-
tions for a subset of good and stable stations w.r.t. the VTRF
realized by the current IVS Quarterly solution (2020/Q2). By
applying this procedure, the solutions are consistent with the
ITRF2014.

The session-wise solutions for station coordinates and
EOPs as well as the terrestrial scale are further investigated
in view of consistency between the individual ACs, quality
of the AC contributions, and quality of the IVS combined
solution. Regarding the investigations of estimated EOP
and station coordinates, a significant improvement of the
combination compared to the individual AC solutions was
achieved for all parameters.

Within the validations w.r.t. external references (i.e., IVS
2020/Q2 solution, IERS Bulletin A) a decreased WRMS of
the station coordinates and the ERPs, respectively, could be
achieved. The variance component estimation and the outlier
detection deliver realistic weighting factors for unbiased
parameter estimations.

At the end, almost 6,200 sessions could be combined
successfully with high-quality results, and the session-wise
combined SINEX files are submitted as IVS contribution to
the IERS as input for ITRF2020. A number of almost 100

sessions are submitted with constrained EOP due to small
and regional networks that requires special handling as they
are not suited for EOP estimation but valuable for densifica-
tion of the station coordinate time series, and consequently
for good position and velocity estimation within ITRF2020.

For all sessions, two different series of SINEX files are
provided: one SINEX file where the parameters refer to the
mid-epoch of each session, i.e., yielding to the optimal esti-
mates for VLBI solutions, and a second SINEX file, where all
parameters are transformed to noon epochs (UTC) in order to
be consistent with the other space-geodetic techniques used
for the ITRF2020 combination. It must be emphasized that
the latter SINEX files do not represent the best contribution
by VLBI, but is needed for consistency reasons with the
other space-geodetic techniques. This dilemma could only be
solved if VLBI sessions would cover standard 24-h intervals
in UTC.

Future work will focus on the optimal handling of the
source coordinates together with the TRF and EOP within
the combination process in order to get a fully consistent
set of parameters. Additionally, a long-term VTRF solu-
tion will be generated. This is of special importance as
the data set generated for ITRF2020 contains VGOS ses-
sions as well as mixed-mode sessions for the first time.
Additionally, further investigations related to an optimal
weighting strategy in view of handling dependencies due
to identical software packages in the ACs’ contributions
will be carried out. Nevertheless, one must admit that the
variety of software packages contributing to the IVS products
already increased significantly in the recent years and also
for the ITRF2020 contributions, so that it is expected that
this dependency is not as big as in the early years of the
IVS.
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An Experimental Combination of IGS repro3
Campaign’s Orbit Products Using a Variance
Component Estimation Strategy
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Abstract

Over the past years, the International GNSS Service (IGS) has put efforts into reprocessing
campaigns, reanalyzing the entire data collected by the IGS network since 1994. Using
state-of-the-art models and software, the goal is to provide a consistent set of orbits, station
coordinates, and earth rotation parameters. Unlike the previous campaigns—namely: repro1
and repro2—, the repro3 includes not only GPS and GLONASS but also the Galileo
constellation. The main repro3 objective is the contribution to the next realization of
the International Terrestrial Reference Frame (ITRF2020). To achieve this goal, several
Analysis Centers (AC) submitted their own products to the IGS, which are combined to
provide the final solutions for each product type. In this contribution, we focus on the
combination of the orbit products. We present a consistent orbit solution based on a newly
developed combination strategy, where the weights are determined by a Least-Squares
Variance Component Estimation (LSVCE). The orbits are intended to be combined in
an iterative processing: firstly, by aligning all the products via a Helmert transformation,
secondly by defining which satellites will be used in the LSVCE, and finally by normalizing
the inverse of the variances as weights that are used to compute a weighted mean. The
combination results show an agreement between the different AC’s input orbits around
10 mm for GPS, 30 mm for GLONASS. The combination also highlights the improvement
of the Galileo orbit determination over the past decade, the internal precision decreasing
from around 35 mm to 16 mm for the most recent weeks. We used Satellite Laser Ranging
(SLR) observations for external validation. The combined orbit has one of the best RMS
agreements with respect to the SLR measurements (9.1 mm for GLONASS, and 8.3 mm
over the last five years of the processed period).
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1 Introduction

Over the past years, the International GNSS Service (IGS)
has put efforts into reprocessing campaigns reanalyzing the
full data collected by the IGS network since 1994. The goal is
to provide a consistent set of orbits, station coordinates, and
earth rotation parameters using state-of-the-art models. Since
the end of 2020, the IGS has completed the reprocessing
3 campaign (abbreviated as repro3). It differs from the
previous campaigns (namely repro1 achieved in 2009 and
repro2 in 2015) by the fact that repro3 includes not only
GPS and GLONASS but also the Galileo constellation. The
main repro3 objective is to provide the GNSS contribution to
the next realization of the International Terrestrial Reference
Frame (ITRF2020, Altamimi et al. 2021). To achieve this
goal, 12 Analysis Centers (AC) joined the effort and submit-
ted their own products to the Analysis Center Coordinator
(ACC). Each product type is then combined at the solution
or at the normal equation level to provide to the final user
an “IGS-labeled” solution with the best accuracy possible. In
this contribution, we mainly focus on the combination of the
orbit products.

The strategy of combining orbits and clock offsets was
developed during the early age of the IGS for two main
reasons (Kouba et al. 1994):
1. to provide to the users the most reliable of all the submit-

ted solutions and
2. to offer a feedback tool to evaluate the consistency

between ACs.
The initial developments of such combination were per-
formed by Springer and Beutler (1993) and Beutler et al.
(1995), and then slightly modified by Kouba et al. (2001).
However, it has evolved very little for more than 25 years.
The major limitation of the current algorithm used opera-
tionally by the IGS’s ACC is that it is not adapted to a multi-
GNSS environment (Mansur et al. 2020b), while the new
generation of satellite positioning constellations (Galileo,
Beidou, QZSS, IRNSS) are coming to maturity. Therefore,
an update of the combination procedure is necessary.

Thus, our research group has started to study a new
combination strategy compatible with the new constellations,
initially based on the legacy IGS software (Sakic et al. 2020),
then by designing an ad hoc strategy optimised for a multi-
GNSS configuration (Mansur et al. 2020b,a). These activities
are carried out in parallel with the orbit combination studies
performed by the ACC in the context of the IGS’s Multi-
GNSS Experiment (MGEX) pilot project (Sośnica et al.
2020), and the ones regarding integer clocks (Banville et al.
2020).

The present paper presents the results obtained for an
orbit combination of the IGS’s repro3 orbit products based
on the new strategy we developed. We describe hereafter

the input products integrated and the processing method. We
present the results of the orbit combination results compared
with each individual AC, for all satellites and for each
separated constellation. We provide also a Satellite Laser
Ranging (SLR) validation for an external assessment of the
combination.

2 Material andMethods

The new combination strategy elaborated by our working
group, based on a Least-Squares Variance Component Esti-
mation (LSVCE) weighting, is described in detail in Mansur
et al. (2020a). It is developed within the framework of the
Python GeodeZYX Toolbox software (Sakic et al. 2019).

General workflow can be summarized as follow:
1. A simple arithmetic mean of all the input AC’s orbits is

computed.
2. Helmert transformations are performed between this

mean and the ACs’ solutions.
3. A set of so-called “core satellites" is defined. The goal

is to get the common satellites present in all the input
AC’s solutions. During this step, an improved outlier
detection scheme is applied: a Modified Z-Score approach
(Iglewicz and Hoaglin 1993) is used to test the radial,
along-track, and cross-track components of each set of AC
coordinates for all satellites. If one satellite’s component
is detected as outlier, the satellite is excluded from the set
of core satellites.

4. The variance components are estimated based on the
theory of Amiri-Simkooei et al. (2007), using only the
set of core satellites as defined before. The detailed
mathematical development is available in Mansur et al.
(2020a).

5. The variance components �2 are normalized and used as
weights using the formula:

OXc D
1

PAC
acD1

1
�2

ac

�

ACX

acD1

1

�2
ac

� NXac; (1)

where NXac are the input coordinate vectors of the ACs, �2
ac is

the variance for each AC, and OXc is the combined coordinate
vector.

The process is repeated iteratively until the 3D-RMS dif-
ference between two iterations is bellow 1 mm. This occurs
usually at the fifth iteration.

The algorithm has been designed to realize a weighting
based on the different AC only, or based on both the ACs and
the different constellations. For the present study, we adopted
the so-called AC plus constellation strategy.

We considered all the orbit products provided by the
different ACs which participated to the repro3 efforts. The
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Table 1 Summary of the different input orbit products. Abrev. stands for the AC abbreviation, Const. for the GNSS constellations computed by
each AC: G for GPS, R for GLONASS, E for Galileo

Analysis center Abrev. Const. First epoch (calendar) First epoch (GPS week) Products and/or software
Center for orbit
Determination in Europe

cod GRE 1994-01-02 730 Selmke et al. (2020)
Dach et al. (2015)

European Space Agency esa GRE 1995-01-01 782 Schoenemann et al. (2021)
GeoForschungsZentrum gfz GRE 1994-01-02 730 Männel et al. (2020, 2021)
Groupe de Recherche en
Géodésie Spatiale

grg GRE 2000-05-03 1060 Katsigianni et al. (2019)

Jet Propulsion Laboratory jpl G 1994-01-01 729 Bertiger et al. (2020)
Massachusetts Institute of
Technology

mit GE 2000-01-02 1043 Herring et al. (2018)

National Geodetic Survey ngs G 1994-01-02 730 Damiani and Freeman
(2019)

Graz University of
Technology

tug GRE 1994-01-01 729 Strasser and Mayer-Gürr
(2021)
Mayer-Gürr et al. (2021)

Wuhan University whu GR 2008-01-01 1460 Guo et al. (2016)

campaign period ranges from GPS week 730 (1994-01-02)
to 2138 (2020-12-31). Table 1 summarizes the different AC
products used and their contribution period.

The orbits are described in the SP3d format (Hilla 2016)
and were retrieved from the Crustal Dynamics Data Informa-
tion System (CDDIS) server (Noll 2010).

3 Results

To evaluate the compatibility between the combination and
the input orbit products, we compute the Root Mean Square
(RMS) differences using the formulas described in Kouba
et al. (1994):

RMSac D

v
u
u
t 1

Nsatac

NsatacX

sat

.RMSsat
ac /2 (2)

RMSsat
ac D

v
u
u
u
t

PNepochsat
ac

i

�
�
� NXsat

ac � OXsat
c

�
�
�

2

i

3 � Nepochsat
ac � 7

(3)

where RMSac is the center’s RMS, RMSsat
ac is the satellite’s

RMS per center, Nsatac is the number of satellites per center
and Nepochsat

ac is the number of determined orbit positions
per center per satellite.

The results are shown in Fig. 1. We also adopt a similar
graphical representation as the one usually presented by the
IGS’s ACC (e.g. Griffiths 2019): dots representing the daily
RMS, and a smoothing curve based on a 14-day window
Gaussian filter. We perform also a comparison with respect
to the previous combined orbits generated at the end of
the previous repro2 campaign (Griffiths 2019). The repro2
products, used only for comparison purposes and based on
GPS-only orbits, are identified as rp2 in Fig. 1. We also

indicate in Table 2 the mean RMS for each AC for the three
processed constellations, and subdivided into two columns,
one for the full-time range and the other for the last year
(2020) only.

For GPS, the differences of individual ACs with respect
to the combination reach 60 mm for the early weeks of the
repro3 period. It stabilizes after GPS week 1400 at around
25 mm for the ACs with the highest RMS, and around 10 mm
for the majority of the ACs. The best RMS values along with
the best stability is achieved by the TUG solution around
6 mm. A noticeable difference with the repro2 solution is
visible, ranging from 18 mm for the early weeks to 10 mm
after GPS week 1250. This difference can be seen as a
general improvement in the accuracy of the repro3 orbits
compared to the previous reprocessing campaign.

For GLONASS, the differences are centered around
30 mm for the complete period, with a dispersion between
55 mm and 20 mm, with the latter achieved by CODE.
Regarding Galileo, the differences range from about 35 mm
from GPS week 1745 (date of the first Galileo satellite
activation) to a stabilized value of 16 mm after GPS week
1900. For the European constellation, it is also remarkable
that half of the ACs (namely CODE, ESA and TUG) have
the same level of agreement for their provided orbits, since
their RMS differences with respect to the combination are
similar (to the level of 5 mm).

The weights derived from the LSVCE are represented on
Fig. 2. They are the corollary of the RMS difference plots,
since the ACs with the smallest RMS present the highest
weights. For GPS, the values of the weights obtained for
the different ACs are reasonably equivalent: they range from
7% (GFZ and GRG) to 17% (TUG), with an average value
of 11% (all the ACs, i.e. 9 provide their solutions). For
GLONASS, the differences are more pronounced, ranging
from 9% (TUG) to 30% (COD), with an average value of
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Fig. 1 3D-RMS difference of individual AC orbit solutions w.r.t the combined solution. Please note that the y-axis scales are different for each
figure. (a) GPS. (b) GLONASS. (c) Galileo
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Table 2 Mean RMS for each AC for the three processed constella-
tions, for the full period (full column) and the last year (2020 column)

G (full) G (2020) R (full) R (2020) E (full) E (2020)
cod 66.88 22.14 35.08 23.18 37.85 16.39
esa 25.42 18.91 27.74 34.34 16.80 13.78
gfz 48.09 20.19 56.80 37.51 154.41 33.55
grg 30.47 16.82 52.50 30.96 22.79 23.25
jpl 18.72 11.51 N/A N/A N/A N/A
mit 28.66 13.85 N/A N/A 24.69 21.64
ngs 41.84 11.67 N/A N/A N/A N/A
tug 18.96 8.96 48.07 41.59 36.69 12.24
whu 11.48 14.76 198.74 25.75 N/A N/A

16% (6 solutions provided). For Galileo, the mean weight
value is also around 16% for 6 solutions provided, with
noticeable discrepancies ranging from 11% (GFZ and GRG)
to 24% (TUG). For most AC’s the weights are stable over
time as expected for a consistent re-processing. Short-term
(periodic) fluctuation represents differences related to the
individual orbit modeling approaches.

4 SLR External Validation

To perform an independent quality assessment of the
combination, we performed an external validation using
SLR observations. Indeed, all Galileo and the most of
the GLONASS satellites (GLONASS-M and GLONASS-K
generations) are equipped with Laser Retroreflector Arrays
(LRA, Dell’Agnello et al. 2011) and thus are suited for
such operation. We use as observation input the normal
points provided by the International Laser Ranging Service
(ILRS, Pearlman et al. 2002). The processing is performed
with GFZ’s EPOS-P8 software (Uhlemann et al. 2015),
designed for GNSS precise orbit determination, precise
point positioning, and orbit validation using SLR. SLR
station coordinates are fixed to the SLRF2014 (Luceri et al.
2015). Ocean tidal loading is corrected from the station
positions using the FES2004 model (Lyard et al. 2006). An
outlier threshold for residuals over 0.5 m is applied. Daily
averaged residuals and a smoothing curve based on a 14-day
window Gaussian filter for each AC are shown in Fig. 3. The
validation is performed starting from GPS week 1745, when
the first Galileo satellites were available. Table 3 summarizes
the mean residuals and the associated standard deviation for
each AC and both constellations.

The combined solution shows one of the best agreements
with the SLR measurement (�2.63 mm mean residuals for
Galileo, 0.84 mm for GLONASS). It shows also the sec-

ond smallest dispersion for GLONASS (std. = 9.10 mm for
GLONASS). For Galileo, the combination dispersion is not
significantly reduced over the whole tested period (“E, full"
in Table 3) due to the input solutions’ high residuals during
the early weeks. But if we consider the residuals on a reduced
period only after the GPS week 1890 (“E, red." in Table 3),
the combination shows the second smallest dispersion (std.
= 8.15 mm). This external validation illustrates that the
combination provides both the best accuracy and precision
level out of the individual input solutions.

5 Discussion and Perspectives

We developed a new GNSS orbit combination strategy based
on a Least-Squares Variance Component Estimation, and
an improved detection for outlier satellites (Mansur et al.
2020a). This algorithm can also handle the different constel-
lations separately. It corrects the weaknesses of the legacy
software used routinely by the IGS’s ACC, which have
been raised during a preliminary study investigating the
possibilities to improve it for a multi-GNSS environment
(Sakic et al. 2020). We tested this new algorithm with the
recent set of orbit products generated by the different IGS
ACs in the framework of the repro3 reprocessing campaign.
A 10 mm internal precision is achieved for GPS, 30 mm
for GLONASS, and 16 mm for Galileo at the end of the
reprocessed period (2020-12-31). The SLR validation shows
that the combination has one of the best agreements with the
laser measurements and also the smallest residual dispersion,
then confirming its robustness with an external technique.
The results can be a useful tool for the ACs to identify
potential weaknesses in their processing. The present work
can also be a support for cross-comparison and validation of
the orbit combination currently performed by the IGS’s ACC
(Masoumi and Moore 2021).

Data Availability

The data used for this work are publicly and freely available
on the CDDIS server. The combined products described in
this study can be provided for free on demand.
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Fig. 2 Weights derived from the LSVCE for each AC solution per constellation. (a) GPS. (b) GLONASS. (c) Galileo
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Fig. 3 Average SLR Residuals per constellation for each AC solution and the combination. (a) GLONASS. (b) Galileo
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Table 3 Mean residuals, standard deviation, and Root Mean Square
w.r.t. 0 in mm for each input AC for GLONASS (R) and Galileo (E).
For Galileo, the statistics are split into two ranges: a full period (“E,
full" column) and a reduced period (“E, red." column) starting from
GPS week 1890.

Const. AC Mean Std. RMS
R cod 0.04 9.61 9.61
R esa 1.26 8.89 8.97
R gfz 0.79 16.47 16.48
R grg 7.67 9.15 11.94
R tug �5.03 9.14 10.43
R whu 3.54 23.13 23.40
R rp3 0.84 9.10 9.14
E,full cod �6.31 13.08 14.52
E,full esa �5.84 8.58 10.38
E,full gfz �14.37 14.69 20.55
E,full grg 21.34 8.53 22.98
E,full mit �0.12 10.97 10.97
E,full tug 2.37 22.87 22.99
E,full rp3 �2.63 14.56 14.79
E,red. cod �4.26 8.42 9.43
E,red. esa �6.58 7.15 9.71
E,red. gfz �14.16 12.25 18.73
E,red. grg 21.34 8.53 22.98
E,red. mit �0.12 10.97 10.97
E,red. tug 10.84 8.65 13.87
E,red. rp3 1.55 8.15 8.30

References

Altamimi Z, Rebischung P, Métivier L, Collilieux X, Chanard K (2021)
Highlights of IGS contribution to ITRF2020. In: Tour de l’IGS
1st stop online conference. https://files.igs.org/pub/resource/pubs/
workshop/2021/03-Altamimi.pdf

Amiri-Simkooei AR, Tiberius CC, Teunissen PJ (2007) Assessment
of noise in GPS coordinate time series: Methodology and results.
J Geophys Res Solid Earth 112(7):1–19. https://doi.org/10.1029/
2006JB004913

Banville S, Geng J, Loyer S, Schaer S, Springer T, Strasser S (2020)
On the interoperability of IGS products for precise point positioning
with ambiguity resolution. J Geodesy 94(1):10. https://doi.org/10.
1007/s00190-019-01335-w

Bertiger W, Bar-Sever Y, Dorsey A, Haines B, Harvey N, Hemberger D,
Heflin M, Lu W, Miller M, Moore AW, Murphy D, Ries P, Romans
L, Sibois A, Sibthorpe A, Szilagyi B, Vallisneri M, Willis P (2020)
GipsyX/RTGx, a new tool set for space geodetic operations and
research. Adv Space Res 66(3):469–489. https://doi.org/10.1016/j.
asr.2020.04.015. 2004.13124

Beutler G, Kouba J, Springer T (1995) Combining the orbits of the IGS
analysis centers. Bull Géodésique 69(4):200–222. https://doi.org/10.
1007/BF00806733

Dach R, Lutz S, Walser P, Fridez P (2015) Bernese GNSS Software
Version 5.2. https://doi.org/10.7892/BORIS.72297

Damiani T, Freeman W (2019) Strengthening the NOAA CORS Net-
work: Foundation CORS, orbit analysis, and other initiatives. In:
AGU fall meeting abstracts, vol 2019, pp G11A–07

Dell’Agnello S, Delle Monache GO, Currie DG, Vittori R, Cantone
C, Garattini M, Boni A, Martini M, Lops C, Intaglietta N, Tauraso
R, Arnold DA, Pearlman MR, Bianco G, Zerbini S, Maiello M,
Berardi S, Porcelli L, Alley CO, McGarry JF, Sciarretta C, Luceri V,

Zagwodzki TW (2011) Creation of the new industry-standard space
test of laser retroreflectors for the GNSS and LAGEOS. Adv Space
Res 47(5):822–842. https://doi.org/10.1016/j.asr.2010.10.022

Griffiths J (2019) Combined orbits and clocks from IGS second repro-
cessing. J Geodesy 93(2):177–195. https://doi.org/10.1007/s00190-
018-1149-8

Guo J, Xu X, Zhao Q, Liu J (2016) Precise orbit determination for
quad-constellation satellites at Wuhan University: strategy, result
validation, and comparison. J Geodesy 90(2):143–159. https://doi.
org/10.1007/s00190-015-0862-9

Herring TA, King RW, Floyd MA, McClusky SC (2018) GAMIT
reference manual - release 10.7. Department of Earth, Atmospheric,
and Planetary Sciences Massachusetts Institute of Technology

Hilla S (2016) The extended standard product 3 orbit format (SP3-d).
Tech. rep., National Geodetic Survey, Silver Spring. ftp://ftp.igs.org/
pub/data/format/sp3d.pdf

Iglewicz B, Hoaglin DC (1993) How to detect and handle outliers,
vol 16. Asq Press

Katsigianni G, Loyer S, Perosanz F, Mercier F, Zajdel R, Sośnica K
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The Correlations of the Helmert Transformation
Parameters as an Additional Auxiliary
Diagnostic Tool for Terrestrial Reference Frames
Quality Assessment

D. Ampatzidis, D. Thaller, and L. Wang

Abstract

In the present study, we estimate the correlations of the Helmert transformation’s parameters
for various Terrestrial Reference Frame realizations (TRFs). The correlations can be served
as an auxiliary diagnostic tool on assessing the quality of the Helmert transformation
parameters (origin, scale, orientation and associated rates, respectively). Possible high
correlations between the pair of parameters are signs of strong dependency of each other,
hence their estimation can lead to misinterpretations. We compute the Helmert correlation
coefficients of global TRFs for the following cases: (a) the SLR and VLBI intra-technique
combinations contributing to the DTRF2014 construction and the associated SLR and
VLBI inter-technique combinations and (b) the DORIS-related TRFs computed by the
International DORIS Service (IDS) and the ITRF2014 (International TRF 2014). The results
verify the good quality of DTRF2014 (DGFI-TUM TRF 2014) in terms of the Helmert
parameters quality, for both SLR- and VLBI-related TRFs. For the case of the DORIS
solutions, we find that the correlations are severely increased for the solution that includes
5 more years of observations than the ITRF2014 one.

Keywords

Correlations � Datum definition � DORIS � Helmert transformation parameters � SLR �

TRF assessment � VLBI

1 Introduction

The assessment of the global TRFs is a matter of great
importance in the direction of their consistent realization.
The TRFs assessment is mainly done via extensive reanal-
ysis of observations from all contributing techniques and a
comparison of the results, e.g. station position and velocity
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residuals, orbital fits, etc. Another tool for TRF assessment
is the well-known Helmert transformation (e.g. Altamimi et
al. 2008; Liu et al. 2021). Helmert transformation quantifies
the consistency (or more practically, the level of similarity)
between two frames). E.g., the technique-only solution is
compared to the (final) solution derived from combining the
technique-only solution, respectively, in terms of the 7 or
14 Helmert transformation parameters (e.g., Altamimi et al.
2002, 2007). The assessment can also be realized through
the comparison between a technique-only and combined
solution(s) with external sources (Collilieux et al. 2014).
The magnitude of the estimated Helmert transformation
parameters between two solutions is an indication of their
consistency. Relatively large Helmert parameters are a sign
of inconsistency between two solutions. For example, the
scale between SLR and VLBI of the ITRF2014 estimated
at the level of 1.37 ppb (Altamimi et al. 2016), implying the
presence of systematic errors that could exist in either or both
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techniques. For ITRF2020 (preliminary results), the scale
discrepancies between SLR and VLBI seems to be signifi-
cantly mitigated, mostly because the SLR analysis scheme
include the station-wise range biases estimation (Altamimi
et al. 2021).

However, it is possible that two or more parameters are
associated with high correlations (larger than 0.7, see e.g.
Frost 2020), and thus, degrade their independent estimation.
The correlations are mostly depended on the network’s
geometry. The correlations can serve as an additional diag-
nostic tool in the direction of the quality assessment of
the Helmert transformation. In contrast to the application
of the Helmert transformation that compares two different
TRFs, the correlations focus on each technique’s ability to
provide qualitative information regarding the origin, scale
and orientation (and their rates) for a single TRF. The
purpose of this study is to verify the differences between
the correlations among the 14 Helmert parameters (a) for
the intra- and inter- SLR and VLBI technique combinations,
respectively of the DTRF2014 (Seitz et al. 2016) solution
and (b) the difference of the parameters correlations among
different IDS (International DORIS Service) TRFs and the
ITRF2014, respectively. The term intra-technique refers to
the internal combination of each space technique (technique-
only), while inter-technique combination corresponds to the
final combined solution using all the space techniques, local
and space ties (ERPs), respectively (Angermann et al. 2004).

2 Mathematical Model

The Covariance Matrix (CV matrix) of a TRF consists of two
different types of uncertainty (e.g., Kotsakis 2013; Sillard
and Boucher 2001): the so-called Reference System Effect
(RSE) and the observational one. The correlations among
the Helmert parameters are estimated using the so-called CV
matrix (often provided in SINEX format, Blewitt et al. 1994)
of the Datum Noise Effect (DNE see Sillard and Boucher
2001; Kelm 2003; Rebischung 2014):

C™ D
�
ETC�1

x E
��1

(1)

where C™ the CV matrix of the datum noise, E the design
matrix of the 14 Helmert transformation parameters and Cx

the CV matrix of the initial solution (derived directly from
the SINEX file). The correlation coefficient kij between two
Helmert parameters i and j are calculated from the elements
of C™ as follows:

k
ij D

�ij
�i �j

(2)

where � ij the covariance between two Helmert parameters
i and j and � i,� j the standard deviations of the Helmert
parameters i and j, respectively (derived from C™). We should
point out that in our experiments we only include the core
stations of each TRF. We should also address here that for
the present paper we investigate the correlations for the core
stations, not only because of the better stability, but also for
the good spatial distribution. There are number of non-core
stations belong to global TRFs which their uncertainties are
relatively large (e.g., larger than few cm and few mm/year).
This fact could distort the significance of the estimated
correlation coefficients.

The derivation of Eq. (1) is based on the separation
between datum and observational datum effects, adopting
the least-squares principle (Sillard and Boucher 2001). This
method (used also herein) can be called as covariance matrix
orthogonal projection and was introduced by Blewitt et
al. (1992). Some interesting issues regarding this fact is
addressed by Rebischung (2014, Chapter 3), offering some
elegant approaches on the problem of datum noise investiga-
tions.

Regarding the application of Eq. (1) we should point
out that the inversion of the Cx could present some issues
with respect the stability of the inverted matrix (extremely
high condition number). This can be overcome by adding
really small number to the diagonal of the covariance matrix,
according to Sillard and Boucher (2001).

3 Results

3.1 DTRF2014

We compare the correlations of the intra- and inter-technique
for (a) the SLR and (b) for the VLBI combinations, respec-
tively. The Helmert transformation parameters are defined as:
origin per axis tx, ty, tz, scale D and orientation per axis rx, ry,
rz. The dot signs refer to their rates.

3.1.1 The SLR-only TRF
Figure 1 visualizes the SLR core stations, while Table 1
refers to the correlations of some characteristic Helmert
transformation. The correlations for the intra-technique and
inter-technique combinations of DTRF2014 for the SLR
stations, respectively.

The comparison of the correlations of the SLR intra- and
inter-technique combinations, respectively, shows a deple-
tion of major correlations, hence it demonstrated a reduction
of dependency after the combination and this confirm the
improved quality of the DTRF2014 solution versus SLR-
only solution. We chose translations and scale related param-
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Fig. 1 The SLR core stations

Table 1 The correlations for the intra-technique (second column) and
inter-technique combinations, respectively, of DTRF2014 for the SLR
stations (third column)

Parameters SLR intra-technique DTRF2014 (inter-technique)
tx ; Ptx 0:068 0:055

ty ; Pty 0:070 0:052

tz; Ptz 0:048 0:038

D; PD 0:072 0:047

tx, ty �0:061 �0:047

tx, tz �0:140 �0:128

tx, D �0:133 �0:136

ty, tz 0:152 0:125

ty, D �0:121 �0:102

tz, D �0:162 �0:158

Ptz; PD �0:302 �0:330

eters, since SLR provides both of for the DTRF2014 datum
realization. The origin and the origin rates correlations are
low (lower than 0.5, Frost 2020). The correlations among the
fundamental parameters are slightly improved. In addition,
there is a perfect agreement between the signs of the two
solutions. The largest correlation is found between the z-axis
origin rate and the scale rate (found at the level of �0.3),
while in the case of inter-technique combination it is slightly
worsened, reaching �0.33.

3.1.2 The VLBI-only TRF
Figure 2 visualizes the VLBI core stations, while Table 2
summarizes the correlations of some characteristic Helmert
transformation parameters for the intra-technique and inter-

technique combinations of DTRF2014 for the VLBI stations,
respectively.

Table 2 shows the great importance of the combination for
the VLBI network. The extremely high correlations (larger
than 0.9) among the Helmert transformations parameters
(the VLBI technique senses only the scale and its rate)
after the combination. Since the correlation is limited within
[�1,1], whereas 0 means no linear dependency, 1 with
full linear dependency and �1 with a full linear depen-
dency but with the opposite phase. The correlation between
the scale and its rate remains low in both VLBI-only and
DTRF2014 product. However, the correlation between the
scale parameters increases in the case of inter-technique
combination (0.117 versus 0.069). Their comparisons to the
SLR case demonstrate that both techniques demonstrate low
correlations between the scale and its rates. Although, the
SLR seems to give slightly better results (for scale and its
rate). Scale and scale rate are better separated in DTRF2014
with the inclusion of independent information from the other
techniques. The fact that in the case of VLBI this is opposite
indicates the erroneous information introduced.

3.2 IDS and ITRF2014 Comparison

The IDS solutions (Moreaux et al. 2016; DORIS cumulative
solutions n.d.) are the official DORIS-only TRFs. IDS pro-
vide five different TRFs which are aligned to the ITRF2014
solutions. We analyze the following TRFs: (a) the IDS17-d1
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Fig. 2 The VLBI core stations

Table 2 The correlations for the intra-technique (second column) and
inter-technique combinations, respectively, of DTRF2014 for the VLBI
stations (third column)

Parameters VLBI-intra-technique DTRF2014 (inter-technique)
tx ; Ptx 0:941 0:192

ty ; Pty 0:929 0:216

tz; Ptz 0:901 0:146

D; PD 0:069 0:117

rx; Prx 0:937 0:084

ry; Pry 0:939 0:056

rz; Prz 0:949 0:247

ty,rx �0:823 �0:591

ty; Prx �0:762 �0:081

tz,rx �0:714 0:238

Pty ; Prx �0:807 �0:540

TRF (b) the IDS19-d4 TRF and (c) ITRF2014 exclusively
for the DORIS core stations. Figure 3 depicts the DORIS
core stations, while Table 3 refers to the correlations of some
characteristic Helmert transformation parameters for the IDS
and for the final ITRF2014 solutions, respectively.

The results of Table 3 show that the IDS17-d1 correlations
are ultra-low, almost all the correlations are lower than 0.1.
For the ITRF2014 we observe that, although they remain

low, they are increased. On the other hand, the IDS19-d4
correlations are severely increased among the origin and their
rates, respectively. One possible explanation for this behavior
is the fact that the IDS19-d4 comprises 5 more years of
observations than the ITRF2014. Thus, after the alignment
to ITRF2014 there is an impact on the network’s reference
frame uncertainty (constrained network’s geometry).

The DORIS series are a conglomerate of computed Nor-
mal Equations (NEQs) that span different space segment
contributions. Thus, the refer to numerous different satellite
constellations entering the picture depending on the time
period and with each such entry or exit of contributing
satellite constellations, the quality of the models alters.
Some incur more systematic errors than others and in some
instances, the ground beacons had their own problems con-
tributing similar time-dependent problems in the quality of
the solution. These significant analysis details and difficulties
cannot be verified using correlation coefficients. Thus, the
use of the correlations as stand-alone tool for the TRF quality
assessment is not applicable. The correlation coefficients
should always be applied simultaneously with other math-
ematical processes like Helmert transformation parameters,
rigorous least adjustment techniques etc. and exclusively as
auxiliary tools.
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Fig. 3 The DORIS core stations

Table 3 The correlations for the IDS solutions and for the ITRF2014

Parameters IDS-17d1 IDS-19d4 ITRF2014
tx ; Ptx 0:069 �0:663 0:222

ty ; Pty 0:039 �0:498 0:286

tz; Ptz 0:034 �0:593 0:255

D; PD 0:009 �0:534 0:255

tx, ty �0:024 �0:187 0:046

tx, tz �0:003 �0:010 0:032

tx, D �0:038 �0:144 �0:149

ty, tz �0:039 0:081 0:046

ty, D �0:055 �0:490 0:026

tz, D �0:106 �0:201 �0:273

4 Conclusions

The correlations of the Helmert parameters can stand as an
additional diagnostic tool for the TRF assessment. Through
the correlations derivation one can check the dependency
among the Helmert transformation parameters, thus vali-
dating their ability to provide reliable results. We estimate
the correlations for the SLR and the VLBI solution and
for the DTRF2014. We find that the combinations generally
reduce the dependency between the Helmert parameters
which indicates of improved network, especially for the
VLBI network. The correlation between the scale and its rate
for both techniques is low. The SLR correlations among the
origin parameters (static and dynamic) are low.

For the IDS and the ITRF2014 (for the DORIS stations),
we find interesting results. The IDS17-d1 correlations are
low which is also the case for the ITRF2014, although larger
than the IDS17-d1 ones. However, for the IDS19-d4 solution
the estimated correlations are severely increased. This might
be caused from the inclusion of 5 more years of DORIS
observations (than the ITRF2014), which probably affects
the origin and the scale of the network. It practically means
that the origin and the scale of the IDS19-d1 tend to have
significant dependencies among each other.

We should underline here that the correlation coefficient
between two parameters is very sensitive to the definition
of the networks involved (geometry of the network, global
distribution of the stations) as well as the data yield and qual-
ity contributed by each station and the time span covered by
these data. Thus, the correlations could not stand themselves
as a unique tool of TRFs quality assessment. Nevertheless, it
can be applied in parallel with the Helmert transformation.
The correlation can reveal problems regarding the depen-
dency of two parameters and how this kind of dependency
is related to intra- and inter-technique combinations, respec-
tively.
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Shimosato Co-Location of the SLR and GNSS
Stations

Yuto Nakamura, Shun-ichi Watanabe, Yusuke Yokota, Akira Suzuki,
Haruka Ueshiba, and Noritsune Seo

Abstract

The Japan Coast Guard (JCG) operates Satellite Laser Ranging (SLR) and Global Nav-
igation Satellite System (GNSS) instruments at the Shimosato Hydrographic Observatory
(SHO) inWakayama Prefecture located at the southernmost area of the main island of Japan.
SHO is a co-location site where SLR and GNSS can be linked by precisely measuring
the local tie vector (relative position) between these two space geodetic techniques. In
November 2020, JCG collaborated with the Geospatial Information Authority of Japan
(GSI) and performed a local tie survey to precisely determine the local tie vector between
the stone marker of the GNSS station and the invariant point (IVP) of the SLR telescope.
The IVP of the SLR telescope was determined by an indirect method, in which the reflector
targets mounted on the SLR telescope were precisely observed from the surrounding
temporary marks. The SLR telescope was rotated at a constant interval during the survey
so that the observed target positions form arcs, from which we determined the azimuth and
elevation axes; the orthogonal projection of the elevation axis onto the azimuth axis was
determined as the IVP. The resulting local tie vector and its variance-covariance information
were submitted for the development of the upcoming International Terrestrial Reference
Frame 2020 (ITRF2020).
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1 Introduction

1.1 International Terrestrial Reference
Frame and Co-Location

Recent advances in space geodetic techniques such as the
Global Navigation Satellite System (GNSS) have enabled us
to precisely determine a position on the Earth’s surface. The
International Terrestrial Reference Frame (ITRF) provided
by the International Earth Rotation and Reference System
Service (IERS) is one of the realizations of the global geode-
tic reference frames used to represent three dimensional
coordinates on the Earth’s surface.

The ITRF is produced using data obtained from GNSS,
Satellite Laser Ranging (SLR), Very Long Baseline Inter-

© The Author(s) 2022
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Fig. 1 Overview of the geodetic stations and the temporary marks
in SHO. Green arrow indicates the local tie between the IGS station
“SMST” and the SLR invariant point “SISL”. The terrestrial survey
network for determining the positions of the temporary marks and the

antenna reference point (ARP) of the GNSS station is shown in blue
lines. Pink lines indicate the indirect observations of the targets on the
SLR telescope. The location of SHO is indicated in the figure on bottom
left

ferometry (VLBI), and Doppler Orbitography and Radiopo-
sitioning Integrated by Satellite (DORIS) observations that
are conducted at geodetic stations around the globe. To
produce the ITRF, it is necessary to merge the reference
frames obtained individually from these four space geodetic
techniques. The different space geodetic techniques can
be linked together by using the local tie vectors (relative
positions) of the space geodetic techniques at co-location
sites, where multiple space geodetic techniques are operated
closely together (Ray and Altamimi 2005). The quantity and
accuracy of the local tie vectors are significant factors that
affect the quality of ITRF. Thus, to improve the quality of the
ITRF, it is important for the observing agencies to precisely
measure the local tie vectors at their co-location sites by
conducting local tie surveys.

1.2 The Shimosato Hydrographic
Observatory

The Hydrographic and Oceanographic Department of the
Japan Coast Guard (JCG) is responsible for producing
nautical charts of the oceans surrounding the Japanese

archipelago. To link these nautical charts to the global
geodetic reference frame, JCG has been conducting SLR
observation since 1982 at the Shimosato Hydrographic
Observatory (SHO), located in Wakayama Prefecture, Japan
(Fig. 1). The SLR observation data collected at SHO are
regularly submitted to the International Laser Ranging
Service (ILRS) to contribute to the realization of the ITRF.

A permanent GNSS antenna was installed above the stone
marker representing the origin of the nautical chart, located
in SHO. The stone marker “SMST” has been registered to the
International GNSS Service (IGS), and the daily RINEX files
are submitted regularly. SHO, conducting SLR and GNSS
observations simultaneously, functions as a co-location site
where these two space geodetic techniques can be linked
together.

To contribute to the realization of the upcoming
ITRF2020, JCG collaborated with the Geospatial Infor-
mation Authority of Japan (GSI), which has a prolonged
experience in co-locating their VLBI and GNSS stations, to
perform a local tie survey at SHO in November 2020. The
product of the survey has been submitted to the IERS, and
is expected to be used for the construction of the ITRF2020.
In this paper, we present the survey and analysis methods of
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our local tie survey at the SHO, and evaluate the validity of
the resulting local tie vector.

2 Survey Instrumentation and
Methodology

2.1 Local Survey of the Network

In our survey, we constructed a terrestrial survey network
consisting of five temporary marks (TIE1, TIE2, TIE3, TIE4,
TIE5) in SHO as shown in Fig. 1. A local coordinate system
with the origin at temporary mark TIE3 and an x-axis
passing through TIE1 has been defined for our local survey
network. We measured the azimuth and elevation angles, and
distances between the temporary marks using total stations
(SOKKIA NET05, TOPCON GTS-700) and survey targets.
We have also set up temporary mark HRMD at the Hiramidai
viewpoint, which is located approximately 1.3 km east of
SHO. An azimuth marker was set at HRMD, which we
observed from TIE3 and TIE5 to determine the orientation
of the local coordinate system of the survey network.

A terrestrial survey was also conducted between the
antenna reference point (ARP) of the GNSS station “SMSA”
and the marks visible from the GNSS station (TIE1 and
TIE3). We indirectly observed SMSA using total stations, by
measuring the angles of the edges of the antenna base and
the distance to the reflective tape placed on the edge of the
antenna.

GNSS observations were conducted at marks TIE1, TIE3,
TIE5, and HRMD to determine geocentric coordinates,
which we used to align the survey network to ITRF2014.
We conducted static GNSS observations at least 12 hours at
these marks using Trimble Zephyr Geodetic antennas and
Trimble NetR9 receivers.

Levelling was conducted between the five temporary
marks and the ARP of the GNSS station “SMSA”, to deter-
mine the precise relative heights between our marks. For
the levelling, we used Zeiss DiNi12 and WILD N3 levelling
instruments. The levelling data was integrated in the network
adjustment to improve the accuracy of the vertical compo-
nent of the local tie vector.

2.2 Indirect Observation of the SLR
Telescope IVP

The invariant point (IVP) of the SLR telescope, named
“SISL”, is defined as the orthogonal projection of the ele-
vation axis onto the azimuth axis. Since the IVP is inside the
SLR telescope and is not visible from outside, we have taken
an indirect approach to observe the IVP (Woods 2008). In
our indirect observation, we mounted a total of four reflector

Fig. 2 Schematic diagram of the indirect observation of the SLR
telescope IVP. The target positions form arcs around the azimuth and
elevation axes, from which we determine the axes and the IVP

targets (one �75 mm Leica Cateye Reflector and three 1.500

Leica Red Ring Reflectors) on the body of the SLR telescope,
and observed these targets from total stations mounted at the
surrounding temporary marks TIE1, TIE2, TIE3, and TIE4.
Like the terrestrial survey of the network, measurements of
the angles and the distance between the temporary marks
and the reflector targets were performed using total stations.
Note that TIE5 was not used for the indirect observation; this
mark was only used for reinforcing our local survey network.
During the observation, the SLR telescope was rotated at
constant intervals of 30ı around the azimuth axis and 15ı

around the elevation axes, and we observed the targets at
the visible marks. There were no limitations to the rotations
of the SLR telescope around the azimuth axis, while the
rotations of the telescope around the elevation axes were
limited between 0–90ı.

The target positions observed at different angles scribe
arcs around the axes. A vector normal to the planes of the arcs
that passes through the center of the arcs can be determined
as the axis of rotation. By performing this observation for
both the azimuth and elevation axes, the IVP of the SLR
telescope (orthogonal projection of the elevation axis on the
azimuth axis) can be determined, as depicted in Fig. 2.

3 Data Analysis

3.1 GNSS Data Processing

Before calculating the local tie vector, it is necessary to
process the GNSS data to determine the geocentric coor-
dinates of the marks aligned to ITRF2014, for transform-
ing the local terrestrial survey network. We processed the
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GNSS observation data collected during our survey using
the online GNSS processing facility AUSPOS (Jia et al.
2014), provided by Geoscience Australia. The geocentric
coordinates of the temporary marks where we conducted
GNSS observations (TIE1, TIE3, TIE5, HRMD) are shown
in Table 1. The obtained geocentric coordinates were aligned
to ITRF2014 at the epoch date during the time of the survey.

3.2 Calculation of the Vertical Deflection

Terrestrial survey and levelling data are aligned with respect
to the true vertical, which is normal to the geoid. To precisely
determine the survey network, it is necessary to align the
data with respect to the reference ellipsoid by correcting
the data using the vertical deflection (VD). For our survey,
we calculated the VD at TIE3 using GSIGEO2011 Ver.2
(Koitabashi et al. 2018), a local geoid model for Japan. The
calculated VD was used to correct the data of positions in the
observatory and HRMD.

3.3 Data Analysis for the Local Survey

For the analysis of our survey data and the generation of the
local tie Solution Independent Exchange Format (SINEX)
file, we used the pyaxis program (https://github.com/linz/
python-linz-pyaxis) provided by Land Information New
Zealand (LINZ). In pyaxis, the total station measurements
(TIE1–TIE5 and HRMD), SLR target observation data,
levelling data (TIE1–TIE5 and SMSA) were used to estimate
the SLR telescope’s IVP. GNSS data at TIE1, TIE3, TIE5,
and HRMD were integrated to align the survey results to
ITRF2014, and the vertical deflection at TIE3 was used in
the analysis to correct the survey and levelling data.

The analysis consists of three phases; first, the positions
of the temporary marks (TIE1–TIE5) and the observed SLR
target positions are calculated using an unconstrained least
squares adjustment. Then, the azimuth and elevation axes
of the SLR telescope are estimated by calculating arcs from
the unconstrained SLR target positions that are determined
in the first step. Using the solutions calculated from uncon-
strained adjustment, a constrained least squared adjustment
is conducted to determine the final solution of the mark

Table 1 Geocentric coordinates of the temporary marks (TIE1, TIE3,
TIE5, HRMD) aligned to ITRF2014, processed using AUSPOS

Mark X [m] Y [m] Z [m]
TIE1 �3822369.6860 3699371.0640 3507581.9565
TIE3 �3822388.5867 3699375.8831 3507558.8488
TIE5 �3822389.0558 3699363.8346 3507570.0013
HRMD �3823269.3171 3698357.6466 3507628.8106

positions, target positions, and the IVP of the SLR telescope.
The GNSS-derived geocentric coordinates are integrated in
the analysis to generate geocentric coordinates of the local
survey network in SHO aligned to ITRF2014.

4 Results and Discussions

The geocentric coordinates of the SLR telescope IVP “SISL”,
GNSS antenna ARP “SMSA”, and the temporary marks
(TIE1–TIE5) calculated by pyaxis are listed in Table 2.

The local tie vector between the GNSS station’s stone
marker “SMST” and the IVP of SLR telescope “SISL”,
in topocentric coordinates with the origin at SMSA, was
calculated as follows by adding a vertical offset of �1.995
m between SMSA and SMST:

.�E; �N ; �U / D .7:7680 m; �17:9484 m; 4:0695 m/:

(1)

The standard deviations for each component of the topocen-
tric coordinates of the local tie vector were calculated as
follows:

.�E; �N ; �U / D .0:0028 m; 0:0020 m; 0:0070 m/: (2)

The offset of the elevation axis from the azimuth axis was
0.0012 ˙ 0.0046 m, and the non-orthogonality was �4.37 ˙

10.3600.
To visualize the geometry of the covariance of the local

tie vector, we calculated the covariance ellipsoid using the
computed variance-covariance matrix. Figure 3 indicates the
covariance ellipsoid of the local tie vector, in topocentric
coordinates. The covariance ellipsoid is stretched in the
vertical direction, with a major axis almost parallel to the
local vertical axis.

The coherence between the GNSS observations and the
final results of the adjustment of pyaxis was checked by using
the geocentric coordinates of marks where GNSS observa-
tions were conducted (TIE1, TIE3, and TIE5). We used the
geocentric coordinates of these marks obtained from GNSS
analysis using AUSPOS and the network adjustment results

Table 2 Geocentric coordinates of SISL, SMSA, and temporary
marks (TIE1–TIE5) obtained by network adjustment using pyaxis

Mark X [m] Y [m] Z [m]
SISL �3822388.2931 3699363.6397 3507573.0334
SMSA �3822374.4918 3699361.0929 3507586.8174
TIE1 �3822369.6858 3699371.0590 3507581.9553
TIE2 �3822393.2280 3699348.0481 3507574.9100
TIE3 �3822388.5926 3699375.8844 3507558.8546
TIE4 �3822405.5805 3699359.7255 3507549.9721
TIE5 �3822389.0531 3699363.8451 3507570.0113

https://github.com/linz/python-linz-pyaxis
https://github.com/linz/python-linz-pyaxis
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Fig. 3 Covariance ellipsoid of the local tie vector. The surface of the
ellipsoid indicates an error of 1� . The arrow indicates the vector of the
major axis

Table 3 Baseline components between marks TIE1, TIE3, and TIE5
obtained from GNSS observation and network adjustment by pyaxis.
Subscript “G” indicates baseline components obtained from the geocen-
tric coordinates in the GNSS SINEX file, and subscript “P” indicates
baseline components obtained by using geocentric coordinates in the
local tie SINEX file computed by pyaxis

Baseline dXG [m] dYG [m] dZG [m]
TIE1–TIE3 18:9007 �4:8191 23:1076

TIE1–TIE5 19:3698 7:2294 11:9551

TIE3–TIE5 0:4690 12:0485 �11:1525

Baseline dXP [m] dYP [m] dZP [m]
TIE1–TIE3 18:9068 �4:8254 23:1007

TIE1–TIE5 19:3673 7:2139 11:9440

TIE3–TIE5 0:4605 12:0393 �11:1567

obtained by pyaxis. To check the coherence, we calculated
and compared the baselines between these marks, as indi-
cated in Table 3. The differences of the baselines obtained
from the GNSS observations and the network adjustment
are within the centimeter level, suggesting that the terrestrial
survey results are plausible.

4.1 Comparison with the SLR-GNSS
Baseline

To check the plausibility of the obtained local tie vector, we
calculated the time series of the baseline between the SLR
telescope IVP “SISL” and the GNSS antenna ARP “SMSA”,
using the SLR and GNSS observation datasets. We compared
the time series of the baseline to the local tie between SMSA
to SISL obtained from our local tie survey, in geocentric
coordinates:

.dX; dY ; dZ/ D .�13:8013 m; 2:5468 m; �13:7840 m/:

(3)

Figure 4 shows the monthly time series of each component
of the vector in geocentric coordinates. The SLR monthly
solution was calculated using the ranging data of LAGEOS-1
and LAGEOS-2. The orbits of LAGEOS-1 and LAGEOS-
2, the center of the Earth, position of the SLR station
(SISL), and the range bias were estimated using the C5++
software (Otsubo et al. 2016). The GNSSmonthly time series
was calculated by averaging the daily solutions that were
obtained from data analysis using RTKLIB 2.4.2 (Takasu
2013). The GNSS data was analyzed in the static precise
point positioning (PPP) mode using the IGS final orbits.
Note that the position of SISL is aligned to SLRF2014, while
the position of SMSA is aligned to IGb14; thus, the baseline
is calculated from coordinates in different reference frames.
However, both reference frames are based on ITRF2014,
so the discrepancy between these reference frames is small
enough to be ignored in our plausibility check. Offsets due
to the change of the antenna mount in March 2012 (line A in
Fig. 5) have been corrected for the data before March 2012.
Each component of the local tie obtained from the survey is
depicted as a horizontal line in each of the plots of Fig. 4.

The SLR-GNSS baseline between 2012 and 2018 is stable
and agrees well with the local tie vector obtained in this
survey, suggesting that the result of our local tie survey
is reasonable. The global solution implies that the relative
position between the SLR and GNSS has not significantly
changed during this period. The baseline before 2012 also
agrees with the local tie vector, indicating that the local
tie has been stable even before the change in the GNSS
antenna offset in March 2012. However, after 2018, the
discrepancy between the monthly time series of the baseline
and the surveyed local tie vector seems to be increasing for
all components; the time series indicate a positive trend for
x, and negative trends for y and z. This is primarily due to
the instability of the SLR time series after 2018, caused by
the decrease in observation data for the on-site maintenance
of the SLR system after the renewal of our laser oscillator in
October 2018 (purple dashed line C in Fig. 4). Overall, we
can conclude that our survey results in 2020 does not conflict
with the time series of the SLR-GNSS baseline before the
renewal of the SLR laser oscillator in 2018, and that the local
tie survey does not contain serious errors.

4.2 Possible Error Sources

As indicated in Sect. 4.1, the standard deviations of the local
tie vector were 2–3 mm, and 7 mm for the horizontal and
vertical components, respectively. The IERS recommends
the accuracy of local tie vectors to be at the sub-millimeter
level, which we were unable to achieve in this survey.

One of the major potential sources of such large errors
may be our procedures when we conducted the indirect
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Fig. 4 Monthly time series of the geocentric coordinates of the base-
line between the SLR reference point SISL and the ARP of the GNSS
antenna (SMSA) at SHO. Offsets due to the replacement of the GNSS
antenna mount in March 2012 have been corrected. Navy solid lines
represent the coordinates of the local tie vector between the SLR
telescope IVP and the GNSS station ARP obtained from our survey
in 2020. Orange dashed lines indicate dates when modifications were
made to the GNSS antenna; A (March 2012) is when the antenna mount
was changed, B (September 2016) is when the radome and the GNSS
antenna were changed, and D (February 2020) is when the radome has
been removed. The purple dashed line C (October 2018) is the date of
renewal of the SLR laser oscillator

observation of the SLR telescope IVP. During the indirect
observation, we observed the target arcs around the elevation
axis in between the observation of the target arcs around
the azimuth axis, as depicted in Fig. 5, to increase the time
efficiency of the indirect observation. As shown in Fig. 5, we
interrupted the target observations around the azimuth axis
at a certain azimuth angle, and performed the observation
of target arcs around the elevation axis. After we finished
the observation around the elevation axis, we restored the
elevation angle during the azimuth axis observation, and
resumed the target observations around the azimuth axis.

Since we had to shut down the mechanics of the SLR
telescope during the survey, we have rotated the SLR tele-
scope by hand; for this reason, there is a possibility of large
pointing error of the elevation angle every time we restored

Fig. 5 Schematic diagram of our indirect observation of the SLR
telescope IVP SISL. Target observations for determining the elevation
axis were conducted in between the observations for determining the
azimuth axis, which is a possible major source of our observational
errors

the elevation angle back to 15ı for target observation around
the azimuth axis. Such procedures would lead to an increase
in the variation of the elevation angles of the target positions
observed around the azimuth axis, since it is impossible
to perfectly restore the elevation angle during the target
observation of the azimuth axis. Variation of the elevation
angles during the azimuth axis observation would increase
the circle fitting residuals of the target positions around the
azimuth axis, which would result in errors of the position of
the IVP, especially in the vertical component.

5 Conclusion

JCG and GSI have conducted a local tie survey at SHO to
determine the local tie vector between the SLR telescope
IVP and the GNSS station marker. The local tie vector
determined in this survey agrees well with the time series
of the baseline between the SLR and GNSS. The standard
deviations of the local tie vector were approximately 2–
3 mm for the horizontal components and 7 mm for the
vertical component, in topocentric coordinates. Such large
standard deviations may be due to our observation proce-
dures, in which we rotated the SLR telescope around the
elevation axes in between the observation of the targets
around the azimuth axes during the indirect observation of
the IVP. Since the telescope was rotated by hand, there
is a possibility of large pointing errors in the elevation
angle.
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The result of our local tie survey has been submitted to
the IERS, for the construction of the upcoming ITRF2020.
Despite the difficulties in conducting local tie survey only by
the JCG (i.e., maintenance of survey equipment and technical
training of staffs), we are expecting to regularly conduct local
tie surveys at SHO, to contribute to the future versions of the
ITRF and to the global geodesy community.
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Local Ties at SLR Station Riga

Kalvis Salmins , Viesturs Sproģis, Imants Biļinskis, and Jorge del Pino

Abstract

The SLR station Riga operates a SLR system within ILRS (Riga 18844401, DOMES
number 12302S002) and a collocated GNSS system (RIGA00LVA, DOMES number
12302M002) within IGS and EUREF networks. The reference geodetic mark (DOMES
number 12302M001) was used for the mobile SLR system MTLRS operation in 1991.
Domes 12302M002 is situated on top of an historical time service building which sits
directly on the bedrock. Both other points are placed on concrete foundations built more
than 50 years ago. All these points are included in the ITRF database. The first full local
ties set was determined in 1995 using a 6 h GPS session run using three GPS receivers.
In 2018 three geodetic pillars were installed to improve the local geodetic network at the
site. In January 2021, a multitechnique survey campaign produced a new set of local ties
and reported to the ITRF and related services. The obtained results show that the local tie
stability is at the subcentimeter level over a 25 years period. The true stability may be better,
taking into account the measurement technology used in the first survey 25 years ago. But
to verify it we need to do more surveys.

Keywords

GNSS � ITRF � Local ties � Local ties stability � SLR

1 Introduction

The SLR station Riga is situated on the grounds of the
University of Latvia Botanical Garden. The site started
operation before 1957 as part of the University of Latvia
Astronomical Observatory. At that time it included the astro-
nomical time service and later a visual satellite tracking
observation program (Sputnik 1 October 9, 1957). During
the 1960s and 1970s it was an integration and testing place
for satellite photographic systems and first generation SLR
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systems developed in the frame of the Interkosmos space
programs.

The SLR station, Riga 18844401 (DOMES number
12302S002), is a member of the International Laser Ranging
Service and has been in operation since 1987. The mobile
SLR system MTLRS was positioned during a 1991 SLR
collocation campaign over the geodetic mark with DOMES
number 12302M001. Both points were first linked in 1992
to the Latvian national geodetic network (Bikše et al.
1992). A permanent GNSS receiver, RIGA00LVA (DOMES
number 12302M002) has been working since December
1995. RIGA00LVA is part of the International GNSS
Service (IGS) and EUREF. All three points are listed in
the ITRF and related services. The three DOMES points
are installed on concrete foundations built more than 50
years ago. The GNSS building foundation sits directly on the
bedrock. Regular ground water level monitoring is carried
out to support the gravimetric measurements done at the
Observatory by the Latvian Geospatial Information Agency
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Fig. 1 Local Ties panoramic view 2021

Table 1 Slope distances D between DOMES pairs, 1995 and 2021
Solutions

DOMES numbers Pairs D(m), 1995 D(m), 2021
12302M001–12302M002 20.908 20.906
12302M002–12302S002 20.206 20.214
12302S002–12302M001 30.542 30.554

(LGIA). The point 12302M001 served as an origin point of
the Latvian National Geodetic coordinate system LKS-92.
Since April 2018 the SLR station Riga has been a member
of GGOS (Global Geodetic Observation System).

The first geodetic ties determination between the DOMES
12302S002 and 12302M002 was done in 1992. They were
linked to the national Latvian geodetic network using a
combination of triangulation and levelling (Bikše et al. 1992)
and transformed to the WGS-84 system. In 1995 the first
three DOMES points local ties determination was done using
a six-hour GPS session, (Lapuška 1996). These ties were
reported to the ITRF in 1996 as the official local tie’s solution
and were replaced only in 2021. Four partial surveys for
monitoring, testing, student’s training or diploma work were
done in 2004, 2012, 2019 and 2020.

In 2013 an old transit instrument dome was removed,
allowing the direct line of sight between the points
12302M002 and 12302M001. In 2018, three additional
geodetic pillars (G4100, G4200, G4300) were installed
by the Latvian Geospatial Information Agency (LGIA)
improving the local geodetic network configuration (Fig.
1). The pillars G4200 and G4300 were installed on old
1970s optical instruments concrete bases, reducing possible
settling effects. The pillar G4100 was installed on the same

building as the GNSS receiver. In 2021 a new local ties
survey was done by LGIA, and the results were reported as
the new official Riga local ties values (Tables 1 and 2).

2 Local Tie Determination

In 1995 the local ties determination (Lapuška 1996), was
done using three Trimble SSE 4000 GPS receivers in a
six-hour session. The SLR telescope invariant point deter-
mination was done by placing a GPS antenna directly on
the telescope using an attached mounting platform. The
GPS antenna phase center was positioned on the telescope’s
vertical rotational axis. The distance from the antenna phase
center to the telescope’s horizontal axis was calculated using
direct measurements and values taken from telescope draw-
ings. The local ties values given were in the ITRF 92
reference frame. We do not have information on the antenna
model and the phase center position value used. We estimate
that the antenna displacement from the vertical axis was
within 3 mm and error in distance measurement to the
horizontal axis also is no worse than 2 mm. We have only
the 1995 local ties dX, dY, dZ values available (Lapuška
1996) (Table 3). We have not found a full internal report
and, as the author died in 2013, the chances of retrieving
the original complete information are very low. There is no
information on the use of the L1 and L2 signals and mete-
orological data corrections during processing. The reported
standard deviation mean value for a single slope distance
component is 0.5 ˙ 0.2 mm with a range 0.3 to 0.8 mm.
In our opinion the reported errors from this survey are
underestimated.
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Table 2 Geocentric coordinates X, Y, Z for the 2021 Solution

DOMES X[m] Y[m] Z[m] ¢X[mm] ¢Y[mm] ¢Z[mm]
12302M001 3183914.346 1421473.506 5322796.699 0.0 0.0 0.0
12302M002 3183899.513 1421478.333 5322810.618 1.3 0.9 2.1
12302S002 3183896.103 1421497.005 5322803.666 0.6 1.1 1.6
G4100 3183900.715 1421481.774 5322808.928 1.1 0.7 1.9
G4200 3183891.315 1421467.001 5322815.189 1.2 0.8 2.0
G4300 3183887.008 1421493.091 5322812.652 1.2 0.9 2.1

Table 3 dX, dY, dZ values for the 1995 and 2021 Solutions

Ties dX dY dZ
Solution 2021 ITRF 2014

12302M002–12302S002 �3:410 18:672 �6:952

12302M002–12302M001 14:833 �4:827 �13:920

12302M001–12302S002 �18:243 23:499 6:968

Solution 1995 ITRF 1992
12302M002–12302S002 �3:401 18:661 �6:963

12302M002–12302M001 14:834 �4:832 �13:919

12302M001–12302S002 �18:236 23:493 6:956

In January 2021, LGIA carried out a multisession local
ties survey for the new 2018 local configuration using
tachymetry and GNSS. Five GNSS receivers Leica Viva
GS10 (3 mm C 0.1 ppm/V 3.5 mm C 0.4 ppm accuracy
in Static (phase) with long observations mode) and Leica
AR20 antennas were used. Two to six hours GNSS sessions
were carried out during 5 observing days. Four days were
dedicated to the tachymetric measurements for all the points
using the Trimble S9 0.5” Robotic, DR Plus Total Station
(1 mm C 2 ppm (0.9 mm C 2 ppm) in Prism mode Standard
(ISO)) and Leica circular prisms GPHIP, tribrach GZR3
and other additional components. In 2 of the 4 days the
SLR telescope invariant point coordinates were determined
by simultaneous tachymetric measurements from the pillars
G4100 and G4300. In this case the prism GPHIP and tribrach
GZR3 were installed on the SLR telescope GNSS antenna
mount. A Bohnenstingl monitoring prism was installed at
the telescope using a magnetic mount.

The data obtained had a total of 144 measured points; 96
for the azimuth and 48 for the elevation. The azimuth was
rotated in 45 degree steps for a 360 degree range, and the
elevation step was 10 degrees from 0 to 90 degrees elevation
range. The telescope positioning was done using optical
limbs. Processing was done using the Trimble Business
Center v.5.32, TopoNet v.6.3 and proprietary software for
the invariant point calculation. The calculated SLR telescope
invariant point coordinates has a total RMS of 2.0 mm
(1.1 mm, 1.1 mm and 1.3 mm in the local N, E, h coordi-
nates). The 12302M001, 12302M002 and 12302S002 geo-
centric coordinates have a single component mean error of
0.7 ˙ 0.8 mm and 1.3 ˙ 0.5 mm for the new pillars. The
current local ties configuration geometry is shown on Fig.

2. The slopes between the DOMES points are shown with
thicker lines. The new DOMES local ties values obtained
were submitted to the ITRF and related databases. The
survey methods, instrumentation and procedures used were
similar to local ties surveys done at other SLR stations
(Donal 2013).

3 Comparison Between 1995 and 2021
Solutions

The straightforward way of comparing the two solutions is by
direct comparison of the slope distances values connecting
the three DOMES points (Table 1). This is because of the
available 1995 values. For the same reason, it is not possible
to transform the 1995 and 2021 solutions to a common
reference frame for a more precise analysis.

The slope distance values changes are on the order of
1 cm or less in a time frame of 25 years. The 2021 slope
distances internal errors range from 4.6 mm (12302M001–
12302M002) to 2.0 mm (12302S002–12302M001). The
1995–2021 slope differences, calculated from Table 1 are:
12302M001–12302M002 2.0 ˙ 4.6 mm, 12302M002–
12302S002 8.0 ˙ 2.6 mm and 12302S002–12302M001
12 ˙ 2.0 mm. The errors shown are the slope distance errors
from the 2021 solution. The 12302M001–12302M002 slope
change is within the 2021 slope error. The slope change
values related to the DOMES 12302S002 are in the 1 cm
range but bigger than the corresponding 2021 slope distance
errors. We do not take into account the reported 1995 errors,
as we assume are not realistic. Assuming that the 1995 errors
were similar to the 2021 solution, the 12302S002-related
slope changes would be still bigger than the solution errors.

The most probable source for the SLR DOMES point
slope values changes shown are the different methods used
in 1995 and 2021 for determining the telescope invariant
point coordinates. In particular the possible additional error
introduced in 1995 on the calculation of the GPS antenna
phase center-telescope invariant point distance.

The possibility of a SLR telescope base settling during the
1995–2021 period is very low, given the telescope base age
and weight. As the SLR building is isolated from the concrete
base, any telescope settling would have been noticed as a
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Fig. 2 Site schematics using the
LKS-92 TM geodetic coordinate
system, for the local ties 2021
configuration. Abscissa towards
North, ordinate towards East,
both in meters

vertical change on the precise optical alignment between the
outgoing laser beam and the telescope.

4 Monitoring, Testing and Training
Surveys in 2004, 2012, 2019 and 2020

These surveys were never considered, for different reasons,
reliable enough to replace the 1995 local ties values.

The December 20, 2004 survey used the Sokkia Total
Station SET4220 working from an auxiliary point close to
the GNSS pillar. The reported direction and distance errors
were 10” and 5 mm, respectively. The total number of
measurements was only 27. The telescope invariant point
determination method was not described. Given the incom-
plete information, the sparse number of measurements and
the reported errors, the results were considered not reliable
enough to replace the 1995 values.

The 2012 survey was the J. Šarkovskis’ Riga Technical
University BSc diploma work (Šarkovskis 2012). Šarkovskis
used a combination of GNSS and levelling measurements,

using GNSS and levelling reference points from the national
Latvian geodetic network to determine the DOMES coor-
dinates. Šarkovskis did the first attempt to figure out the
LS-105 telescope invariant point local coordinates using
tachymetry from a single auxiliary observation point while
rotating the telescope on azimuth and elevation axis.

However, he used only twenty tachymetric data points, in
small azimuth and elevation arcs (90ı and 120ı). Also, he
mentions a possible elevation dependent deformation effect
on the data cloud. As a result, the invariant point coordinates
could not be derived directly from the cloud data only and
had to include the determination of the distance between
the telescope’s GNSS platform basis and the horizontal axis
(with a possible maximum 1.5 mm error).

Both the 2004 and 2012 surveys had to use an additional
single intermediate reference point from where the three
DOMES points could be visible. This is because of the
transit instrument dome blocking the direct view between
12302M001 and 12302M002. The SLR telescope invariant
point determination was done only from the additional point,
in each case a different one, and with a limited visibility.
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The 2019 experimental survey served as a part of the
student training process at the Riga Technical University
(Kaminskis et al. 2020). Values from a 2011 levelling exer-
cise were used for the processing. The results are not good
enough to substitute the 1995 values.

The July 2020 two days GNSS-only survey was done
with the goal of using the pillars G4100 and G4300 as
new SLR external calibration targets. The DOMES points
12302M001 and 12302M002 and the G4200 pillar were not
included in this survey. The new pillars coordinates and the
SLR telescope invariant point coordinate determination was
done on an eight hours GNSS session using four external
GNSS reference points from the LatPos GNSS base station
system. Each GNSS set of points were measured during a
1.5 h session. A second SLR telescope GNSS invariant point
determination session was done on a different day, during
two half hour sessions for each configuration, using the same
four GNSS LatPos reference points. As in other GNSS-only
surveys the position of the telescope invariant point had to be
calculated using a distance correction.

Unfortunately, the 1995 and 2004 surveys documentation
are incomplete, and the 2004, 2012, 2019 results can be used
only for reference and not for reliable comparison purposes.

As example: the calculated maximum slope differences
using all the surveys are for the slope 12302S002–
12302M001 (solutions 2021–2004) �27.5 mm and
12302M001–12302M002 (solutions 2004–1995) C23.2 mm.
The smallest absolute difference is for the slope 12302S002–
12302M002 (solutions 2012–1995) 3.0 mm.

For the partial 2020 and 2021 surveys, we have three
slopes differences to compare: G4300-G4100 (2.9 mm),
G4100-12302S002 (2.9 mm) and G4200-12302S002
(5.4 mm). The first two slope differences are smaller than
the mean 2021 slope distance errors of 4.2 mm for the three
slopes. But still there are differences between the GNSS-
only and the 2021 solution for slopes related to 12302S002.
The 2021 slope distance values are now used for external
calibration purposes.

5 Conclusions

To verify the accuracy and stability of the upgraded local ties
configuration, the multitechnique survey must be repeated
regularly. And to use the same techniques and instrument
types as the 2021 session. To improve the accuracy of deter-

mination of the telescope invariant point we must redesign
the telescope platform for mounting the GNSS antenna and
reflectors. To exclude temperature effects on the invariant
point position, the next survey should be done at a similar
ambient temperature as the 2021 survey.

We can conclude that, taking into the account the
reported possible measurement uncertainties, the incomplete
data available from the 1995 survey, and the different
measurement techniques used in the 1995 and 2021
solutions, the local ties have been stable, at the one-
centimeter level, for more than 25 years. The 1995
measurements formal precision reported was probably
too low taking into account that the 1995 geodetic GPS
technology applications were just starting.

The 1995 SLR telescope invariant point GPS-only posi-
tion solution could have contributed to the local ties dif-
ferences reported here, as it involved an additional inde-
pendent height component measurement. The fact that the
12302M001–12302M002 slope change, is less than the 2021
slope value error, hints that the other 1995–2021 slope
changes reported here are influenced by the 1995 telescope
invariant point determination. Hence, we have a reason to
assume that the actual stability is better than reported here,
and approaching the millimeter levels. Only after the next
survey is done this will be fully confirmed
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Kaminskis J, Šuļakova Ļ, Salmins K, Kaulins J, Goldbergs L (2020)
SLR and GNSS test field for global geodetic network assessment in
Riga. In: 11th International Conference “Environmental Engineer-
ing”, Vilnius Gediminas Technical University, Lithuania, pp 1–6,
21–22 May 2020

Lapuška K (1996) University of Latvia astronomical observatory space
geodesy and geodynamics laboratory activities into the year 1995.
In: First Workshop of the IAG Subcommission 8.1 Studies of the
Baltic Sea, Latvia, Riga, March 28–29, 1996

Šarkovskis J (2012) Local Ties at the Astrogeodynamical Station in
Riga (In Latvian). BSc Diploma Work, Riga Technical University.
https://nda.rtu.lv/lv/view/3878

https://nda.rtu.lv/lv/view/3878


44 K. Salmins et al.

Open Access This chapter is licensed under the terms of the Creative Commons Attribution 4.0 International License (http://creativecommons.org/
licenses/by/4.0/), which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate
credit to the original author(s) and the source, provide a link to the Creative Commons license and indicate if changes were made.

The images or other third party material in this chapter are included in the chapter’s Creative Commons license, unless indicated otherwise in a
credit line to the material. If material is not included in the chapter’s Creative Commons license and your intended use is not permitted by statutory
regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder.

http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/


Datum Problem Handling in Local Tie Surveys
at Wettzell and Metsähovi

Ulla Kallio, Thomas Klügel, Simo Marila, Swetlana Mähler, Markku Poutanen,
Timo Saari, Torben Schüler, and Heli Suurmäki

Abstract

The datum problem is a fundamental issue in the network adjustment when connecting a
local measurement network to an external reference frame. Datum elements in 3D networks
are scale, translation, and orientation. We consider here the local tie network at geodetic
core stations, where the external reference frame is the latest ITRF realization, ITRF2014,
in the mean epoch of terrestrial observations.

Accurate distance measurements are used for the determination of the network scale.
Thus the improvement of its accuracy and the inclusion of weather measurements to
account for refraction errors are essential. For rotation and translation of the network, we
need external information. Angle observations are related to the coordinate system of the
instrument (e.g. a tachymeter) which is usually aligned to the plumb line. Instruments have
different vertical orientation at every station point and the direction of the plumb line does
not coincide with the normal vector of the reference ellipsoid. Horizontally the observed set
of angles are oriented in arbitrary or approximately oriented directions.

External information which is needed for solving the absolute orientation are datum
points, providing the link to the global coordinate system, and correction terms for the
vertical orientation (deflection of the vertical), which can be derived from combined
terrestrial/GNSS observations, from a gravity based geoid model, or from astronomical
observations.

In this article, we present the solutions/options for the datum problem in the framework
of the EMPIR GeoMetre project using the example of the ITRF core stations Metsähovi and
Wettzell using transformation-free approaches. The inclusion of distant targets is promising,
since in small networks even a millimeter change in the coordinates of a datum point can
significantly affect a local tie vector. It is shown that at both stations the determination of
the deflection of the vertical using different techniques yield the same results within the
measurement error.
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Datum problem � Local ties � Network adjustment � Orientation � Scale
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1 Introduction

The local ties are currently used for the combination of
the different space geodetic techniques: Global Navigation
Satellite Systems (GNSS), Satellite Laser Ranging (SLR),
Very Long Baseline Interferometry (VLBI), and Doppler
Orbitography and Radiopositioning Integrated by Satellite
(DORIS) system, to realize the International Terrestrial Ref-
erence System (ITRS). The local ties include the vectors
connecting the reference points of space geodetic instru-
ments. The tie vectors, in most cases with the full covari-
ance matrices, in Solution Independent EXchange format
(SINEX) are handled in combination as a fifth technique
(Boucher et al. (2015)). The local ties allow in the com-
bination the datum transfer among the techniques. That
underlines the importance of accurate local ties. IAG work-
ing group WG 1.2.1 “Methodology for surveying geodetic
instrument reference points” launched the Local Survey
metadata project. The SINEX files of local ties are now
collected with metadata about the site surveys (IERS 2021;
ITRF 2021).

The reference points of VLBI and SLR telescopes are
determined indirectly by monitoring measurements. Points
rotating around the axes of the telescopes in several angle
positions are monitored and included in the network. The
reference points are then estimated in the reference frame
of the local survey network using mathematical models (e.g.
Harvey (1991), Sarti et al. (2004), Dawson et al. (2007),
Lösler (2009), Kallio and Poutanen (2012), Lösler et al.
(2021)). GNSS observations refer to the ARP (Antenna
Reference Point) at least theoretically with certain uncer-
tainty when antenna calibration tables with Phase Center
Offset and Phase Center Variation are used. In tachymeter
measurements, a common reference point can be achieved
almost directly with the seamless network set up where spe-
cial accurate adapters connect GNSS antennas and prisms.
The small vertical offset can accurately be determined by
leveling. The older permanent mast points like METS at
Metsähovi on the top of the 20m mast are exceptions. As
there is no seamless adapter, the ARP must be measured
using the geometry of the antenna: vertically the bottom
of the antenna and horizontally the left and right side of
the antenna – as proposed in “IERS Technical Note No39”
(Poyard 2017).

While the vectors between reference points form the
local tie network, the local survey network, including pillar
points and permanent GNSS points, connects the monitoring
measurements to the same local frame (see Fig. 1). The more
instruments the local tie network has, the more monitoring
networks must be connected. Metsähovi is an example of a
rather compact solution of a local survey network (Fig. 1).

In Wettzell there are more instruments and the local survey
network is more complicated (Fig. 2).

Because the local ties should be given in ITRF, the local
survey network should be transformed to ITRF. Thus the
datum definition of the local survey network plays a key
role. For horizontal orientation, there is no other relevant
option than the local GNSS/GPS network. For vertical ori-
entation, the known Deflection of Vertical (DoV) as external
information can be used. The geo-referencing methods at
different co-location sites varies. There is a data field for
referencing method in the above-mentioned metadata CSV-
file (ITRF 2021). The short look inside the available files
shows that without reading the more detailed reports it is
almost impossible to say anything about the quality of the
orientation or scale: how the GNSS points were situated in
the area, were they permanent or temporary GNSS points,
what was the session lengths of GNSS observations, or what
is the quality of DoVs. The way how the coordinates of
GNSS are constrained may influence the results too, and that
depends on the software.

There are no limit values available for uncertainties of
orientation angles or scale for local ties. The required accu-
racy of GGOS local ties is set to 1mm and the measurement
accuracy 0.1mm (Gross et al. 2009). With these values, the
local ties at co-location sites could be equated to the space
geodetic techniques. If the distance between space geode-
tic instruments is 100m the 0.1mm measurement accuracy
means 1 �rad (0.200) for angles. The requirement of scale
accuracy, 1 ppb (Gross et al. 2009) for GGOS, is hardly
applicable to short distances in a local tie network.

The reference point estimation gives the uncertainty of
the monitoring part but not the uncertainty of the datum
definition part of the local survey network. It has been
proved that reference point coordinates can be determined
within 0.01mm precision using close-range photogrammetry
(Lösler et al. 2021). Thus a small monitoring network,
spanning a couple of meters, can be internally extremely
accurate. However, the datum noise of the external reference
frame, the uncertainty of realization of the local frame in
ITRF, is not included in these measures. The influence of
orientation and the scale uncertainty of the network must be
included in the total uncertainty of local tie vectors.

One task of our work in the GeoMetre project is to
mitigate the uncertainties of the orientation and scale of
the local frame. The realization of the local frame in ITRF
needs external information. Although the local survey net-
work is accurate internally, the quality and handling of the
external information influence the final alignment in ITRF.
The details of the solutions at Wettzell and Metsähovi are
presented separately: at first the Sects. 2 and 3 introduce
the co-location sites. In Sects. 2.1 and 3.1 the local survey
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Fig. 1 The local tie network (red), part of the local survey network (white), and part of the monitoring network (yellow)

networks at the co-location sites are introduced and the
subsequent sections describe solutions for the alignment
problem datum element by datum element. Although the
focus is on the datum problem, the results, the end product
of the work, and the local tie vectors are presented at the end
of the sections.

2 Wettzell

2.1 Local Network

The local survey network of the Geodetic Observatory Wett-
zell (GOW) consists of 30 deeply founded, shielded con-
crete pillars spread over the entire observatory. They tie the
reference points of the space geodetic techniques together
to provide local tie vectors for the mutual control and the
combination of the different techniques (Fig. 2). Reference
points of 3 VLBI antennas, 2 laser-ranging telescopes, 5
GNSS antennas, and 1 DORIS antenna must be measured
and tied together. Fixed antennas as used for GNSS and
DORIS can be surveyed more or less directly, either by
temporarily removing the antenna or using permanent prism
mounts for a seamless connection as proposed above. The
permanent prism mounts are preferable, because it is not
recommended to remove the antennas. The reference points
of moving telescopes, however, have to be constructed as
described above. This subset of points including the ref-
erencing pillars (monitoring setup) of all telescopes must

be included in the network to obtain tie vectors between
all space technique reference points. Only the 20-m radio
telescope (RTW) has a physical representation of the axis
intersection (i.e. the reference point), which can be surveyed
directly from outside.

The survey of the most recent solution, which was sub-
mitted to the ITRF2020, was done in 2018. In addition to the
local network, 3 pillars outside the observatory at distances
between 300 and 1200 mwere observed in terms of terrestrial
survey and GNSS measurements. This setup was established
to reduce the problem of orientation uncertainties on short
GNSS baselines.

2.2 Transformation-Free Approach

Another step to overcome the datum problem is the trans-
formation-free approach, which was optimized in the frame-
work of the GeoMetre project. Usually selected pillars being
part of the local survey network are temporally observed by
GNSS measurements. The geocentric GNSS coordinates at
these so-called pass points are used to perform a Helmert
transformation of the local network to convert the local
coordinates into the geocentric frame. In the transformation-
free approach, no local coordinate system is required. The
GNSS coordinates are introduced as datum points in the
adjustment procedure, and all measured angles which refer
to the local plumb line are used after correction of the local
deflection of the vertical (DoV). The distances, which define
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Fig. 2 Local terrestrial network at Wettzell with the reference points of the space geodetic techniques in red and the used datum points in blue.
Reference point labels are explained in Table 1

the network scale as described above, were measured in a
classical way, i.e. using a tachymeter and locally measured
meteorological quantities to account for refraction.

2.3 Deflection of the Vertical

The vertical deflection describes the angular deviation
between the direction of the gravity vector and the normal
of the ellipsoid surface at a point on the Earth’s surface. It
can be represented by its North-South component � (positive
northward) and East-West component � (positive eastward).
There are different techniques to determine the DoV: the
astrogeodetic technique, being also known as Helmert DoV,
the GNSS-leveling technique, and the gravimetric technique
yielding the Molodensky DoV.

In the astrogeodetic technique, the physical (or astronom-
ical) latitude (˚) and longitude (�) are directly determined
by the positions of stars relative to the local plumb line.
On the other hand, the geometric (or geodetic) latitude (')

and longitude (�) are taken from GNSS measurements. The
astronomic DoV components are simply calculated by the
following relationships (e.g. Heiskanen and Moritz (1984)):

� D ˚ � ': (1)

� D .� � �/ cos.'/: (2)

The astrogeodetic observations were done in August 2018
at GOW using the QDaedalus system mounted on two dif-
ferent tachymeters (Albayrak et al. 2021). On four different
pillars on the observatory, seven sessions were performed at
each pillar using 250–300 stars per session. The standard
deviations are about 1 �rad (0.200) for the TCRM1101 and
0.5 �rad (0.100) for the TDA5005 instrument. Except for
pillar WT03, the maximum differences between all sessions
at one pillar are below 1.45 �rad (0.300). Although there
seems to be a slight gradient between the results at the
four locations, an average value of �10:57 �rad (�2.1800)
for � and �28:36 �rad (�5.8500) for � was used for the
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Fig. 3 Astrogeodetic deflections of the vertical measured at different points at the observatory site, expressed as components � and �. The average
vector (red line) is 30.25 �rad (6.2400) towards an azimuth of 249.6ı

entire observatory. This is equivalent to an inclination of
30.25 �rad (6.2400) towards WSW (azimuth 249.6ı) (Fig. 3).

The GNSS-leveling technique uses the differences
between orthometric heights as determined by leveling
and ellipsoidal heights as determined by GNSS. In small
networks as considered here, these height differences form a
plane that defines the orientation of the equipotential surface
at ground level and the ellipsoid surface. It can either be
calculated along GNSS baselines (Vittuari et al. 2016) or in
a planar constellation by a least-square fit of a plane. Since
the uncertainties of the GNSS analyses of a few millimeters
in height are large as compared to the baseline length (300m
maximum), this technique was not applied in our case.

The gravimetric technique is usually used to determine the
the geoid or – in our case – the quasigeoid and thus represents
the DoV at the Earth’s surface. The regional quasigeoid
like BKG’s GCG2016 model usually reflects large-scale
gravimetric structures. To account for small-scale structures,
a local fine structure quasigeoid of 10 km radius around the
GOW was calculated based on data from a densified grav-
ity network, an improved topographic model, and regional
GNSS/leveling co-location points as pass points (Schwabe
2019). First, a pure gravimetric model was computed. In a
second step, the solution was fitted to regional pass points
by introducing a plane to obtain a model being consistent
with the national reference frame. This step is justified since
only the deviations from the CGC2016 are considered in this
context.

As compared to the GCG2016, the local model exhibits
fine structures up to 11 mm over a 4 km distance (Fig. 4).
In terms of short-wavelength geoid undulations, these errors
account for trends up to 3 mm/km. However, these dif-
ferences do not apply to the GOW. Hence, the quasigeoid
surface at the GOW is well represented by the regional
quasigeoid, the differences do not exceed 0.2 mm. Thus
the dip of the quasigeoid surface at the observatory site is
about 30 mm/km (30 �rad, 6.200) towards an azimuth of
250ı (Fig. 4), which is equivalent to �10.26 �rad (2.1200)
and �28.19 �rad (�5.8100) or � and �, respectively. Within
the measurement uncertainties, the astrogeodetic and the
gravimetric technique yield the same results.

The astrogeodetic DoV components � and � were directly
included in the used adjustment software PANDA. GNSS
coordinates from selected points indicated in (Fig. 2) were
used as datum point coordinates. The results, given as differ-
ences with respect to WTZR, are shown in (Table 1).

3 Metsähovi

TheMetsähovi Geodetic Research Station has been upgraded
during last years. It will be one of the northernmost Global
Geodetic Observing System (GGOS) Core stations when the
renewal process is completed. At Metsähovi there are two
VLBI telescopes, the older telescope of Aalto University, and
the new VLBI Global Observing System (VGOS) telescope
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Fig. 4 The surface of the fine-structure quasigeoid dips 30 �rad (6.1800) towards WSW in the Wettzell area

Table 1 Local ties between the reference points of all space geodetic techniques in Wettzell w.r.t. WTZR and their standard deviations

DX DY DZ rms DX rms DY rms DZ
Station Technique Site ID Domes No. [m] [m] [m] [m] [m] [m]
WTZR GNSS 1202 14201M010 0:00000 0:00000 0:00000 0.00061 0.00026 0.00058
WTZA GNSS 1204 14201M013 �2:18965 �1:00173 1:89096 0.00062 0.00030 0.00059
WTZZ GNSS 1205 14201M014 �1:12239 �0:68639 0:90670 0.00060 0.00024 0.00058
WRLG GNSS 1220 14201M024 �15:58126 �243:24712 52:52927 0.00070 0.00030 0.00133
WTZS GNSS 1208 14201M015 �45:36698 �31:46797 40:87921 0.00058 0.00059 0.00074
WEUC DORIS 223 14201S046 �20:86947 �273:46404 53:49741 0.00091 0.00043 0.00148
RTW VLBI 7224 14201S004 �40:79935 �118:39787 61:31629 0.00021 0.00043 0.00086
SOSW SLR 7827 14201S045 �49:47589 �71:95635 51:81447 0.00025 0.00042 0.00071
WLRS SLR 8834 14201S018 �3:82402 �68:20428 15:51548 0.00031 0.00028 0.00074
TTW1 VLBI 7387 14201S043 47:23547 �79:66738 �15:84895 0.00026 0.00047 0.00079
TTW2 VLBI 7388 14201S044 78:54239 �29:16116 �51:98213 0.00052 0.00075 0.00067
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owned by National Land Survey of Finland (NLS), a new
SLR telescope, and two permanent GNSS antennas – all
of them are part of the local tie network. In addition,
there is a DORIS beacon, owned by the French govern-
ment space agency, the Centre National d’Études Spatiales
(CNES), about three kilometers away from Metsähovi (NLS
2022).

3.1 Local Network

The local survey network at Metsähovi consists of pil-
lar points, mast points, temporary station points, and one
ground marker on the floor under the radome of the SLR
telescope, including a permanent GNSS point and a per-
manent Global Positioning System (GPS) point. Besides
permanent stations, there were seven semi-permanent GPS
points equipped with choke ring antennas on seamless net-
work adapters. Most of the semi-permanent points were
occupied for three months (8.–10.2020) during the net-
work measurements. The terrestrial observations, local net-
work, and monitoring network together (Fig. 5), consists of
2624 point-to-point measurements, most of them include two
angles and slope distance, and 37 levelled height differences.

3.2 Scale

The network data include the scale information from
tachymeter distance measurements. Terrestrial observations
lack only orientation and translation.

Also, GPS vectors include a scale. However the scale
of GPS vectors is not directly traceable to the definition of
the meter in the metrological sense but the distance mea-
surements of calibrated tachymeters with accurate refraction
index derived from reliable air pressure, temperature, and
humidity measurements provide the traceability.

One option in the adjustment is to use GPS vectors as
observations. In that case, the GPS scale interfere with the
scale coming from tachymeter distances and traceability is
compromised. The other option, which we use, is not to use
GPS vectors as observations at all. The GPS network was
processed separately and the daily solutions with covariance
matrices are combined into one solution, which is used as
a datum. The inner constraints are formed for rotations and
translation, thus the scale results from tachymeter distance
observations.

The scale of the tachymeter, traceable to the defini-
tion of meter, is transferred from Nummela Standard Base-
line (Jokela 2014). The application of the new technology
from the Physikalisch-Technische Bundesanstalt (PTB) and
CNAM (Conservatoire National des Arts et Métiers) yielding

more accurate distances is planned, in the framework of
GeoMetre project, for some of the baselines in the network
with simultaneous spectroscopic temperature measurements
by Technical Research Centre of Finland (VTT). We plan
to adjust the network with some more accurate baselines
measured with the new technique. Tachymeter distances can
then be weighted appropriately or the scale parameter can be
added to observation equations of tachymeter distances. One
option is to determine the scale difference between the new
instrument and tachymeter and if appropriate, to correct the
tachymeter distances.

3.3 Translation and Orientation, Seamless
Network

The orientation of the local survey network is basically com-
ing from GPS. Permanent and semi-permanent GPS stations
provide the datum of the network. The GPS daily solutions
were processed with Bernese 5.2 (Dach et al. 2015) and
combined with CATREF software (Altamimi et al. 2018).
The coordinates and covariance matrix of the combined
solution are used as a datum in inner constraint equations.
Observation equations for angles and distances in the global
Cartesian coordinate system form the observation part of
the 3D-network adjustment. With the datum information in
inner constraint equations, no further transformations after
adjustment are needed. The new seamless adapters (Fig. 6)
enable tachymeter measurements simultaneously with GPS.
Individually calibrated GPS antennas with the seamless con-
nection of the prisms mitigate the centring errors to less than
0.2mm.

We used two methods for handling the DoV. In the first
method the angle observations are corrected to refer to
the normal of the ellipsoid using the geoid model and the
combined solution of the GPS-network is used for horizontal
orientation only. In the second method we did not correct the
DoV but solve for the instrument 3D-orientation at each set
up.

3.3.1 Using Geoid Model for Vertical
Orientation

In the first method the Metsähovi local network station points
are oriented vertically using the new local geoid model,
FIN_Geoid_Geo-Metre_MH2000. It is an updated version
of the high-resolution Finnish geoid model, FIN_EIGEN-
6C4 (Saari and Bilker-Koivula 2018), with the inclusion of
Metsähovi gravity data measured by Hannu Ruotsalainen
and Selen Dayioglu in 2006 using a Scintrex CG-5 relative
gravimeter (Ruotsalainen and Dayioglu 2006). The gravity
data contain 122 points covering an area of 1 km � 1 km,
with an average point distance of around 100 m. To match the
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Fig. 5 Local terrestrial network at Metsähovi

main gravity data, the Metsähovi data has been transformed
from the original epoch 1963.0 to 2000.0 and the tide system
changed from mean-tide to zero-tide. The whole gravity
dataset used in FIN_EIGEN-6C4 covers Finland and sur-
rounding countries between 56.8ı and 72.2ı latitude and 15ı

and 36ı longitude. The DoV, � D �22:32 �rad (�4.6000) and
� D 33:92 �rad (7.0000), from the earlier used national geoid

model, FIN2005N00 (Bilker-Koivula and Ollikainen 2009),
differ slightly from the new ones but the difference means
only 0.2mm in 100m. The components � D �22:44 �rad
(�4.6300) and � D 36:08 �rad (7.4400) of the new geoid
agree well with the astronomical ones measured in 1976–
1980 (Ollikainen 1987): � D �22:49 �rad (�4.6400) and
� D 35:39 �rad (7.3000). The geodetic coordinates of those
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Fig. 6 The seamless adapter for GNSS antenna and prisms at a pillar
point

from the adjustment of Jorma Jokela (Jokela et al. 2016) were
firstly defined in the ED87 frame and later transformed to
ETRF89 by Matti Ollikainen.

The angle observations refer to the plumb line and are
corrected to refer to the ellipsoidal normal at the correspond-
ing point. When we correct the angle observations due to
the deflection of vertical, we fix the vertical direction of the
instrument in each station point. The observation equations
of sets of horizontal angles include orientation unknowns –
one for each setup. The inner constraint matrix then includes
four rows, one for horizontal orientation of the network
and three for translation. The conversion of the geoid based
deflections to the level of the earth’s surface can be neglected,
since at Metsähovi its vertical distance to the geoid surface is
less than 100m.

3.3.2 Estimating the 3D Orientation of
Instrument

In the second method the 3D orientation angles of each
tachymeter set up were estimated, as unknown parameters in
a network adjustment, without correcting angle observations
using the geoid model. This kind of approach is usually
applied in cases where the instrument alignment is not
collinear with the plumb line or can not be controlled with

compensators which is the case in some industrial or aboard
a ship measurements. However, in the local survey networks
at co-location sites, we level the instruments carefully and
use compensators for controlling the alignment with the
plumb line. Thus, with the assumptions that the instrument is
aligned with the plumb line and our datum point coordinates
are aligned with ITRF, we can solve for the deflection of
vertical for each station point by estimating 3D-rotations
for each instrument setup. The datum defect of the normal
matrix in the network adjustment, in this case, is six. This
approach is quite promising at least in small networks like at
Metsähovi. However even 1 mm errors in coordinates of the
datum points may cause a significant tilt to the network. At
least the individual calibrations for antennas are needed. The
seamless setup mitigates the centring errors.

3.3.3 Results of Adjustments
The preliminary network adjustments have been performed
using the in-house software with two different methods. In
both cases, the resulting coordinates of the moving points
in the telescope structure were used to estimate the local
tie vector from MET3 GNSS ARP to the reference point
of the VLBI antenna. There was about 1.5mm difference
in height. Horizontally there is no significant discrepancy.
The difference in the results of the two cases is due to
the orientation of the network. The deflections of vertical
components from the geoid model differ from estimated
station point deflections � and �, �11:6 �rad (�2.3900) and
21.8 �rad (4.5000), respectively, which explain the difference
in the vertical component. The reason for the disagree-
ment of estimated DoVs and DoVs interpolated from the
new geoid model is the uncertainty in the GPS coordi-
nates in the vertical direction and the small size of the
network.

The network measured in 2014–2015, and the new, mea-
sured in 2020–2021 were combined and adjusted. The ref-
erence points of METSA13 (the new VLBI telescope) and
METSAHOV (the old VLBI telescope) were estimated using
the adjusted coordinates of the points rotating around the
axes of the telescopes. The local tie vectors from terrestrial
measurements are presented in Table 2 relative to the point
MET3. The standard deviations of VLBI reference points
include the noise of the monitoring. The noise of the datum
(orientation) must be included to the total uncertainty. At
Metsähovi the reference point of the new SLR telescope will
be measured in near future.
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Table 2 Local ties between the reference points of space geodetic techniques in Metsähovi w.r.t. MET3 and their standard deviations

Station Technique Site ID Domes No. DX DY DZ rms DX rms DY rms DZ
[m] [m] [m] [m] [m] [m]

MET3 GNSS MET3 10503M010 0:00000 0:00000 0:00000 0.00000 0.00000 0.00000
METS GPS METS 10503S011 �13:39901 44:04350 14:37157 0.00018 0.00018 0.00027
METSA13M VLBI 7398 10503S017 53:64093 54:40054 �40:21132 0.00003 0.00002 0.00005
METSAHOV VLBI 7385 10503S002 0:80218 �83:91571 20:33662 0.00004 0.00002 0.00007

4 Discussion

In this work two similar strategies to improve the handling
of the datum problem at geodetic co-location stations are
presented. At the GOW the transformation-free approach
has successfully been tested. The required angles of vertical
deflection were obtained with an accuracy of about 1 �rad
(0.200) by using the astrogedetic technique and were con-
firmed by the dip of fine structure quasigeoid surface in
the vicinity of the observatory. The network orientation is
realized by independent solutions from GNSS observations,
which were introduced in the adjustment as datum points.
Distant targets improve the accuracy of the horizontal orien-
tation of the network.

At Metsähovi the functional model has been extended to
solve for the instrument orientation at each station point.
Using the GPS and terrestrial data set measured in 2020 and
2021, it is obvious that the orientation is not satisfyingly
solved due to the uncertainties of GPS coordinates in the
vertical direction influencing a small tilt to the whole survey
network. The horizontal orientation is less sensitive to the
tilt.

The other approach where the adjustment is done directly
in the global frame without further transformation is suitable.
The angle observations were corrected according to the DoV
of the new Finnish geoid model. In preliminary adjustments
of the Metsähovi network, all the permanent and semi-
permanent GPS points were included in the datum in the
inner constraint equations.

At both sites the poorly constrained vertical orientation
from GNSS observations was significantly improved by the
introduction of DoV data in the adjustment of terrestrial
observations. Typical GNSS uncertainties of 2 mm in height
over a baseline of 100 m result in an orientation error of
20 �rad (500), while the determination of the local DoV using
either the astrogeodetic or gravimetric technique can be done
with an accuracy of 1 �rad (0.200).

This approach can easily be adopted by other geodetic
observatories. If a sufficiently accurate geoid or quasigeoid
model is available, the local DoV can be taken from the
normal of the (quasi-)geoid surface. But also the use of the
astrogeodetic technique is a viable path. Modern instruments
like the QDaedalus system allow for quick and accurate

DoV measurements. As the datum problem seems to be
the limiting factor in local tie determinations, a consequent
integration of DoV observations in local tie solutions could
help to further improve and harmonize ITRF solutions, in
particular at GGOS core sites. The standard deviations of
RP coordinates are a consequence of variance propagation in
RP-estimation as an influence of the geometry, the number
of VLBI antenna positions, and precision of measured target
coordinates. The uncertainties of local tie vector components
should also include the uncertainties of orientation and scale
of the local survey network.

While the solution of these surveys, which were submitted
to the ITRF2020, is based on classical tachymeter measure-
ments, the next ITRF will contain data of the newly devel-
oped refraction-compensated distance meters being devel-
oped in the framework of the GeoMetre project to further
improve the scale of the local ties and the traceability to SI
units.

Acknowledgements The very productive support of Cornelia Eschel-
bach and Michael Lösler is gratefully acknowledged. The FGI team
thanks Jyri Näränen, Joona Eskelinen and Arttu Raja-Halli for their help
at Metsähovi station during preparations and measurements.

References

AlbayrakM, Hirt C, Guillaume S, Klügel T (2021) Testing two different
qdaedalus systems under similar conditions at geodetic observa-
tory Wettzell and Technical University of Munich. In: Proceedings
surveying, geology and mining, ecology and management (SGEM)
2021, section geodesy and mine surveying, Book 2. https://doi.org/
10.5593/sgem2021/2.1/s09.55

Altamimi Z, Boucher C, Sillard P, Collilieux X, Paul R (2018) CATREF
Software, combination and analysis of terrestrial reference frames.
IGN, CATREF training course 19.4.2018 in Paris

Bilker-Koivula M, Ollikainen M (2009) Suomen geoidimallit ja niiden
käyttäminen korkeuden muunnoksissa. Research notes of the Finnish
Geodetic Institute (29):48

Boucher C, Pearlman M, Sarti P (2015) Global geodetic observatories.
Adv Space Res 55(1):24–39. https://doi.org/10.1016/j.asr.2014.10.
011

Dach R, Lutz S, Walser P, Fridez P (2015) Bernese GNSS software
version 5.2. User manual. Astronomical Institute, University of Bern,
Bern. https://doi.org/10.7892/boris.72297, Open Publishing

Dawson J, Sarti P, Johnston GM, Vittuari L (2007) Indirect approach
to invariant point determination for SLR and VLBI systems: an
assessment. J Geodesy 81(6-8):433–441

https://doi.org/10.5593/sgem2021/2.1/s09.55
https://doi.org/10.5593/sgem2021/2.1/s09.55
https://doi.org/10.1016/j.asr.2014.10.011
https://doi.org/10.1016/j.asr.2014.10.011
https://doi.org/10.7892/boris.72297


Datum Problem Handling in Local Tie Surveys at Wettzell and Metsähovi 55

Gross R, Beutler G, Plag HP (2009) Integrated scientific and soci-
etal user requirements and functional specifications for the GGOS.
Springer, Berlin, Heidelberg, pp 209–224. https://doi.org/10.1007/
978-3-642-02687-4_7

Harvey B (1991) Telescope axis surveys. Aust J Geodesy Photogramm
Surv 1991(54):1–18

Heiskanen W, Moritz H (1984) Physical geodesy. Technical University
Graz, Austria

IERS (2021) Local Survey metadata project,IERS Message No. 439
ITRF (2021) Local Survey metadata project. https://itrf.ign.fr/local_

survey_metadata.php
Jokela J (2014) Length in geodesy – On metrological traceability of a

geospatial measurand. Doctoral thesis, Aalto University. School of
Engineering. http://urn.fi/URN:ISBN:978-951-711-310-6

Jokela J, Kallio U, Koivula H, Lahtinen S, Poutanen M (2016) FGI’s
contribution in the JRP SIB60 ”metrology for long distance sur-
veying”. In: Proceedings of the 3rd joint international symposium
on deformation monitoring (JISDM). https://doi.org/10.1007/978-3-
642-20338-1_8

Kallio U, Poutanen M (2012) Can we really promise a mm-accuracy for
the local ties on a Geo-VLBI antenna. In: Geodesy for planet earth.
Springer Science Business Media, pp 35–42. https://doi.org/10.1007/
978-3-642-20338-1-5

Lösler M (2009) New mathematical model for reference point deter-
mination of an azimuth-elevation type radio telescope. J Surv
Eng 135(4):131–135. https://doi.org/10.1061/(asce)su.1943-5428.
0000010

Lösler M, Eschelbach C, Klügel T, Riepl S (2021) ILRS reference point
determination using close range photogrammetry. Appl Sci 11(6).
https://doi.org/10.3390/app11062785

NLS (2022) https://www.maanmittauslaitos.fi/en/research/research/
metsahovi-geodetic-research-station

Ollikainen M (1987) Astro–geodetic deflections of the vertical at
first-order triangulation stations. Resreport 87:4. Finnish Geodetic
Institute

Poyard JC (2017) IGN best practice for surveying instrument reference
points at ITRF co-location sites. Tech. rep., BKG

Ruotsalainen H, Dayioglu S (2006) Gravity data set, personal commu-
nication 2019

Saari T, Bilker-Koivula M (2018) Applying the GOCE-based GGMs for
the quasi-geoid modelling of Finland. J Appl Geodesy 12(1):15–27.
https://doi.org/10.1515/jag-2017-0020

Sarti P, Sillard P, Vittuari L (2004) Surveying co-located space-
geodetic instruments for ITRF computation. J Geodesy 78(3):210–
222. https://doi.org/10.1007/s00190-004-0387-0

Schwabe J (2019) Feinstrukturgeoid für die Wettzell-Region, Internal
Report, BKG, Leipzig

Vittuari L, Tini MA, Sarti P, Serantoni E, Borghi A, Negusini M,
Guillaume S (2016) A comparative study of the applied methods for
estimating deflection of the vertical in terrestrial geodetic measure-
ments. Sensors 16(4). https://doi.org/10.3390/s16040565

Open Access This chapter is licensed under the terms of the Creative Commons Attribution 4.0 International License (http://creativecommons.org/
licenses/by/4.0/), which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate
credit to the original author(s) and the source, provide a link to the Creative Commons license and indicate if changes were made.

The images or other third party material in this chapter are included in the chapter’s Creative Commons license, unless indicated otherwise in a
credit line to the material. If material is not included in the chapter’s Creative Commons license and your intended use is not permitted by statutory
regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder.

https://doi.org/10.1007/978-3-642-02687-4_7
https://doi.org/10.1007/978-3-642-02687-4_7
https://itrf.ign.fr/local_survey_metadata.php
https://itrf.ign.fr/local_survey_metadata.php
http://urn.fi/URN:ISBN:978-951-711-310-6
https://doi.org/10.1007/978-3-642-20338-1_8
https://doi.org/10.1007/978-3-642-20338-1_8
https://doi.org/10.1007/978-3-642-20338-1-5
https://doi.org/10.1007/978-3-642-20338-1-5
https://doi.org/10.1061/(asce)su.1943-5428.0000010
https://doi.org/10.1061/(asce)su.1943-5428.0000010
https://doi.org/10.3390/app11062785
https://www.maanmittauslaitos.fi/en/research/research/metsahovi-geodetic-research-station
https://www.maanmittauslaitos.fi/en/research/research/metsahovi-geodetic-research-station
https://doi.org/10.1515/jag-2017-0020
https://doi.org/10.1007/s00190-004-0387-0
https://doi.org/10.3390/s16040565
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/


Close Range Photogrammetry for
High-Precision Reference Point Determination

A Proof of Concept at Satellite Observing SystemWettzell

Michael Lösler , Cornelia Eschelbach , and Thomas Klügel

Abstract

Local tie vectors are a crucial component within the combination of several space
geodetic techniques. The vectors define the geometric relations between the space geodetic
techniques, referring to the invariant reference points of such techniques. The Global
Geodetic Observing System aims for an accuracy of 1mm in the position on a global scale.
In ITRF2014, about 50% of the used local ties show discrepancies of more than 5mm
w.r.t. the global solution. In the framework of the IAG/IERSWorking Group on Site Survey
and Co-location or joint research projects like the international GeoMetre project strategies
to improve the reference point determination and the local ties are developed. Strategies
mainly comprise the development or the recommendation for surveying instruments,
developing approaches for transforming local measurements to the global frame, and
deriving innovative analysis procedures to derive the reference point of space geodetic
techniques.

In this contribution, we focus on the reference point determination. At the Geodetic
Observatory Wettzell, a measurement campaign was carried out in September 2020 to
evaluate the benefit of close range photogrammetry in the framework of reference point
determination. For this purpose, the invariant reference point of a Satellite Laser Ranging
telescope was derived several times using various configurations. The estimated reference
point and the axis offset vary in a range of ˙0:1mm and ˙0:02mm, respectively. The
resulting standard deviations of the coordinate components of the combined solution are
less than 0.1 mm and impressively demonstrate the potential of the presented method.

Keywords

Bundle adjustment � Close range photogrammetry � GeoMetre � Reference point determi-
nation � Satellite laser ranging

1 Introduction

A global geodetic reference frame such as the International
Terrestrial Reference Frame (ITRF) results from the solu-
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tion of several space geodetic techniques. A very robust
realisation is obtained by a combination of the different
techniques. Due to the weak physical connections between
these techniques, further information are needed to obtain a
reliable frame. One of the most crucial components within
the combination are so-called local ties. Local ties are vectors
that define the geometric relation between the space geodetic
techniques, referring to the invariant reference point (IRP)
of each technique. The Global Geodetic Observing System
(GGOS) aims for an accuracy of 1mm in the position on
a global scale (Gross et al 2009). Hence, local ties must
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be known with sub-millimetre accuracy. However, local ties
are identified as a critical component because about 50%
of the used local ties in ITRF2014 show discrepancies of
more than 5mm w.r.t. the global solution (Altamimi et al
2017).

The achievable accuracy depends on various factors,
namely the procedure of reference point determination,
the connection of different IRP over long distances in a
common local frame, and the transformation of the vector
into a global frame. Strategies to improve the reference
point determination and the local ties are developed, within
the framework of the IAG/IERS Working Group on Site
Survey and Co-location or joint research projects like the
international GeoMetre project (Pollinger et al 2022). In
this investigation, the benefit of close range photogrammetry
is evaluated for reference point determination of a laser
telescope used for Satellite Laser Ranging (SLR). For
this purpose, a measurement campaign was carried out at
the Geodetic Observatory Wettzell (GOW) in September
2020. The IRP of the modern two-colour SLR telescope,
the Satellite Observing System Wettzell (SOS-W), was
derived seven times using three different measurement
configurations. In total, more than 500,000 observations and
about 3,000 marker positions at the telescope are recorded.
In addition to the individual analysis of the experiments,
combination strategies are investigated to derive a common
solution of the IRP.

Section 2 deals with the data analysis. The bundle adjust-
ment is the first analysis step to process the image data and is
introduced in Sect. 2.1. According to Poyard (2017), the IRP
of an SLR telescope is usually derived by indirect methods.
In this investigation the modified transformation approach
is applied (Lösler et al 2018), which is briefly described in
Sect. 2.2. Section 3 summarises the measurement campaign
at GOW. The analysis strategy and the obtained results are
presented in Sect. 4. Combination approaches to process the
results obtained by several experiments are discussed in
Sect. 5. Section 6 concludes this investigation.

2 Data Analysis

2.1 Bundle Adjustment

The collinearity equation maps the observed planar image
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Here, the interior orientation parameters consist of the prin-
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compensate for radial-symmetric lens distortion, decentring
distortion, and affinity and shear effects of the sensor. The
radial-symmetric lens distortion is parametrized by a polyno-
mial function and is proportionally applied to the coordinate
components, i.e.,
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i -th radial distance (Brown 1971). The decentring distortion
with parameters B1, B2 reads (Brown 1966, 1971)
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Furthermore, affinity and shear deviations C1, C2 of the
image plane can be considered by (Luhmann et al 2019,
p. 179f)
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of the camera are known as exterior orientation parameters,
where matrix Rj is an orthogonal rotation matrix having
elements (Förstner and Wrobel 2016, p. 470)
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Fig. 1 Schematic representation of the normal equation matrix of the
bundle adjustment

The parameters to be estimated, i.e., the interior and
exterior orientation parameters as well as the spatial coor-
dinates of the object points, are iteratively derived using
the nonlinear Gauss-Markov model, and leads to the self-
calibration approach (Förstner and Wrobel 2016, p. 104f).
Figure 1 depicts a schematic representation of the normal
equation matrix of the bundle adjustment. The symmetric
block matrices at the main diagonal represent the object
points (red), the interior orientation (light-grey), and the
exterior orientation (dark-grey). Off-diagonal block matri-
ces symbolise functional dependencies and are depicted in
corresponding mixed colours, for instance, the correlations
between the object points (red) and the exterior orientation
(dark-grey) are depicted in dark-red. Obviously, the matrix is
sparse, indicated by the white parts. Moreover, the dimension
mainly depends on the number of object points but also on
the number of taken images, because each image increases
the number of parameters to be estimated by further six exte-
rior orientation parameters. Since the estimates of the orien-
tation parameters are unimportant in most applications, pre-
elimination strategies are recommended to obtain a compact
but complete algebraically equivalent system of equations.

To reduce the normal equation system Nx D n, the matrix
is partitioned into sub-matrices (Förstner and Wrobel 2016,
p. 94f), i.e.,

�
N11 N12

NT
12 N22

� �
x1
x2

�

D

�
n1
n2

�

; (5)

where x2 corresponds to the parameters to be elimi-
nated. Let N22 be invertible, the second line of Eq. (5)
yields

x2 D N�1
22 n2 � N�1

22 N21x1: (6)

Substituting Eq. (6) into the first line of Eq. (5) yields the
reduced normal equation system Nx1 D n, i.e.,

�
N11 � N12N�1

22 N21
�
x1 D n1 � N12N�1

22 n2: (7)

As shown in Fig. 1, the exterior orientation parameters
of each image yield a symmetric 6 � 6 block matrix.
This simple structure motivates a recursive use of
Eq. (7), until the exterior orientation parameters are
eliminated.

2.2 Reference Point Determination

The reference point of an SLR telescope is defined as the
orthogonal projection of the elevation axis onto the azimuth
axis. This point is independent of the telescope orientation
and, thus, often referred to as invariant reference point (IRP).
Usually, the IRP cannot be observed by direct measurements,
and indirect approaches are needed (Poyard 2017, p. 12f).

Within the GeoMetre project (Pollinger et al 2022), a
modified transformation approach is developed. The basic
equation reads

Pi ;k D PIRPC (8)

Rx .ˇ/Ry .˛/RT
z .�k/Ry .�/ .EAO C Rx .!k/pi / ;

and describes a transformation between the point pi in the
telescope-fixed frame and the corresponding position Pi ;k

in an Earth-fixed reference frame (Lösler et al 2021). The
index k denotes a specific telescope orientation defined
by the telescope azimuth and elevation angle !k and �k ,
respectively. The angles ˛, ˇ compensate for the tilt of
the telescope azimuth axis w.r.t. the Z-axis of the refer-
ence frame. The non-orthogonality of the telescope axes
is modelled by � . R are orthogonal matrices and denote
basic rotations about the sub-indexed axis of the (co-rotated)
frame. ET

AO D
�
0 eAO 0

�
represents the axis-offset, and PIRP

is the position of the IRP. Figure 2 schematically depicts the
transformation approach used to determine the IRP.

In contrast to alternative approaches, Eq. (8) is not
restricted to a specific telescope type or does not require
predefined telescope orientations. The model is suitable
for automated and continues reference point determination
during the regular operation process of the telescope (Lösler
2021, p. 72f).
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Fig. 2 Schematic representation of the relations between the telescope-
fixed frame and the Earth-fixed reference frame within the determina-
tion model of the invariant reference point

3 Satellite Observing SystemWettzell

In September 2020 a measurement campaign was carried
out at GOW and the IRP of the SLR telescope, the Satel-
lite Observing System Wettzell (Riepl et al 2019), was
derived using close range photogrammetry for the first time.
For data acquisition and analysis Hexagon’s Aicon DPA
Industrial measurement system was chosen. The maximum
permissible error (MPE) specified by the manufacture is
15�m + 15�m /m; typical standard deviations of a measure-
ment position obtained by a bundle adjustment is stated by
2�m + 5�m /m (Hexagon 2019).

Three different measurement configurations were realised
(cf. Fig. 4) and each configuration was carried out at least
twice. In total, the campaign comprised of seven experi-
ments. The SOS-W was equipped with uncoded circular
black-and-white markers, cf. Fig. 3. Whereas M D 12
markers were used for the first six experiments, the seventh
experiment consisted of M D 14 markers. Further 225
coded 14-bit black-and-white markers were mounted at the
surrounding of the SOS-W to establish the photogrammetric
reference frame. Moreover, nine interoperable 1:5 " drift
nests were mounted at the dome wall to define the local
datum and to ensure data integration. As photogrammetry
is a scaleless measurement system, three certified scale bars
were established to define the network scale and to trace the
measurement to the SI metre. Figure 3 depicts the prepared

Fig. 3 Prepared telescope and photogrammetric reference frame with
scale bar at the dome wall

telescope and the photogrammetric reference frame at the
dome wall.

To reduce configuration related dependencies and
effects induced by variations in the environmental
temperature, the initial azimuth position !0 and the
azimuth step-wide �! of the telescope were changed
for each repetition of an experiment. Moreover, each
experiment configuration (EC) consisted of a specific
elevation range. The ranges in elevation r .��/ are given
by r .30ı/ D Œ5ı; 30ı; 60ı; 90ı; 120ı; 150ı; 175ı� and
r .40ı/ D Œ5ı; 40ı; 80ı; 100ı; 140ı; 175ı�, respectively. All
experiments were carried out by two different operators
(OP). Table 1 summarises the basic design parameters,
the experiment temperature T and the number of mounted
markers M at the telescope.

The camera of the DPA is covered by a robust and
heavy-walled IP51-rated camera case to protect the camera
against variation in temperature and to ensure the geometric
stability of the measuring system. However, as shown by Ma
et al (2012), self-heating of the camera induces systematical
errors. For that reason, a warming up period of the DPA was
considered at the beginning of each experiment.
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Table 1 Design parameters of the experiment configurations w.r.t. the
day of year (DOY) in 2020

DOY EC OP M T !0 �! r .��/

255 i A 12 21:7 ıC 0ı 60ı 30ı

256 i B 12 22:9 ıC 30ı 60ı 30ı

257 ii A 12 24:8 ıC 30ı 60ı 40ı

258 ii B 12 25:5 ıC 0ı 60ı 40ı

259 iii A 12 25:1 ıC 22:5ı 90ı 40ı

260 iii B 12 25:3 ıC 67:5ı 90ı 40ı

264 i A/B 14 17:0 ıC 0ı 60ı 30ı

4 Analysis and Results

The experiments are preanalysed using the proprietary
software package Aicon 3D studio. Since Aicon 3D studio
does not provide the fully populated dispersion of the
adjusted object points, the in-house software package JAiCov
(2021) is used to perform the final bundle adjustment as
described in Sect. 2.1, using the reduced normal equation
system in Eq. (7). To obtain comparable and combinable
results, the point sets of each experiment are scaled
uniformly to the reference temperature T0 D 20 ıC during
the bundle adjustment.

Figure 4 depicts section views of the realised measure-
ment configurations, cf. Table 1. The top views (Fig. 4, left)
show symmetrically distributed marker positions surround-
ing the IRP. This is a reasonable distribution because sys-
tematic effects are reduced (Lösler 2021, p. 86ff). Whereas
the horizontal position of the IRP is close to the centre, the
vertical component lies below the centre as shown in the side
views (Fig. 4, right). This kind of distribution is unbalanced.
It is restricted by the position of the mounted markers at the
telescope and by the elevation working range of the SOS-W.

According to Eq. (1), all experiments are individually
analysed using a bundle adjustment with self-calibration
approach, as described in Sect. 2.1. Table 2 summarises the
number of observations n and the number of parameters
u to be estimated for each performed bundle adjustment.
The number of observed marker positions at the telescope
is denoted by p and strongly depends on the performed
experiment configuration, cf. Table 1. The standard deviation
of unit weight � is almost close to its expected value
Ef�2g D 1 and confirms the mathematical model of the
bundle adjustment. The mean standard deviation

�3D D

q
�2

X C �2
Y C �2

Z (9)

of the observed marker positions does not exceed 0:1mm,
and impressively demonstrates the high measurement accu-
racy of the DPA system.

The IRP is experiment-wise estimated using Eq. (8) treat-
ing the marker positions and the fully populated dispersion
matrix of the bundle adjustment as incoming quantities. The
marker positions are highly correlated and are a crucial part
of IRP determination. If such correlations are neglected,
the dispersion of the IRP is significantly overestimated, as
recently shown by Lösler et al (2021).

All configurations under consideration yield comparable
results, as indicated in Fig. 5. The resulting coordinates of
the IRP vary in a range of about ˙0:1mm and the standard
deviations do not exceed 0:1mm.Moreover, the axis offset of
the SOS-W is not zero but close to zero and insignificant. The
variations are in a range of about ˙0:02mm, and confirm
prior investigations (Lösler et al 2018).

5 Combination Approaches

GGOS aims for continues and almost automated reference
point determinations. If the IRP is frequently observed,
reliable and economic combination strategies are required.
The most rigorous approach combines the data on the obser-
vation level, i.e., during the bundle adjustment. Depend-
ing on the number of observations n and the number of
parameters u to be estimated, this approach may be time-
consuming. In Table 2, basic information about the bun-
dle adjustment of the combined approach (combi) is sum-
marised in the last row. All m experiments are treated as
one common experiment yielding the combined reference
point OxIRP and the corresponding dispersion matrix O†IRP

by

xcombi; †combi ) OxIRP; O†IRP; (10)

where xcombi and †combi denote the estimated positions at the
telescope and the related fully populated dispersion matrix
obtained from the combined bundle adjustment, respec-
tively.

The experiment-wise approach determines the reference
point from m individually performed bundle adjustments.
Correlations within an experiment are taken into account
but correlations between the experiments are neglected. The
experiment-wise approach reads

x1
exp; †1

exp

x2
exp; †2

exp
:::

xm
exp; †m

exp

9
>>>=

>>>;

) OxIRP; O†IRP; (11)

where xi
exp and †i

exp denote the estimated positions at the
telescope and the related fully populated dispersion matrix
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Fig. 4 Top views (left) and side
views (right) of the realised
measurement configurations
having: (a) six azimuths, seven
elevations; (b) six azimuths, six
elevations; and (c) four azimuths,
six elevations. The observed
marker positions and the related
confidences are depicted by red
dots and grey ellipses,
respectively. A red star
symbolises the IRP

obtained from the bundle adjustment of the i -th experiment,
respectively. The combination is still based on the original
observations. This approach is economic because the number
of observations in a single experiment is comparatively small
w.r.t. the combined solution. Moreover, the stochastic model
used during the IRP determination becomes a manageable
block-diagonal structure.

The most simplified approach by far performs the com-
bination on the parameter level, using a weighted sum
of individual obtained reference points xi

IRP; †i
IRP of each

experiment xi
exp, †i

exp. This approach is equivalent to a

recursive filter and is expressed by (Lösler et al 2013, 2016)

x1
exp; †1

exp ! x1
IRP; †1

IRP

x2
exp; †2

exp ! x2
IRP; †2

IRP
:::

:::

xm
exp; †m

exp ! xm
IRP; †m

IRP

9
>>>=

>>>;

) OxIRP; O†IRP: (12)

A comparison of the resulting IRP of the three
combination approaches are given in Table 3. Even if
correlations between the experiments are neglected, the
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Table 2 Basic information about the bundle adjustment of the individ-
ually analysed experiments w.r.t. the day of year (DOY) as well as the
combined solution (combi)

DOY n u p �3D �

255 64;367 10;015 478 0:05 0:89
256 82;905 13;003 485 0:05 0:92
257 91;437 12;139 431 0:04 0:95
258 92;817 12;130 432 0:04 0:94
259 62;549 8;383 286 0:07 1:67
260 75;731 9;277 284 0:03 0:92
264 120;005 13;663 588 0:03 0:84
Combi 589;811 75;994 2,984 0:04 1:02

result of the experiment-wise approach is most similar to
that of the combination approach on the observation level.
The deviations for the parameters are about 1�m, and the
standard deviations of the coordinates differ in a range of
�0:1mm.

Figure 6 depicts the correlations � of the Z-component of
an arbitrary position observed at DOY 256. The correlations
are derived by the fully populated dispersion †combi

of the combined bundle adjustment (Fig. 6, left), and
the fully populated dispersion †2

exp of the individually
adjusted experiment (Fig. 6, right). The elements in
†combi are experiment-wise sorted, and different colours
indicate the parameter range of each experiment within
the combined solution. Obviously, the structure of the
correlations depend on the measurement configuration.
The large dependencies of the marker positions observed
in a dedicated telescope orientation k are conspicuous,

Table 3 Comparison of the resulting IRP of different combination
approaches. The IRP coordinates are reduced w.r.t. the result of the
combination on the observation level. All quantities are given in
�m

Combination ıX ıY ıZ �X �Y �Z

Observation – – – 7 8 12
Experiment �1 1 �1 8 8 12
Parameter 6 �9 �18 11 11 18

but also azimuth-dependent correlations are visible
within the spectrum. The size of the correlations varies
strongly.

Correlations larger than 60% can be found for simultane-
ously observed positions in a dedicated telescope orientation,
because these positions are mainly observed by identical
images. For these positions, the correlations are comparable
for †combi and †i

exp.
In contrast, the dependencies between positions observed

in various telescope orientations differ clearly. Whereas � is
about 30% for the individually adjusted experiment (Fig. 6,
right), the correlations are less than 10% for the combined
solution (Fig. 6, left). Combining several experiments by a
common adjustment leads to a decorrelation of the estimated
parameters. This reduction in correlations can be traced back
to the self-calibration approach of the bundle adjustment
described in Sect. 2.1, where individual camera calibration
models were introduced per experiment. The remaining cor-
relations are quite small and have only a minor effect on
the estimated reference point position OxIRP. Therefore, the

Fig. 5 Variations of the
estimated IRP coordinates and
the axis offset, derived by the
individually analysed
experiments. Error bars indicate
the 3� confidences
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Fig. 6 Correlations between the Z-component of an arbitrary position
and the remaining positions at the telescope structure derived by the
fully populated dispersion obtained by the bundle adjustment: Resulting

correlations of the combined solution (left), and resulting correlations
of an individual adjusted experiment (right), exemplified depicted for
DOY 256

experiment-wise combination yields equivalent results w.r.t.
the combination on the observation level even if correlations
are neglected.

The mean value obtained by averaged groups is usu-
ally unequal to the mean value of the original set. Hence,
the combination on the parameter level deviates from the
combination on the observation level, cf. Table 3. How-
ever, the spatial deviation is less than 25�m and is fully
covered by the obtained standard deviation. As shown by
Lösler et al (2013, 2016), the combination at the parame-
ter level allows the use of a simple and economic recur-
sive filter for processing successively obtained xi

IRP. All
investigated combination approaches yield standard devia-
tions �0:1mm and are suitable to derive a common posi-
tion of the IRP from the photogrammetric data taken at
SOS-W.

6 Conclusion

Local tie vectors are a crucial component within the
combination process for deriving a global geodetic
reference frame, because these vectors overcome the weak
physical connection between space geodetic techniques.
However, inaccurate and outdated vectors bias the global
results.

GGOS aims for an accuracy of 1mm in the position on
a global scale, and call for novel strategies to improve the
vectors, because about 50% of the present local ties show
discrepancies of more than 5mm w.r.t. the global solution.
Within the GeoMetre project, close range photogrammetry
is applied for the first time to obtain the IRP of an SLR
telescope at GOW. Using three configurations, the IRP was

derived seven times in a local frame. The variations are
in a range of ˙0:1mm, and impressively demonstrate the
benefit of a photogrammetric based approach. To obtain a
common IRP from the photogrammetric data, three com-
bination approaches are evaluated: the combination on the
observation level, the experiment-wise combination, and
the combination on the parameter level. All combination
procedures under consideration yield comparable results.
Whereas the combination on the observation level is the most
rigorous but also the most time-consuming approach, the
combination on the parameter level is the most simplified
and economic alternative. The spatial deviation between
these approaches is less than 25�m, and all combination
strategies are suitable to derive a common position of the
IRP.
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Frame Accuracy of Combined EPNWeekly
Coordinate Solutions

Christopher Kotsakis and Miltiadis Chatzinikos

Abstract

The scope of this paper is to perform an internal quality assessment, at frame parameter
level, on the combined EPN weekly coordinate solutions. Specifically, the weekly SINEX
solution files from the EPN Analysis Combination Centre are analyzed in order to infer
the internal accuracy of the origin, orientation and scale of the respective epoch solutions.
Our investigation covers almost the entire operational period of EPN starting from 1999 up
to present time, and it uses both the routine and re-processed (repro2) series of combined
weekly solutions. Through the results of this study we are able to assess the impact of
various changes or updates that have been applied into the routine GNSS data processing
and combination strategies on the quality of the estimated EPN weekly frames.

Keywords

Combined weekly coordinate solutions � Covariance projection � EPN-repro2 � EUREF
permanent network � Frame parameter accuracy

1 Introduction

The EUREF Permanent Network (EPN) is a tracking net-
work of more than 350 continuously operating GNSS sta-
tions that provides fundamental geodetic measurements and
products for Earth science applications in Europe. EPN
analysis centers routinely analyze the data from this net-
work and deliver their results to the Analysis Combination
Center (ACC) which generates daily and weekly coordinate
solutions for all EPN stations in successive realizations of
the International Terrestrial Reference System. The latter
forms the basis for the European Terrestrial Reference Sys-
tem (ETRS89) which is the backbone for all geodetic and
mapping works on the European territory, both on national
and international level (Bruyninx 2004; Bruyninx et al. 2009;
Ihde et al. 2014).

C. Kotsakis (�) · M. Chatzinikos
Department of Geodesy and Surveying, Aristotle University of
Thessaloniki, Thessaloniki, Greece
e-mail: kotsaki@topo.auth.gr; mchatzin@topo.auth.gr

The ACC weekly estimates for the EPN station coordi-
nates have special importance as they are used by EUREF
to maintain the ETRS89 on a continuous basis, in tan-
dem with the formal transformation procedure described in
Altamimi (2018). These epoch-tagged solutions offer access
to “instantaneous” positions in successive ITRF releases
(currently ITRF2014/IGb14), and they complement the long-
term secular solution (positionsCvelocities) which is regu-
larly computed at 15-week intervals via multi-year stacking
of position time series at the EPN stations (Bruyninx et al.
2012; Legrand 2017). More details about these solutions can
be found in the EUREF/EPN website (www.epncb.oma.be)
and the relevant documentation given therein.

Since the EPN constitutes the European densification
of the International GNSS Service (IGS) network, all its
operational products strive for complete consistency with the
IGS standards and models. To comply with this requirement,
several changes and updates have been occasionally applied
into the EPN’s routine data processing and combination
strategies, as noted in various EUREF technical reports and
related publications (e.g. Bruyninx et al. 2020; Kenyeres
and Bruyninx 2004; Habrich 2011; Bruyninx et al. 2012).
These actions theoretically improve all EPN products, yet

© The Author(s) 2022
J. T. Freymueller, L. Sánchez (eds.), Geodesy for a Sustainable Earth,
International Association of Geodesy Symposia 154, https://doi.org/10.1007/1345_2022_143

67

http://crossmark.crossref.org/dialog/?doi=10.1007/1345_143&domain=pdf
mailto:kotsaki@topo.auth.gr
mailto:mchatzin@topo.auth.gr
www.epncb.oma.be


68 C. Kotsakis and M. Chatzinikos

no systematic assessment has been pursued to unveil their
impact on the estimated weekly frames in the EPN network.
Hence the aim of this paper is to investigate the accuracy
of the combined EPN weekly coordinate solutions at frame
parameter level, and to identify the major sources that have
caused noticeable accuracy upgrades throughout the EPN
lifetime. A similar assessment is also performed on the
latest re-processed series of EPN weekly coordinate solu-
tions (repro2) with the intention to quantify the anticipated
improvement with respect to the older routine solutions.

The structure of the paper is organized as follows: the
rationale and the mathematical framework of the present
study are outlined in Sect. 2; the accuracy evaluation of frame
elements in the routine and repro2 combined EPN weekly
solutions is presented in Sects. 3 and 4, respectively; finally
a few concluding remarks are given in the last section of the
paper.

2 Theoretical Setting

Starting with a regional network solution that is constrained
to a particular global frame (e.g. ITRFxx), the main problem
considered herein is to identify the accuracy of individual
frame elements that emerge from this solution. The latter
is given in terms of a vector of estimated coordinates X
with a known covariance (CV) matrix ˙X that depicts their
estimation accuracy in the adopted global frame and their
intra/inter-station correlations resulting from the network
adjustment process. The solution to the aforesaid problem
requires an appropriate mapping ˙ X 7! ˙ � to transform
the network solution accuracy from the station coordinate
level to the frame parameter level through a covariance
projection based on the Helmert transformation model. Since
we consider epoch-only (weekly) solutions in this study, the
matrix ˙ � has dimensions 7 by 7 and its role is to infer the
accuracy of the realized origin, orientation and scale in the
respective weekly solution.

The inference of frame parameter accuracy in regional or
global network solutions is not a straightforward problem
with a unique answer. Its treatment is linked to the decom-
position of a coordinate CV matrix into a frame-related part
(reflecting what may be loosely termed as datum noise in
the estimated coordinates) and a second part pertaining to
internal or figure noise which relates to the accuracy of
shape characteristics that are reproduced by the estimated
coordinates. This problem has its roots in Meissl’s inner error
theory for geodetic networks and it was investigated during
the early seventies in the context of minimally constrained
network solutions (Pope 1973) or even in more general
settings (Ebner 1974); see also Meissl (1965, 1969). Later
on the same problem was revisited by Sillard and Boucher

(2001) for assessing the uncertainty of the origin, orientation
and scale of terrestrial frames derived from space geodetic
techniques (the so-called reference system effect in the termi-
nology of their paper). Additional information on this topic
can be found in Blewitt (1998), particularly for the reverse
problem of removing frame-related dependencies from coor-
dinate CV matrices in order to exploit them optimally in
other combination solutions. A relevant analysis has been
also presented in Rebischung (2014, ch. 3) for the purpose
of estimating implicit datum-related parameters and their
accuracy level from the results of space geodetic solutions.

Without going into mathematical details, let us mention
the two alternative equations that have appeared in the geode-
tic literature for extracting the frame parameter accuracy
from a coordinate CV matrix

˙ � D
�
EET

��1
E ˙ X ET

�
EET

��1
(1)

or

˙ � D
�
E ˙ �1

X ET
��1

(2)

where E is the Jacobian matrix of Helmert transformation in
the underlying network. A theoretical justification for using
Eq. (1) instead of Eq. (2) is given in Rebischung (2014),
although a more comprehensive analysis for the “right”
choice of such covariance mappings is currently missing
in the geodetic literature. It is worth noting that, with the
exception of a few special (and without practical interest)
cases, the first equation shall give larger error variances for
the frame parameters, at least in average sense, i.e. the trace
of ˙ � is smaller if it is computed from Eq. (2).

The present study relies exclusively on Eq. (1) and its
implementation on the combined weekly solutions in the
EPN network. This allows us to capture in a computationally
simple way the evolution of frame parameter accuracy in
the epoch solutions for the EPN station coordinates. The
diagonal elements of ˙ � reflect a mixture of factors that
are embedded into the coordinate CV matrices ˙ X (and
the respective Helmert matrices E) and they influence the
estimated weekly frames in the EPN network. These factors
include the network geometry and its evolution in time
(due to the growing number of EPN stations), the type of
constraints for the alignment to a global reference frame, the
fiducial stations that participate in the applied constraints,
other relevant factors which contribute to the enforced orien-
tation and scale of the weekly EPN solutions (satellite orbits,
satellite/receiver antenna PCOs, absolute/relative antenna
calibration models), as well as additional influences originat-
ing from the distributed processing of different subnetworks
by the EPN Analysis Centers (AC) and their merging into a
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unified weekly solution. Any changes or updates in models
and data reduction schemes used in the EPN/AC solutions
(and their combination) may cause a noticeable effect on the
estimated weekly frames by showing up in the behaviour of
˙ � .

To recapitulate, the role of Eq. (1) is to describe in a statis-
tical sense the common-mode errors (of translation, rotation
and scaling type) that occur in constrained or unconstrained
network solutions—the same also holds for Eq. (2). Such
correlated errors are always present in estimated network
coordinates, and they reflect the internal accuracy at which
the principal components of the coordinate system (origin,
orientation, scale) are realized by the considered solution.
Their magnitude is affected by all contributing sources of
datum related information and also by their joint interaction
due to geometrical network effects. It is emphasized that
the weighting level of additive datum constraints affects the
matrix ˙ � , but it is not exactly reproduced in the achievable
accuracy of the respective frame parameters (this technical
issue requires more involved analysis that is beyond the
scope of the present paper).

3 Routinely Combined EPNWeekly
Coordinate Solutions

3.1 General Information

The operational products for the EPN station positions
are created on a routine basis via daily solutions from 16
EPN ACs. Each of these centers regularly processes GNSS
data from an assigned subnetwork of EPN stations and
generates daily coordinate solutions in SINEX format. These
solutions are then analyzed by the EPN/ACC to obtain
daily/weekly coordinates and their covariance information
for all EPN stations using the Bernese GNSS software
(Dach et al. 2015). The combined solutions are tied to the
latest realization of the International Terrestrial Reference
System, mostly in accordance with IGS reference frame
updates (Bruyninx et al. 2012). Their alignment method
has evolved since the start of EPN and it is currently
based on the use of no-net-translation (NNT) conditions
over a fiducial set of 49 IGS stations, in conjunction
with fixed satellite orbits in the underlying IGS frame. A
complete overview of the successive global frames, the
alignment method and the associated fiducial stations that
have been used in the combined EPN solutions can be
found here: https://www.epncb.oma.be/_productsservices/
analysiscentres/combsolframe.php. A detailed description of
GNSS data processing and validation tasks in the EPN is
given in Bruyninx et al. (2019).

3.2 Combination Process

The computation of the combined EPN weekly coordinates
consists of several steps and layers of quality testing. The
main stages of the combination procedure are listed below
(see also the relevant information in the EPN ACC website
http://www.epnacc.wat.edu.pl/epnacc/):

– Daily AC solutions in SINEX format are checked for
metadata consistency with station log files and IGS/EPN
antenna calibration values. The external constraints in
these solutions are removed and normal equations (NEQ)
are created.

– The daily AC solutions are iteratively combined into a
single solution which is aligned to IGb14 using NNT
minimal constraints.

– Each AC solution is compared with the combined daily
solution. Also, each combined daily solution is checked
against previous weekly solutions.

– Daily combined solutions are stacked into a weekly solu-
tion which is compared with previous weekly solutions.

The routine checking of the EPN weekly coordinates at
fiducial stations involves their comparison with the official
IGS coordinates propagated to the epoch of the respec-
tive solution. Stations with coordinate differences exceeding
8 mm in horizontal components, or 15 mm in the vertical
component are not used for the alignment to the global
IGS frame. The SINEX files of the combined EPN weekly
solutions and their summary reports are freely available from
several data centers, namely BKG, CDDIS and EPN.

3.3 Accuracy Assessment of EPNWeekly
Frames

The following results refer to the combined EPN weekly
solutions covering the period from GPS week 1000 (March
1999) to GPS week 2154 (April 2021). After extracting the
solution coordinate CV matrices from all SINEX files, the
frame-related CV matrices ˙ � were computed by Eq. (1) for
each considered week. As discussed in Sect. 2, the square
roots of the diagonal elements of those matrices quantify the
internal accuracy of the weekly-realized origin, orientation
and scale, in tandem with a global frame to which the EPN
weekly solution is aligned to. Their values are depicted in
Fig. 1 along with the successive reference frame for each
segment of weekly solutions. To allow easier interpretation
of the results, the orientation and scale uncertainty has been
expressed in mm by multiplying the standard deviations of
the respective frame parameters with the mean Earth radius.

The chronological pattern in Fig. 1 reveals the gradual
improvement in the internal accuracy of the EPN weekly

https://www.epncb.oma.be/_productsservices/analysiscentres/combsolframe.php
https://www.epncb.oma.be/_productsservices/analysiscentres/combsolframe.php
http://www.epnacc.wat.edu.pl/epnacc/
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Fig. 1 Internal accuracy of frame parameters in the combined EPN weekly solutions. The successive reference frames and the type of alignment
constraints (HCs: heavy constraints, MCs: minimal constraints) in each segment of weekly solutions are indicated in the plots

frames. At present time (May 2021) their origin and orien-
tation are fixed to ITRF at the level of 0.1 mm (1¢) per
translation/rotation component, whereas their scale shows
even higher consistency by a factor of 3. This represents
an accuracy upgrade of more than one order of magnitude
compared to the EPN weekly solutions in the pre-2005 era.
The most drastic improvement occurs in the period 2005–
2010, after which the weekly frames are stabilized to the
aforesaid accuracy level with small fluctuations that conform
to the behavior of the a-posteriori variance factors of the
combined solutions. These factors are extracted from the
EPN’s weekly combination SINEX files and shown in Fig. 2
for the period 2005–2021. A clear periodic signature exists in
their values after 2010, which likely stems from the seasonal
performance of ambiguity resolution during the GNSS data
processing. The estimated variance factors before 2010 show
more erratic behavior with large variations, ranging from
0.005 (GPS week 1433) up to 3.625 (GPS week 1346). It
remains unclear the reason causing the stabilization of the
variance factors after 2010, which is partly mirrored in the
frame accuracy plots of Fig. 1 (a plausible explanation is
given at the end of Sect. 3.4).

The scale is the best determined parameter in the EPN
weekly frames since it exhibits smaller uncertainty than all
other frame parameters throughout the EPN lifetime (see
Fig. 1). This is actually reproduced under all ITRF-alignment
strategies that have been used in the routine analysis of the
EPN network (heavy constraints on fiducial stations, minimal
constraints for all frame parameters on fiducial stations,
NNT-only constraints on fiducial stations). The enhanced
internal accuracy of scale should be largely attributed to the

2005 2010 2015 2020
0

1

2

3

Fig. 2 A-posteriori variance factors of the combined EPN weekly
solutions for the period 12/2004-05/2021

regional character of EPN and its stronger influence on the
origin and orientation alignment of the weekly solutions to a
global frame.

Despite the multiple layers of quality checking in the EPN
products, there exist a few scattered weekly solutions that
exhibit sizeable jumps in their frame accuracy level. These
sporadic cases do not necessarily coincide with intermittent
jumps in the a-posteriori variance factors of Fig. 2, and they
are related to overall lower accuracy in the estimated EPN
coordinates in the respective solutions.
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3.4 Changes that Affected the Accuracy
of EPNWeekly Frames

The internal accuracy improvement in the EPN weekly
frames during the period 2005-2010 is partly related to
the change of datum constraints for the combined weekly
solutions. After GPS week 1303 (December 2004) the EPN
ACC switched its alignment strategy to the ITRF from heavy
constraints to minimal constraints, a fact that is closely
synchronized with the increase of frame parameter accuracy
shown in Fig. 1. An analogous pattern exists in the estimated
variance factors of the combined EPN weekly solutions
which appear to be systematically reduced over the period
2005–2010, see Fig. 2. Later on (GPS week 1632) the type
of datum constraints was changed once more to NNT-only
minimal conditions, without causing though any significant
variation on the weekly frame accuracy or the estimated
variance factors—yet it produces a noticeable effect on frame
parameter correlations (see next section).

The enhancement of internal accuracy in the EPN weekly
frames (after 2005) should be also attributed to the transition
from ITRF2000 to ITRF2005/IGS05 and the concurrent
change from relative to absolute model corrections for the
GNSS antenna phase center variations. Since GPS week
1400 (November 2006) the IGS adopted absolute PCVs for
its routine generation of precise satellite orbits and station
coordinates, while the EPN ACs made a similar switch to be
fully consistent with the IGS products provided in the IGS05
frame. Additional changes that were enforced at that time in
the EPN routine processing include: the mandatory use of
the FES2004 model for tidal displacements, the estimation
of tropospheric gradient parameters, and the recommended
inclusion of GLONASS observations. The switch to IGS05
along with the above changes caused a considerable strength-
ening to the scale of the EPN weekly frames by improving its
accuracy from 1–2 mm to 0.2–0.3 mm as seen in Fig. 3.

Another aspect to be mentioned here is the sudden drop
of the sigma values obtained by Eq. (1) for all frame
parameters in early 2010 (GPS weeks 1576–1578). This
reflects an abrupt improvement in the internal accuracy
of the EPN weekly frames by a factor between 3 and
4, which is clearly depicted in Fig. 1. A similar drastic
improvement occurs in the formal accuracy of the estimated
EPN coordinates extracted from the SINEX files of the
combined weekly solutions. The aforesaid behavior is due
to the change in the reconstruction of normal equations
for the submitted sub-network solutions by the EPN ACs.
Specifically, since GPS week 1578 the EPN/ACC started
to reconstruct constraint-free NEQs from the contributing
weekly AC solutions using complete statistical information
that is provided in the SOLUTION/STATISTICS block
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Fig. 3 Scale accuracy in the combined EPN weekly solutions
before/after the adoption of absolute PCV models
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Fig. 4 Contrast of rapid changes in the a-posteriori variance factors
(upper plot) and the standard deviations of frame parameters (bottom
plot) in combined EPN weekly solutions

of their corresponding SINEX files (Habrich 2011). It
remains puzzling, though, the fact that the estimated
variance factors of the combined EPN weekly solutions
exhibit an increasing trend after GPS week 1577 (March
2010), whereas the weekly frame parameters concurrently
experience a rapid decrease in their sigma values, see
Fig. 4.
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3.5 Correlations in EPNWeekly Frame
Parameters

The frame parameters of the combined weekly solutions
are expected to have strong correlations due to the regional
character of the EPN network. Its barycenter is located far
away from the geocenter at a distance of more than 6,200 km
and almost 4,700 km above the Earth’s equatorial plane. This
situation inevitably creates artificial dependencies among
the inherited origin, orientation and scale of the weekly
estimated ITRF coordinates at the EPN stations.

The correlation coefficients of weekly frame parame-
ters were computed from the elements of the CV matrices
˙ � and they are shown in Fig. 5 over the entire period
1999–2021. This representation includes in total 21 cor-
relation coefficients among the seven frame parameters of
each weekly solution. As seen in these plots, there exist
several parameter combinations which sustain high correla-
tions throughout the life span of EPN. Those combinations

refer mostly to pairings between translation and rotation
parameters, that is Tx/Ry, Ty/Rz, Ty/Rx, Tz/Ry (and also
Rx/Rz), whose correlation level reaches 85–90%, or even
higher, in all combined weekly solutions; see Fig. 5b. The
downside of this behavior is that the definition of the origin
and orientation cannot be sufficiently separated in each
weekly solution (i.e. NNT constraints affect also the ori-
entation of the EPN weekly frames with respect to ITRF,
which is theoretically defined by the fixed satellite orbits).
Another problematic pair is Tx/Tz which seems to be more
sensitive to changes in the combination strategy, such as the
switch from heavy to minimal constraints (12/2004) and the
reference frame transitions from IGS05 to IGS08 (04/2011)
and from IGS08 to IGb08 (01/2014), see the magenta line in
Fig. 5b.

The rest of frame parameter pairs shown in Fig. 5 exhibit
a mixture of correlation patterns which are largely influenced
by the growing number of EPN stations at an annual rate of
13 new entries per year (see Fig. 6). Note that many pairs of
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frame parameters have larger variability in their correlation
coefficients during the period 1999–2009 compared to recent
years. This probably occurs due to the successive addition
of new stations which is more influential in the early years
of EPN. After the last quarter of 2009 the correlation coeffi-
cients lower their variability and they do not generally exceed
the 20% level. The only exception is the pair Tz/Sc which
exhibits a negative correlation of 40–45% in all combined
solutions since 2016. The switching to different reference
frames, different alignment strategies and different sets of
fiducial stations has also affected in a systematic way several
pairs of frame parameters, some of which even reverse the
sign of their correlation coefficient throughout the life span
of EPN (e.g. Tz/Sc, Rx/Ry, Ty/Ry, Ty/Tz).

Lastly, let us point out that the weekly correlations in
most pairs of frame parameters retain their tendency before

and after GPS week 1578. This confirms that the abrupt
improvement in the internal accuracy of frame parameters
in early 2010 (see Fig. 4) is linked to a revised re-scaling
for the weekly coordinate CV matrices of the EPN combined
solutions, see also Habrich (2011).

4 Re-Processed Combined EPNWeekly
Coordinate Solutions

The combined weekly solutions from the routine EPN analy-
sis are affected by reference frame changes, data modeling
upgrades and software revisions. Consequently, consistent
results over time can only be generated by re-analyzing the
historical GNSS observations using a unique set of pro-
cessing options and a common combination strategy. Thus
far two re-processing campaigns have been performed in
the EPN network (repro1 released in 2012, repro2 released
in 2016) resulting in a series of re-estimated combination
products (daily/weekly coordinates, troposphere parameters)
that are accessible from the EUREF/EPN webpage.

In this study the re-processed weekly coordinate solutions
are tested in terms of frame parameter accuracy, in a similar
way as the routine solutions of the previous section. Due
to space limitations only the results from the EPN-repro2
campaign are given here by pointing out their most distinc-
tive features. It is noted that the repro2 solutions are aligned
to the IGb08 frame using NNT-only minimal constraints on
selected reference stations, and they extend from the EPN
launch until the end of 2014. However the results shown here
cover a slightly smaller period between 1999 and 2014 (GPS
weeks 1000–1824).

The internal accuracy of the EPN weekly frames from
the repro2 solutions has been computed by Eq. (1) and
the respective results are shown in Fig. 7. Its chronolog-

Fig. 7 Internal accuracy of
frame parameters in the
EPN-repro2 combined weekly
solutions
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Fig. 8 Comparison of internal
accuracy at frame parameter level
between the routine (black) and
the repro2 (gray) combined EPN
weekly solutions
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ical evolution is rather balanced without experiencing the
systematic change that appears in the routine EPN weekly
frames during the period 2005–2010 (see Fig. 1). After 2003
the sigmas of all frame parameters lie mostly in the range
of 0.1–0.3 mm, although there exist several scattered “bad”
weeks where the frame accuracy is significantly lower and
even exceeds 2–3 mm (this mainly applies to Ty and the
rotational parameters). A gradual improvement from mm to
sub-mm level is also visible in the period 2002–2003 for all
frame parameters (see Fig. 7). Note that the scale is again
the frame parameter with the best internal accuracy in the
EPN network, but to a lesser extent compared to the routine
solutions.

Overall, the repro2 weekly frames outperform the routine
weekly frames in the EPN network throughout the period
1999–2010. As an example, the estimated standard devia-
tions of Tx and Sc from each series of combined weekly solu-
tions are compared in Fig. 8 (similar behavior is also obtained
for the rest of frame parameters). The improvement is more
profound during the first part of the considered period,
and it amounts to several mm for each frame parameter.
This part covers the period before introducing the absolute
PCV corrections and the use of minimal constraints in the
routine EPN analysis. After 2006 the gap in frame accuracy
between repro2 and routine weekly solutions diminishes,
thus confirming the positive influence of the adopted changes
in the GNSS data processing at the EPN stations.

The abrupt improvement in the internal accuracy of the
routine weekly frames at GPS week 1578 affects the relative
performance between the repro2 and the routine weekly
solutions in the EPN network. As seen in Fig. 8, after the
beginning of 2010 the repro2 solutions show slightly worse
accuracy, at frame parameter level, than the routine solutions
(especially for the scale parameter).

5 Summary

The results of this study revealed the internal accuracy of the
frame elements in the combined EPN weekly solutions after
their alignment to successive realizations of the International

Terrestrial Reference System. It is verified that a system-
atic improvement at frame parameter level has occurred in
the routine series of such solutions, which reaches almost
two orders of magnitude when comparing the recent EPN
weekly solutions with the ones obtained in the pre-2005
period. The factors that have mostly contributed to this
improvement are: (a) the change of datum constraints for
the alignment to ITRF (heavy constraints ➔ minimal con-
straints), (b) the switch to improved global frame releases,
particularly the transition from ITRF2000 to IGS05 in con-
junction with the adoption of absolute models for GNSS
antenna calibrations, and (c) the change in the reconstruction
of constraint-free NEQs from the contributing weekly AC
solutions before their combination with the Bernese software
(see Sect. 3.4).

Presently, the internal accuracy of the origin and orien-
tation in the routine EPN weekly frames lies at the level of
0.1–0.2 mm, whereas the scale accuracy is even better by a
factor of 3. In fact, this performance has remained almost
invariable since 2010 (with the presence of small but clear
annual fluctuations), and even surpasses the performance of
the repro-2 EPN weekly coordinate solutions. The latter,
however, have shown a definite improvement in all frame
parameters compared to the routine EPN weekly solutions
throughout the period 1999-2010.
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Abstract

This paper shows the current status of the Red Atlántica de Estaciones Geodinámicas
y Espaciales (RAEGE), a joint Spanish-Portuguese infrastructure of geodetic stations.
When complete, it will be composed of four VGOS (VLBI Global Observing System)
radio-telescopes, two in Spain (Yebes and Gran Canaria) and two in Portugal (Santa
María and Flores islands, Açores archipelago). The Yebes VGOS radio-telescope is fully
operational and integrated in the VGOS core network since 2016. The Santa María VGOS
radio-telescope has undergone major maintenance operations and has resume regular IVS
observations with its tri-band S/X/Ka receiver since end of May 2021, until it becomes a
VGOS station by the second half of 2022. Additionally, each station will include GNSS
receivers, gravimeters and a local-tie network. In particular, the RAEGE-Yebes station will
have a Satellite Laser Ranging (SLR) system, which is under construction. It can be said that
RAEGE is the Spanish-Portuguese response to UN resolution 69/266 and GGOS (Global
Geodetic Observing System). The current status of all the four RAEGE stations will be
shown.
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1 Introduction: RAEGE Overview

RAEGE is the Spanish and Portuguese acronym for Atlantic
Network of Geodynamic and Space Stations. It is a joint
infrastructure of geodetic stations created by the Spanish
National Geographic Institute (IGN) and the Regional Gov-
ernment of Azores (GRA). As shown in Fig. 1, the network
will have four stations: Yebes, Santa María, Flores and Gran
Canaria, each one on a different tectonic plate, except Santa
María and Gran Canaria, which are both in the African plate.
The approximate baseline lengths of this array are given in
Table 1.

Every station will host a 13.2 m VGOS radiotelescope,
GNSS receivers, gravimeters and a network of concrete
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Fig. 1 Map of RAEGE stations

Table 1 Approximate baseline lengths for RAEGE stations

Baseline Length (Km)
Yebes–Gran Canaria 1,800
Yebes–Santa María 2,000
Yebes–Flores 2,400
Gran Canaria–Flores 2,000
Santa María–Flores 540

pillars for the local-tie. Additionally, Yebes station will have
a Satellite Laser Ranging system which is under construc-
tion. As a result, Yebes Observatory will become the first
Spanish GGOS core site. In this way, RAEGE will contribute
to achieving the goal of GGOS for a better and accurate
understanding of our planet through different space geodesy
techniques. More details can be found in https://www.raege.
eu.

Similar projects were started in Australia (Lovell et al.
2013) and are planned for the Indian subcontinent (Dhar et al.
2021), for instance.

2 RAEGE Yebes Station

The first RAEGE station was built in Yebes Observatory,
which is a Technological Development Center (TDC) of
the International VLBI Service for Geodesy and Astrometry
(IVS) since 2015.

The VGOS radiotelescope (see Fig. 2) is performing
regular VGOS and EU-VGOS observations.

Its broad band receiver is under upgrade at Yebes
Observatory laboratories. Meanwhile, it is observing with
the broad band receiver developed for Santa María VGOS

Fig. 2 Yebes VGOS radiotelescope (foreground) and 40-m radiotele-
scope (background)

radiotelescope, whose VGOS backends are not available
yet. This receiver is the most sensitive one developed so far
in Yebes Observatory, as shown in Fig. 3. For frequencies
above 6 GHz, the receiver noise is lower than 20 K for
each linear polarization. The ripple at frequencies lower
than 6 GHz is under investigation, but it seems to be related
with mismatching between the Quad-Ridged Flared Horn
(QRFH) and the low-noise amplifiers.

It has to be mentioned that Yebes Observatory will be
responsible for the construction of the broad band receivers
for the VGOS radiotelescopes in HartRAO (South Africa)
and Matera (Italy).

Yebes RAEGE has two GNSS permanent stations, YEBE
and YEB1. One of them (YEBE) is part of the International

https://www.raege.eu
https://www.raege.eu
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Fig. 3 Santa María VGOS receiver noise temperature for each linear polarization channel

Fig. 4 Artist impression of YLARA

GNSS Service (IGS) and EUREF networks, but both of them
participate in the EUREF densification project. Additionally,
Yebes RAEGE has a network of about twenty four concrete
pillars to peform the local-tie and connect the results of each
space geodesy technique.

Concerning gravimetry activities, Yebes RAEGE has a
laboratory which hosts absolute FG5 and A10 gravime-
ters, together with a GWR-OSC superconducting one, a
seismograph and a SILEX accelerograph. The data of the

gravimeters is submitted to the International Geodynamics
and Earth Tide Service (IGETS).

Finally, the Yebes Laser Ranging System (YLARA) is
under construction (see Fig. 4). It will have a 70-cm telescope
and flexibility for two laser transmitter configurations: piggy-
back and Coudé path. This project is already recognized by
the International Laser Ranging Service (ILRS) with station
name YEBL, SOD number 78176201 and DOMES number
13420S021. It is expected to start operations in early 2023.
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After this, Yebes Observatory will become a GGOS core site,
the first one in Spain.

3 RAEGE Santa María Station

Santa María was the second RAEGE station to be built (see
Fig. 5). Currently, the radiotelescope is equipped with a tri-
band receiver (S/X/Ka) and a dBBC2 backend, for VLBI. A
complete description of this receiver can be seen in López-
Pérez et al. (2021).

After one year of heavy maintenance and reparation works
in the station, the radiotelescope resumed legacy S/X VLBI
observations on May 25th, 2021 in tag-along mode. After
one month of operation in this mode, it joined the IVS as a
regular station.

It must be mentioned that, in November 2020, this
radiotelescope performed joint observations of Bepi-
Colombo probe in X and Ka bands together with DSN-
JLP antennas. The purpose was a proof-of-concept test to
verify whether Doppler shift measurement accuracy can
be improved by use of corrections from smaller and stiffer
antennas, like RAEGE ones. The results of this test will be
shown in Zubair et al. (2021).

The backends for VGOS operation are under procurement
and the VGOS receiver is already built and working in Yebes
VGOS radiotelescope, while the Yebes receiver is under
upgrade in the laboratories. It is planned to install the VGOS
receiver and the backend in the second half of 2022, so Santa
María will become a VGOS station by the end of 2022.

The station has two GNSS receivers and a GRAVITON
gravimeter, but a superconducting one is under procurement,
and it is expected to be installed by mid 2022. The
measurements they produce are sent to the respective
international services. It has a Centaur seismograph and
SILEX accelerograph, too.

Fig. 5 RAEGE Santa María VGOS radiotelescope

Concerning the local-tie, a network of about nine concrete
pillars will be built by the end of 2021.

4 RAEGE Flores Station

After selecting the site based on the results of RFI mea-
surements, the land was purchased for this station. Then, a
topographic survey was performed and later a weather station
and a GNSS receiver were installed. This GNSS receiver is
registered at IGS, as well.

Currently, the contract for the radiotelescope design and
construction is in preparation. The design has to be cus-
tomized to withstand the usual high wind speeds in this
island.

5 RAEGE Gran Canaria Station

A site called Artenara was initially identified for this station,
but the surrounding area was declared World Heritage by
UNESCO in July 2020. Then, IGN decided to look for
another site, in order to avoid the loss of such declaration,
which is very important for the island.

Several sites were explored from July–November 2020,
and one was identified as suitable for the station. Currently,
the island authorities are in negotiations for the purchase of
the land, which will be granted to IGN. Meanwhile, IGN is
preparing the contracts to update the station design for the
new site.

6 Conclusions and FutureWork

Despite the coronavirus crisis, a lot of works have been
performed in the stations. In the next few months, for Yebes
station, it is planned to:

• Continue with VGOS and EU-VGOS observations
• Finish the upgrade of Yebes VGOS receiver (end of 2021)
• Participate in 1GHz BW tests in 2nd half of 2021 with

Yebes antenna equipped with Santa María receiver
• Continue with SLR station construction, to be ready by

early 2023

Regarding Santa María station, it is planned to:

• Continue with IVS S/X observations until mid 2022
• Join VGOS network by second half of 2022
• Receive the procurement of Mark6 and dBBC3
• Build local-tie network of concrete pillars

Concerning RAEGE Flores station, it is planned to pub-
lish the contract for detailed radiotelescope design and con-
struction.
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Finally, for RAEGE Gran Canaria station, IGN has to
update projects of civil works for the new site, once the land
is purchased and granted.

As a result of all the work presented here, it can be said
that RAEGE is the joint Spanish-Portuguese response to UN
resolution 69/266 for “A global geodetic reference frame for
sustainable development”, and a commitment with GGOS.
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ITRF Densification in Cyprus

Chris Danezis, Miltiadis Chatzinikos, and Christopher Kotsakis

Abstract

The aim of this paper is to present the results from the GNSS-based densification of the
International Terrestrial Reference Frame (ITRF) in the region of Cyprus. The regional
network used for this task consists of nine permanent GNSS Cypriot stations (eight
stations of the existing CYPOS network plus the NICO station which belongs to the
global IGS network) and 34 additional stations of the EUREF Permanent GNSS Network
(EPN) which are mostly located in the continental part of Europe. The data used in
this densification project include daily GNSS observations at the above stations within a
period of 62 months (30/11/2011–28/01/2017). The present study was carried out using
the resources of the CyCLOPS strategic research infrastructure unit. A robust procedure
was designed for the daily data processing using the Bernese GNSS software v5.2 installed
in the CyCLOPS operating center. The multi-year solution is computed by combining the
constraint-free daily solutions using the normal equations stacking strategy. The reference
frame of the multi-year solution is IGb08 and it was enforced through a no-net-translation
condition on the positions and velocities of 24 EPN (Class A) stations. The quality of
the computed solution is verified by comparing the estimated velocities with their official
EPN_A_IGb08_C1934 values, and reveals minimal differences (<1 mm/year) in all EPN
stations for both horizontal and up components.
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1 Introduction

Since 2008, a geodetic network of seven permanent GNSS
stations is operating in Cyprus to support its national posi-
tioning system (CYPOS) under the auspices of the Depart-
ment of Lands and Surveys (DLS). The network covers the
government-controlled areas with inter-station distances of
about 60 km (see Fig. 1) and it serves the needs of cadastral,
surveying and geodetic applications in Cyprus by means of
single-base, network RTK and post-processing positioning
services. The monumentation of the CYPOS stations is
comprised of stable stainless-steel structures (polar masts)
located at specific locations at the rooftop of DLS build-
ings to achieve unobstructed satellite visibility. In addition
to these stations, another permanent GNSS station of the
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Fig. 1 The network of permanent GNSS stations in Cyprus. Red circles correspond to CYPOS stations and the blue triangle indicates the NICO
station

European Permanent Network (EPN) is located in Nicosia
(NICO) and it is operated by the German Federal Agency
for Cartography and Geodesy (BKG). NICO is a Tier-1
station that belongs also to the IGS (International GNSS
Service) global network (Dow et al. 2009), and it has been
continuously delivering GNSS observations in Cyprus since
mid-1997. The aforesaid stations comprise the regional net-
work which is used in this study to deliver a GNSS-based
densification of the International Terrestrial Reference Frame
(ITRF) in the region of Cyprus.

The aim of the present paper is to give an overview of
the GNSS data analysis that was performed in the afore-
mentioned network using daily observations within a period
of 62 months (30/11/2011–28/01/2017). Our objective is to
obtain a multi-year solution (positions C velocities) of the
CYPOS network in the most recent ITRF/IGS realization,
which could be later exploited for the modernization of the
national geodetic reference system in Cyprus. Note that the
GNSS processing performed in this study has been done
using the newly-founded operation center of the Cyprus
Continuously Operating Natural Hazards Monitoring and
Prevention System (CyCLOPS). The latter is a strategic
research infrastructure unit which has been launched in the
Cyprus University of Technology and funded by the Euro-
pean Union Regional Development Fund and the Republic of
Cyprus, with utmost objective the establishment of a national
network of Tier-1/2 GNSS continuously operating reference
stations (CORS) and the respective IT infrastructure to carry
out high-performance computation of Earth deformation
products. The presented results complement the initial work
of Danezis et al. (2020) and they are supplemented by
extensive reporting of quality metrics obtained from the
GNSS daily data processing and the alignment of the CYPOS

network to the IGb08 reference frame (Rebischung et al.
2012). Unfortunately, at the time of preparing this paper
(June 2021) the official IGS products (satellite orbits, Earth
rotation parameters, satellite clocks) for the time span of
the available data were not released in the latest IGS14
frame (Rebischung and Schmid 2016). Hence, the presented
solution needs to be updated to IGS14 in the near future by
exploiting additional segments of daily observations (after
2017) at the CYPOS stations that have been omitted from
the present study.

The structure of the paper is organized as follows: in Sect.
2 the configuration of the extended GNSS regional network,
the main processing options and the results obtained by the
analysis of the daily GNSS data are discussed in detail;
Sect. 3 describes the computation of the multi-year solution
which was obtained by the Bernese software in IGb08,
along with its validation against the official positions and
velocities of the EPN stations that were included in the
stacking adjustment of the daily GNSS observations; finally
some conclusions and a brief summary of the overall results
are given in Sect. 4.

2 GNSS Data Processing

The daily GNSS data processing was performed with the
help of the Bernese GNSS software 5.2 (Dach et al. 2015)
using a modified version of the RNX2SNX script for the
daily network solutions in full compliance with the EUREF
guidelines (Legrand et al. 2021). Details of the GNSS pro-
cessing options are given in Table 1.

The daily GNSS data processing consists of three main
parts, the pre-processing of raw data, the baseline processing
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Table 1 Selected options for the daily GNSS data processing

Basic observable GNSS carrier phase. Code only for receiver clock sync and ambiguity resolution. Melbourne-Wubbena
widelane method

Elevation cut-off angle 10 deg., elevation-dependent weighting (cosz)
Data sampling 30 s and 180 s in final solution
Modeled observable Ionosphere-free linear combination of double-difference carrier phase
Ground/satellite APC calibration Absolute antenna phase centre corrections (igs08.atx)
Tidal displacements IERS 2010 conventions (solid earth tides)FES 2004 (ocean loading corrections)No atmospheric loading

corrections
Satellite/receiver clock Satellite clock biases eliminated by double-differencesReceiver clock corrections estimated in pre-processing

using code observations
Orbits and ERPs IGS final GPS/GLONASS orbits & ERPs
Ionosphere First-order ionosphere delays eliminated by forming ionosphere-free L1/L2 linear combinationHigher-order

ionosphere corrections are appliedRegional ionosphere maps used to increase the number of resolved
ambiguities in the QIF, L5/L3 and L1/L2 ambiguity resolution

Ambiguity resolution Ambiguities are resolved in baseline-by-baseline mode:Melbourne-Wubbena
(<6,000 km)Quasi-Ionosphere-Free (QIF) (<2000 km)Phase-based widelane/narrowlane method
(<200 km)Direct L1/L2 method, also for GLONASS (<20 km)GLONASS is considered for ambiguity
resolution (<2000 km)

Troposphere Dry GMF (prior model), estimation of hourly zenith delay corrections for each station using wet
GMFHorizontal gradient parameter estimated/day/station (Chen-Herring)

Reference frame IGb08, no-net translation conditions on 24 EPN reference stations(EPN_A_IGb08_C1934.snx)

and the final network adjustment. In addition, each part is
also divided into a number of steps making the daily GNSS
network solutions a complex and demanding procedure. In
order to monitor and assess the products derived from each
step, a number of auxiliary scripts described in Chatzinikos
et al. (2017a, b) were also implemented into our analysis.
The goal of these scripts is twofold, firstly to analyze the
most important quality metrics obtained from each step of the
daily GNSS data processing strategy by the Bernese software
and secondly, using these metrics to assess the quality and
the performance of the Cypriot GNSS stations with respect
to the EUREF Permanent GNSS Network (EPN) stations.
More details on those metrics will be given in the following
sections.

2.1 Network Configuration

The CYPOS GNSS stations are equipped with different
receiver/antenna types: the stations EVRY and POLI
are equipped with a Leica GMX902GG receiver and a
LEIAT504GG C LEIS antenna, whereas the rest five stations
(LARN, LEFK, LEME, PAFO, PARA) employ a Leica
GRX1200 C GNSS receiver and a LEIR25 C LEIT antenna.
The hardware configuration of the NICO station is a Leica
GR50 multi-GNSS receiver and a Leica AR25 choke-ring
antenna. All stations routinely track GPS and GLONASS
satellite signals, while NICO supports also the tracking of
Galileo and Beidou signals.

The eight Cypriot stations shown in Fig. 1 are supple-
mented by 34 stations of the EPN (Bruyninx et al. 2019),
thus forming the final configuration of the regional network

to be processed for the purpose of this paper (see Fig.
2). The selected EPN stations are well distributed over the
largest part of the European plate, and most of them belong
also to the IGS global network. The daily GNSS data that
have been used in the present study cover the period from
30/11/2011 up to 28/01/2017 which marks the switch of the
official IGS products from the IGb08 to IGS14 reference
frame.

2.2 Assessment of Daily GNSS Data

The objective of this section is, firstly, to analyze and present
the quality of the GNSS raw daily data in the regional
network and, secondly, to assess the performance of the
Cypriot GNSS stations with respect to the EPN stations. The
term “quality” in this context refers to the following char-
acteristics: the daily number of observations and satellites
tracked by each station, the number of arcs for the daily
observations at each station from each satellite, and the daily
precision of the code measurements. The statistical analysis
of these characteristics unveils the quality of the GNSS signal
tracking performance at each station. For this purpose, four
different metrics are employed and presented in this paper,
which were derived during the initial step of the Bernese
GNSS data processing procedure.

Instead of analyzing the total number of daily obser-
vations tracked by each station, we prefer to compute the
first metric as the daily mean number of observations per
satellite for each frequency and measurement type (code or
phase). In this way we can overcome any signal tracking
inconsistencies among the station receivers, since some of
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Fig. 2 Map of EPN stations used in the GNSS data processing. Blue triangles indicate the selected reference stations for the datum definition,
while red circles correspond to auxiliary stations which bridge the distant gaps among the network stations

them are tracking signals by both GPS and GLONASS, and
some others only from GPS. The second metric refers to the
daily mean number of the satellites per epoch tracked by
each station. In contrast to the first metric, this one depends
on the GNSS constellations tracked by the stations, but it
remains independent of the duration of the session data (i.e.,
the number of epochs constituting the daily GNSS data file).
These two metrics constitute a robust tool for assessing the
signal tracking performance of each station. In addition, they
are totally correlated with the precision of the estimated final
daily products, like the network station coordinates and the
tropospheric parameters.

The third metric corresponds to the daily number of
observed arcs per satellite tracked by each station, and its
role is to reveal the stability of the GNSS signal tracking

performance over the regional network. Considering that
for almost every point on the Earth the GNSS satellites
are visible two times per day (due to their orbital period),
the expected number of the arcs-per-satellite for 24-h data
sessions is 2. The closer this metric is to that value, the
more compact and without signal tracking breaks are the
analyzed GNSS daily data. Conversely, if the value of this
metric becomes larger than 2, more ambiguities are required
to be resolved in the next part of the GNSS processing
procedure. The last analyzed metric is the daily root mean
square (RMS) of the single point positioning (SPP) tech-
nique. With the help of this metric, we can check the
precision of the code measurements of each station and,
at the same time, the quality performance of each station
receiver.
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Fig. 3 Box-plot analysis of the temporal behavior for data-related daily metrics in the regional GNSS network: (a) number of observed arcs per
satellite, (b) mean number of observations per satellite

The station-wise behavior of the aforesaid quality met-
rics is shown in Figs. 3 and 4 with the help of box-plots
which constitute a smart and comprehensive tool for the
statistical presentation of GNSS signal tracking performance
in regional networks. The temporal analysis of all quality
metrics was performed separately for each station and it
refers to the whole time period of the collected data. Each
box in Figs. 3 and 4 corresponds to a particular station and
its height represents the interquartile range (IQR) derived
from the temporal analysis of each quality metric. The three
horizontal lines of the boxes represent different quartile
levels (lower-25%, median, upper-75%) and they depict the
dispersion of the daily values for each considered metric. The
upper and lower lines in Figs. 3 and 4 refer to the maximum
and minimum daily values of each metric that were identified
from the whole time period of the analyzed data.

The median values of the first two metrics (daily mean
number of observations per satellite shown in Fig. 3b, daily
mean number of satellites per epoch shown in Fig. 4a)
over the whole time period of the analyzed data are 933
and 17, respectively. These could be considered as global
values for the current network and they can be used as a
reference to compare the respective values derived separately

for each station. The stations HOFN (Iceland) and TRO1
(Norway) exhibit the best performance of GNSS signal
tracking, in contrast to the Cypriot stations which show the
lowest median values for these two metrics (800 and 15
respectively). On the other hand, the Cypriot stations show
the smallest IQR values which reveals the stable tracking
performance of their equipment from one day to another. The
large IQR values emerged for the stations QAQ1 (Green-
land), MIKL (Ukraine) and EBRE (Spain) in Fig. 4a are
artificial since the receivers of these stations were upgraded
within the considered time period of the analyzed data by
adding observations from the GLONASS constellation. If we
consider that the median of the IQR values for the entire
network are 0.5 for the first metric and 25 for the second
one, it is evident that the most unstable tracking performance
was presented by the station HELG (Germany). This station
presents the highest IQR on the daily mean number of
satellites per epoch (1.9) and observations per satellite (107).

The third analyzed metric is the daily number of arcs
per satellite and it is depicted in Fig. 3a for all network
stations. Its global median value over the entire network is
2.6 arcs per satellite. For the Cypriot stations the median
values of this metric vary from 1.8 to 2.1, and they are
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Fig. 4 Box-plot analysis of the temporal behavior for data-related daily metrics in the regional GNSS network: (a) mean number of observed
satellites per epoch, (b) RMS of Single Point Positioning

accompanied by IQR values smaller than 0.2. These results
corroborate the stable signal tracking performance at the
Cypriot GNSS stations, which was already revealed by the
first two metrics. The worst performance is presented by the
station SOFI (Bulgaria) which seems to suffer from signal
tracking problems as it exhibits a median value of 4.5 arcs
per satellite, and also by the station MAR6 (Sweden) which
has the highest IQR value ( 1.3) for this particular metric.

The last quality metric to be presented from the pre-
processing part of the daily GNSS data is the RMS of the
SPP approach, and it is depicted in Fig. 4b for all network
stations. This metric represents the precision of the code
measurements collected at each station, and its global median
value over the entire network is 34 cm. The best performance
is reached at the station RAMO (Israel) which shows a
daily RMS of about 22 cm, whereas the worst performance
occurs at the stations TRO1 (Norway), BRUX (Belgium)
and MAS1 (Spain) with daily RMS values to be close to
100 cm (or larger). All other stations seem to have similar
precision level for their code measurements, with median
values ranging between 22 cm and 45 cm. A special mention
needs to be made for the station LEME (Cyprus) which
shows a significant variability on the daily precision of its

code measurements (IQR value is about 270 cm), yet the
median the daily precision is only 23 cm.

2.3 Assessment of Baseline Processing

The next part of the GNSS data processing refers to the
analysis of network baselines. This part consists of three
individual sub-steps: the formation of the independent base-
lines which will enter into the last stage of the GNSS data
processing procedure (i.e., daily network adjustment), the
identification and correction of cycle slips that exist in the
baseline data, and the estimation of the baseline integer
ambiguities. It should be noted that among these steps the
Bernese software performs a number of different strategies
for cleaning the baseline data, but we will not refer to
these procedures herein and we focus only to the three
aforementioned sub-steps.

Applying the OBSMAX strategy (Dach et al. 2015) a
number of network baselines were formed for each daily data
session. This number varies from 26 to 41 within the entire
time period of the GNSS data (see Fig. 5a). The baseline
lengths vary from 4 km to 3,222 km, whereas the median
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Fig. 5 Diagnostics from the daily processing in the regional GNSS network: (a) number of stations, (b) number of double difference observations
per baseline, (c) normalized number of cycle slips, and (d) percentage of ambiguity resolution

baseline length in the daily networks is 735 km. During the
cycle slip correction step, 75 out of 75,062 baselines were
rejected due to large RMS values (>2 cm) in their estimated
components. In order to reject these baselines and send
the Bernese engine back to the single difference formation
step, the responsible stations for unaccepted RMS values
were identified with the help of auxiliary scripts that were
internally applied into the processing procedure. The median
of the RMS values of the rest baselines is 11 mm. Figure
5c depicts the daily normalized number of cycle slips per
baseline.

Depending on the baseline length, three different ambi-
guity resolution strategies were applied in the analyzed
network (see Table 1). The average ambiguity resolution
percentage of the whole processing is 91% and the maxi-
mum and minimum values are 80% and 98% respectively.
The ambiguity resolution percentage exhibits an intensive
annual periodicity with maximum values occurring during
the winter and minimum values in the summer period (see
Fig. 5d).

2.4 Daily Network Solutions

The last part of the daily GNSS data processing is the
network adjustment based on the double-difference obser-
vational model (e.g., Leick 1995; Hofmann-Wellenhof et
al. 2001). This strategy employs the observations of all
stations simultaneously by taking into account the generated

mathematical correlations among the input observables. The
double-differenced observations were adjusted two times, the
first one performed before the ambiguity resolution (free net-
work solution) and the second one after treating the resolved
ambiguities as known fixed parameters (fix network solu-
tion). The median of the daily RMS values of the estimated
coordinates for the whole time period is 1.6 mm in the free
network solution. In contrast to the free solution, the addition
of the resolved ambiguities improved the precision in all
components of the daily estimated coordinates. Specifically,
the median of the daily RMS values is 0.8 mm for the
X and Z components and 0.4 mm for the Y component.
Moreover, the variability of the daily RMS values for the
estimated coordinates of all stations decreased with respect to
the free daily solutions. The Cypriot stations have the lowest
precision of daily estimated coordinates in the Y component,
which is almost two times worse than the median value over
the entire network.

3 Multi-Year Adjustment
and Estimation of Station Velocities

The multi-year solution in the regional network of Fig.
2 was computed by combining, at the parameter level,
the results obtained from the daily GNSS data processing.
Specifically, the station positions and velocities were esti-
mated with the Bernese software v5.2 on the basis of 1878
constraint-free daily solutions using the normal equations
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(NEQ) stacking strategy. The reference frame of the multi-
year solution is IGb08 (Rebischung et al. 2012) and it was
enforced through a no-net-translation (NNT) condition on
the positions and velocities of 24 EPN (Class A) selected
reference stations shown in Fig. 2. The reference epoch
for the estimated positions was set to 2,005.0, in accor-
dance with the reference epoch of the official IGb08 frame.

The daily NEQ stacking and the multi-year network
adjustment was performed iteratively in order to identify sta-
tion position discontinuities and outliers in the available data.
Tight relative constraints (<0.01 mm/year) were applied to
the estimated station velocities before and after the detected
position discontinuities. At each iteration step the post-fit
residuals were analyzed separately for each station using the
FODITS module which is included in the Bernese software.
Two iteration cycles were enough for detecting a total of
11 discontinuities and 16 outliers in the analyzed data.
To ensure full compliance of the final multi-year solution
with the IGb08 frame, six additional discontinuities at EPN

Fig. 6 RMS of daily post-fit residuals in the multi-year solution

stations were incorporated from the official EUREF solution.
It is noted that 15 out of the total 17 discontinuities were
caused by equipment changes at EPN stations. The other
two position discontinuities occurred at CYPOS stations
(LEFK, PAFO) for unknown reasons, yet none of these
stations showed evidence of suspected discontinuity on their
associated velocity vectors. The RMS values of the post-fit
daily residuals in the multi-year solution are shown in Fig. 6
separately for each topocentric component. The respective
RMS values for the horizontal components (north/east) of
the daily residuals range from 1 mm to 2 mm, whereas the
up component does not exceed the level of 5–6 mm. The
time series of the estimated Helmert parameters between the
multi-year solution and the daily solutions (after their NNT
constraining to IGb08 using the official coordinates at the 24
selected EPN reference stations) are shown in Fig. 7.

The estimated position and velocities of the CYPOS
stations with respect to IGb08 are given in Table 2. These
values have been also transformed to the European Terres-
trial Reference System (ETRF2000 realization) using the
official transformation tool from the EUREF website (see
also Altamimi 2018) and the results are shown in Table 3.
Figure 8a, b depict the horizontal velocities of all Cypriot
stations in the IGb08 and ETRF2000 frames, respectively.
The vertical velocities are not plotted here as their values
are rather negligible, with the exception of stations LARN
and PAFO. The first one shows a significant vertical motion
with downward trend of about 5 mm/year (the nature of this
localized vertical motion is currently under investigation)
while the second exhibits a considerable uplift at a rate of
1.7 mm/year.

For the purpose of verifying the accuracy of the
final multi-year solution, the estimated velocities at the
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Fig. 8 Estimated horizontal velocities at the Cypriot GNSS stations in the IGb08 frame (left) and the ETRF2000 frame (right)

Fig. 9 The velocity differences at 35 EPN stations (NICO included) in the IGb08 frame at the (a) horizontal and (b) vertical level. The differences
are taken between the official values provided by EUREF (EPN_A_IGb08_C1934) and the estimated values from our multi-year solution

35 EPN stations have been compared with the official
velocity values provided by EUREF in the IGb08 frame
(EPN_A_IGb08_C1934). Figure 9 shows the velocity
differences at 35 EPN stations (NICO included) in the
IGb08 frame at the horizontal (Fig. 9a) and the vertical
level (Fig. 9b), while Fig. 10 depicts the histograms of these
velocity differences for the north, east and up components.
Their average value is close to zero (<0.1 mm/year) for all
three components, whereas their dispersion for the north,
east and up components is 0.6 mm/year, 0.4 mm/year and
0.5 mm/year, respectively. Based on these values, it can be
inferred that the multi-year solution exhibits a very good
agreement with the official EUREF velocities. The existing
differences are mainly due to the different time spans of the
used daily observations (62 months in our case vs. 25 years
in the case of EUREF’s multi-year solution), the different
computational strategies (NEQ stacking in our case vs. time-
series stacking in the case of EUREF’s multi-year solution),
and the different sets of reference stations that were used for
datum definition in the respective solutions.

4 Summary

The daily GNSS data of the CYPOS network were processed
for a total of 1,878 days within the period 2011–2017, jointly
with a subset of 34 stations of the EUREF Permanent GNSS
network. Overall, all Cypriot stations provided high quality
data with excellent signal tracking performance, observing
on average 15 satellites per day and 2 arcs per day for
each satellite. The mean ambiguity resolution percentage in
the daily solutions of the above network is 91%, whereas
the average precision of the daily estimated coordinates is
0.8 mm for the X and Z components and 0.4 mm for the
Y component. The constraint-free daily solutions have been
subsequently used to compute a multi-year secular solution
in the IGb08 frame through the NEQ stacking strategy
by applying the NNT condition on the coordinates (posi-
tions C velocities) of 24 EPN Class-A reference stations.
The resulting solution delivered a high-quality densification
of the International Terrestrial Reference Frame in the region
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Fig. 10 Histograms of the velocity differences at 35 EPN stations (NICO included) in the IGb08 frame. The differences are taken between the
official values provided by EUREF (EPN_A_IGb08_C1934) and the estimated values from our multi-year solution

of Cyprus, and gave a reliable estimate of the velocity field
at the CYPOS stations. The analysis presented in this study
will be further continued with the assimilation of additional
daily data from the CYPOS stations (after 2017) and the
re-computation of a new multi-year solution in the IGS14
reference frame.
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Abstract

The National Geographic Institute of Spain (IGN Spain) develops, operates, and exploits
the Spanish national geodetic networks and their associated infrastructure. This includes
the permanent networks of reference GNSS (Global Navigation Satellite System) receivers,
VLBI (Very Long Baseline Interferometry) telescopes, and a new SLR (Satellite Laser
Ranging) station under construction at the Yebes Observatory. In order to fully exploit
the opportunities offered by the availability of these space geodetic techniques, IGN has
been operating Analysis Centres of GNSS and VLBI for a number of years, with the recent
addition of an Associated Analysis Centre of the International Laser Ranging Service.

IGN Spain is a EUREF Analysis Centre since 2001, contributing with their weekly
and daily coordinate solutions to the realisation of the European Terrestrial Reference
System. The activities of the AC include projects such as IBERRED, for geodynamic
purposes, and the participation in the European E-GVAP programme for meteorological
applications. Over the last years, IGN Spain has expanded its contribution to geodetic VLBI
analysis, starting in 2019 the operational analysis of VLBI sessions and the submission of
the respective solutions (containing consistently estimated Earth Orientation Parameters,
station coordinates and source positions) to the International VLBI Service for Geodesy and
Astrometry (IVS). Additionally, the reprocessing of the historical VLBI data since 1979 is
ongoing, which is the basis for future contributions to the IVS combination series that will
be provided for future realisations of the international terrestrial reference frame (ITRF).
The latest addition to IGN Spain analysis capabilities is the IGN-Yebes Associated Analysis
Centre. Highlights of its activities are the participation in the ITRF2020 reprocessing in
collaboration with the Analysis Centre NSGF in the UK, and the computation of SLR
centre-of-mass corrections for spherical geodetic satellites.

IGN strives to further exploit the synergies between these groups and work towards the
combined analysis of the data. A description of the analysis activities of IGN Spain, along
with its future prospects, is presented.
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Fig. 1 Aerial view of the Observatory of Yebes, with the 40 m VLBI telescope in the foreground and the VGOS antenna to the right hand side
(H.M. Pérez Martínez)

1 Introduction

The geodetic infrastructure required to meet the present and
future challenges of this discipline range from affordable
GNSS receivers deployed in the field to full-blown obser-
vatories with a host of complex instruments. Permanent
geodetic networks of observing stations and tide gauges;
technique-specific instrumentation and ancillary equipment;
satellite constellations; computing resources and analysis
centres; and data archival and distribution systems, among a
multitude of others, are all part of this complex infrastruc-
ture (National Research Council 2010). The construction,
maintenance and operation of the hardware and facilities
involved is a costly endeavour, taken up by a large number
of national public agencies and organisations. The societal
benefits arising from this effort are manifold and go beyond
the contribution to geoscientific research for which precise
geodesy provides a basis (National Research Council 2010).

The National Geographic Institute of Spain (IGN Spain,
Instituto Geográfico Nacional) is the Spanish agency respon-
sible for the design, maintenance and running of the na-
tional geodetic networks. This currently includes a network
of permanent GNSS stations, tide gauges, legacy and new
generation VLBI telescopes, and in the near future a modern,
new SLR station. The Observatory of Yebes (Guadalajara),
Fig. 1, with a long history of astronomical VLBI research

J. A. López-P. · E. Martínez · B. Vaquero · P. de Vicente
Yebes Observatory (IGN), Yebes, Guadalajara, Spain

activities, has contributed geodetic VLBI observations since
1995. In 2014 a new VGOS (VLBI Global Observing Sys-
tem) radiotelescope was installed. This was the first of the
four antennas planned within the RAEGE project (Atlantic
Network of Geodynamical Fundamental Stations1), which
entails the construction of VGOS radiotelescopes in Span-
ish and Portuguese territories in the North Atlantic region
(López-Pérez 2021). With the addition of the SLR system
under construction, expected in 2023, Yebes Observatory
will become a core site of the Global Geodetic Observing
System.

Beyond the most conspicuous physical facilities and in-
strumentation, the material and human resources required for
the processing and analysis of global geodetic data is an inte-
gral part of the precise global geodetic infrastructure, result-
ing in primary and derived products that ultimately enable the
exploitation of the observations for scientific and practical
use. In parallel with the development of the ground observa-
tion networks for various techniques, IGN Spain has devoted
ample resources to boost and consolidate its expertise in the
area of the analysis of global geodetic data. In this paper we
describe recent, and planned activities of the existing IGN
analysis centres. These include the analysis of the techniques
GNSS, VLBI, and SLR, which IGN currently (or in the im-
mediate future) operates, contributing with its observations
to the products operationally generated by the respective
services of the International Association of Geodesy.

1https://www.raege.eu.

https://www.raege.eu
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Fig. 2 Spanish National GNSS Permanent Network (ERGNSS). Blue triangles are IGN stations; Green triangles are stations in a joint-ownership

2 GNSS

The GNSS Analysis Centre (AC) of IGN Spain has a long
history and broad experience in GNSS data processing. The
activities of this AC started in 1998, for the processing
of the Spanish National GNSS Permanent Station Network
(ERGNSS). Since then, it has been involved in many national
and international projects for both scientific research and
civil purposes. In the following, we detail some of the current
projects and lines of work of the analysis centre.

2.1 The Spanish National GNSS Permanent
Network and Real Time Positioning
Service

The Spanish permanent GNSS network, ERGNSS, is cur-
rently composed of 118 GNSS permanent stations homoge-
neously distributed throughout the national territory. Some
of these stations are in a joint ownership with institutions
that manage regional GNSS networks. Four stations are
integrated in the International GNSS Service (IGS) network
and 25 of them in the EUREF Permanent GNSS Network

(EPN). The location of the stations of the ERGNSS network
is shown in Fig. 2.

This network has two fundamental objectives. Firstly, the
maintenance of the geodetic frame through the publication
of RINEX2 data and support for postprocessing. Secondly,
together with all the GNSS stations operated by regional
institutions, the dissemination in real-time of the geodetic
frame through the Real Time Positioning Service (SPTR,
Servicio de Posicionamiento en Tiempo Real3). SPTR is an
accurate (cm level) real time and freely accessible GNSS
positioning service offered by IGN using GNSMART soft-
ware (GEO++4). SPTR is in operation since 2016 and gen-
erates GNSS differential network corrections for GPS and
GLONASS. The new service including also the GALILEO
and BEIDOU constellations became operational in January
2022. This service offers network-based solutions, commu-
nicating in real time to a server centre which sends to users
modelled corrections for the entire coverage area. Single
stations solutions are offered as well. This system finds ap-

2Receiver Independent Exchange Format, standard format used to
interchange satellite navigation system data.
3https://www.ign.es/web/ign/portal/gds-gnss-tiempo-real.
4https://www.geopp.de/gnsmart/.

https://www.ign.es/web/ign/portal/gds-gnss-tiempo-real
https://www.geopp.de/gnsmart/
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plications in the fields of surveying, cartography, agriculture,
and civil engineering among others.

2.2 EUREF Permanent GNSS Network
Analysis Centre

IGN is Analysis Centre of EUREF since 2001, processing
solutions for a subnetwork of GNSS permanent stations
covering mainly western Europe (Spain, Portugal, France,
Italy, Great Britain, Ireland...). The primary purpose is to
provide access to the European Terrestrial Reference Sys-
tem 89 (ETRS89), making available GNSS tracking data
as well as the time series of precise positions, velocities
and tropospheric parameters. The AC computes daily and
weekly station positions along with station tropospheric
parameters (zenith total delays and gradients). The so-called
rapid products are available with a latency of one day and
are computed using rapid orbits and clocks provided by the
Center for Orbit Determination in Europe, (Dach et al. 2020).
The final products are available with a latency of three weeks
and a combined weekly solution is obtained. The software
currently used by the AC is Bernese GNSS Software Version
5.2 (Dach et al. 2018), for the processing of GPS, GLONASS
and GALILEO observables .

In addition to the routine processing activities, the IGN
AC participates in EUREF reprocessing efforts and its den-
sification projects. Repro campaigns consist in the repro-
cessing of historical data employing strategies agreed by
the analysis community for the removal of the influence of
reference frame changes, including upgrades of modelling
standards and software implementations. The EPN densifi-
cation (Kenyeres et al. 2019) aims to realise a homogeneous,
high quality position and velocity product in a well defined
reference frame. IGN contributes to the EPN densification
project with the regular submission of the IBERRED data
analysis results, detailed in the next section.

2.3 IBERRED

Apart from the more than 100 GNSS permanent stations of
the ERGNSS network, there are several public GNSS per-
manent stations installed in the Iberian Peninsula and its sur-
roundings, owned by a number of different institutions from
Spain and Portugal. IGN processes continuously the majority
of these stations (480 stations approximately) in a project
called IBERRED (Valdés et al. 2012a). The main objective
of IBERRED is the densification of the ERGNSS, getting
precise coordinate estimes for other projects, monitoring the
behavior of the different stations for geodynamic purposes,
and obtaining their position time series and velocity estima-
tion (e.g. Fig. 3). The solutions are submitted to the EUREF

Dense Velocities Project, whose objective is the realisation of
a continental-scale, homogeneous, high quality position and
velocity product in Europe.5 Weekly and daily processing is
carried out with precise and rapid orbits, respectively. The
coordinates from a subnetwork of IBERRED, in combination
with solutions from other regional GNSS analysis centres,
are used to obtain the official coordinates of the Spanish
GNSS stations every year.

2.4 GNSS Tropospheric Products for
Meteorology

At the request of the Meteorological State Agency of Spain
(AEMET), IGN participates since 2008 in the E-GVAP
project6 as an expert GNSS processing institution. The goal
of E-GVAP is the application of GNSS data in the field
of meteorology, as a near real-time input to the operational
numerical weather prediction models. Provided that station
coordinates are precisely known, the delay caused by the
troposphere in the GNSS signals can be estimated accu-
rately. This parameter, the Zenith Total Delay (ZTD), is
determined through the set of slant path delays from each
station to all visible satellites, and it is closely related to
the content of water vapor in the atmosphere. Assimilating
the estimated ZTD into numerical weather prediction models
can significantly improve them. As part of its contribution,
the IGN AC processes more than 300 GNSS stations every
hour in the target geographic area (Valdés et al. 2012b). All
the observations from the previous hour are processed, and
ZTDs estimated at time steps of 15 min. These are then
immediately distributed to the meteorological agencies.

2.5 Other Analysis and Research Activities

Other research activities in the field of the GNSS in which
IGN is involved include the following:
– Volcano monitoring system. IGN develops, operates, and

exploits the Spanish national geodetic networks and their
associated infrastructure. This includes GNSS networks
designed for the monitoring of volcanic activity and the
assessment of the associated risks. In the Canary Islands,
a regional GNSS network is specially designed and pro-
cessed to monitor local deformations.

– Tsunami warning system. GNSS data are used to study
the ionospheric electron density by analyzing the effect of
free electrons on the propagation of dual-frequency GNSS
signals. Earthquakes and tsunamis generate many differ-
ent waves in the atmosphere that can perturb the electronic

5https://epnd.sgo-penc.hu/.
6http://egvap.dmi.dk.

https://epnd.sgo-penc.hu/
http://egvap.dmi.dk.
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Fig. 3 Position time series,
relative to their mean values, of
IGNE GNSS station in Madrid
(Spain) w.r.t. ETRS89 (top:
North; middle: East; bottom: Up
component). The green vertical
lines show changes in the
reference frame, and the blue
lines receiver changes

density in the ionosphere. The propagation through the
ionosphere of the perturbations generated by these waves
originates the Travelling Ionospheric Disturbances (TID)
that can be remotely detected by GNSS. Based on this,
the IGN is investigating the integration of GNSS data into
the Spanish National Tsunami Warning System for the
verification of the occurrence of a tsunami before it arrives
at the Spanish coast (Cantavella et al. 2021).

– GNSS reflectometry (GNSS-R) is a technique used for the
study of variations in the height of sea level and inland
waters, as well as for the study of soil moisture, that

is based on the comparison of the direct and reflected
noise signal on GNSS stations. The main advantage of
this method is that allows the connection between sea
level measurements and the global terrestrial reference
frame. With this objective, IGN has conducted a study to
compare the sea level time series determined by means
of GNSS-R with tide gauge measurements in Spanish
stations (Puente et al. 2019). A historical reprocessing of
the observations of GNSS receivers co-located with tide
gauges is planned to expand the reflectometry time series
and perform long-term comparisons.
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3 VLBI

IGN has a strong background concerning the technical as-
pects of geodetic VLBI, and hosts VLBI infrastructure: a 40-
meter diameter radio telescope located in Yebes (Guadala-
jara) that participates in VLBI geodetic observation cam-
paigns since 2008, and the VGOS radio telescopes of the
RAEGE project (López-Pérez 2021). In order to expand
its contribution to geodetic VLBI analysis, IGN set up an
analysis team in 2018. As result of this effort, IGN is an
official Analysis Centre of the International VLBI Service
for Geodesy and Astrometry (IVS) (Nothnagel et al. 2017)
since March 2020. The activities of this AC are summarized
in the lines of work detailed below.

3.1 Contribution to the IVS

The IVS is in charge of providing VLBI data and products
for the scientific community. Among others, IVS products
consist of terrestrial and celestial reference frames and Earth
Orientation Parameters (EOPs). Solutions in SINEX format7

estimated by individual Analysis Centres are combined by
the IVS Combination Centre.

After test period, IGN started to provide operational
solutions for 24 h IVS R1 and R4 sessions in March 2020.
Since then, around 150 solutions have been submitted to the
IVS Combination Centre. The products should be uploaded
in less than 24 h since the data is available. These solu-
tions include estimates of the full set of Earth Orientation
Parameters, as well as station and source coordinates. The
processing is fully automatized except for the manual inter-
action usually needed in VLBI analysis in order to identify
outliers and clock breaks in the residuals. For the analysis
of the VLBI sessions, the software package Where (Kirkvik
et al. 2017) is used.

The efforts of the analysis team are now focused on the
reprocessing of historical VLBI data since 1979, in order to
be ready to contribute to future realisations of the Interna-
tional Terrestrial Reference System within the IVS solution.
In addition, it is also foreseen to participate in the future in
the operational analysis of VLBI intensives sessions, for the
rapid determination of UT1.

3.2 Research Activities

The activity of the AC is not limited to the computation
of IVS routine products, but it strives to pursue its own
lines of research. The team has conducted studies on the

7Solution INdependent EXchange data format, used in the geode-
tic community to store and transfer the solutions derived in var-
ious types of analysis: https://www.iers.org/IERS/EN/Organization/
AnalysisCoordinator/SinexFormat/sinex.html.

topic of geodetic VLBI analysis that have already led to
publications in the scientific literature. These contributions
are summarised below.

A first study (Puente 2021) was focused on the influence
of a priori Zenith Wet Delays (ZWD) in the analysis of
VLBI CONT sessions. The aim of this paper was to study
impact of including external GNSS estimates to model a
priori ZWD in VLBI analysis, as well as other models of
a priori ZWD. It should be noted that troposphere delay is
one of the major sources of error in VLBI analysis. As result
of this work, it was found that modelling a priori ZWD has
no significant impact either on the VLBI baseline length and
coordinates repeatabilities. Nevertheless, using a model for
a priori ZWD can modify the magnitude of the estimated
coordinates a few millimeters in the up component with
respect to the non-modelling approach. Additionally, it was
found that modelling a priori ZWD has a small but significant
impact on EOPs and troposphere estimates.

A second work (Puente et al. 2021) was devoted to
the comparison of common VLBI and GNSS estimates in
CONT17 campaign (Behrend et al. 2020). The aim of CONT
campaigns is to acquire VLBI data during 15 days of contin-
uous sessions to serve a variety of scientific and technical
purposes. In the referred work, VLBI estimates of EOPs,
station coordinates and troposphere – Zenith Total Delays
(ZTD) and gradients – were compared to those estimated
through GNSS observations. Solutions from different AC
were considered in the comparison analysis, including all
the available IVS and IGS solutions and two VLBI series
obtained by IGN, using Where and VieVS (Böhm et al.
2018) software packages. This extensive analysis provides a
representative view of the inter-technique differences under
the same observation conditions.

Finally, there is also an ongoing activity related to the
assessment of the performance of VGOS sessions. This
activity is mainly focused on the sessions in which RAEGE
antennas are involved, so that appropriate feedback can be
provided to the station managers.

4 SLR

IGN started its involvement with the International Laser
Ranging Service (ILRS) (Pearlman et al. 2019) during the
design stages of the new Satellite Laser Ranging station at
the Observatory of Yebes. Concurrently with the construction
phase of the system, the first activities in the area of data
analysis have emerged. Since September 2020, IGN-Yebes
is a new Associate Analysis Centre (AAC) of the ILRS. The
activities of this AAC since its creation have focused on tasks
related to the ILRS contribution to the forthcoming release of
the International Terrestrial Reference Frame (ITRF), in the
shape of two different efforts detailed below.

https://www.iers.org/IERS/EN/Organization/AnalysisCoordinator/SinexFormat/sinex.html
https://www.iers.org/IERS/EN/Organization/AnalysisCoordinator/SinexFormat/sinex.html


Geodetic Analyses at the National Geographic Institute of Spain 101

4.1 SLR Reprocessing for ITRF

A close collaboration between the ILRS Analysis Centre
NSGF (NERC Space Geodesy Facility, UK8) and IGN-Yebes
AAC was established for the SLR data reprocessing for
ITRF2020. The collaboration enabled the timely delivery of
the reanalysis, by distributing the burden of assorted issues
that arise in the production of these kinds of products, such
as software development tasks, implementation of new or
updated models, new output formatting requirements, and
numerous data quality checks.

Preparations for the reprocessing efforts began within
the ILRS Analysis Standing Committee (ASC) in 2020.
A number of updates were introduced in the processing
strategy. Among these, a major highlight is the new handling
of systematic errors in SLR data (Pavlis et al. 2021). The
impact of the presence of errors in some critical SLR-
derived products was put into sharp relief (Appleby et al.
2016) by the time of publication of ITRF2014. Numerous
investigations on this topic followed within the ILRS ASC
(Luceri et al. 2019), eventually leading to the adoption of a
new analysis strategy to handle range biases, and to a major
update of the so-called centre of mass corrections to the
spherical geodetic satellites employed by the ILRS in the
generation of its official products (Rodríguez et al. 2019).
Another significant update in the ILRS reprocessing is the
inclusion of new blocks in the SINEX solutions to detail all
the corrections applied to the observations. These comprise
the set of corrections derived from the combination of the
range biases estimated by all ACs in an ILRS ASC pilot
project (Pavlis et al. 2021); the new target signature offset
values (centre of mass corrections) (Rodríguez et al. 2019);
time corrections, mainly from results obtained by the T2L2
experiment on the Jason-2 satellite (Exertier et al. 2017); and
known offsets arising from engineering issues communicated
by the stations. The breakdown of all the corrections serve
the double purpose of i) enabling a strict quality control of
the solutions; ii) providing end users with all the quantities
that, together with the raw observations, led to the final
results obtained. Other new items include the implementation
of the recommended model of the high-frequency Earth ori-
entation parameters, the adoption of the IERS secular linear
pole model, and the use of gravity models based on the latest
GRACE release with associated dealiasing product AOAD
(Dobslaw et al. 2017). The specific gravity model employed
for the reanalysis in the NSGF/IGN-Yebes solutions was
EIGEN-GRGS.RL04.MEAN-FIELD (Lemoine et al. 2019).

NSGF and IGN-Yebes implemented the required changes
in the software package SATAN (Sinclair and Appleby
1988), which currently is co-developed by the two centres.
The reprocessing comprised almost 40 years of observations

8http://sgf.rgo.ac.uk/analysis.

(1983–2020). The solutions are split in two parts, with a
first period of 15-day solutions based only on LAGEOS-
1 observations, 1983–1993. Here station coordinates are
estimated once for the whole arc, and EOPs every three days
due to the inherent weakness of the solutions with a single
satellite available. This is followed from 1993 onward by 7-
day arc combined solutions from LAGEOS-1 and LAGEOS-
2, plus Etalon-1 and Etalon-2 observations when these are
available in sufficient volumes (since 1995 approximately).
For the almost last 30 years of data, daily EOPs (polar motion
and LOD) are estimated in the combined solutions, and
station coordinates are estimated at the mid-point of the arc,
along with the state vectors and other dynamical parameters.

The use of more satellite targets, plus the combination
of many cumulative instrumental and modelling improve-
ments achieved throughout the period of analysis, results
in improvements of the post-fit RMS of the LAGEOS-1
observations from almost 4 cm in the 1983–1993 period to
less than 8 mm in the last decade. For the best stations of the
network these figures are in the order of less than 3 cm for
the old, single satellite data, and the less than 7 mm obtained
with modern data with our setup.

4.2 Target Signature Modelling

IGN-Yebes AAC has provided the latest updates to the set
of target signature offset values adopted by the ILRS ASC
for all its products (including the ITRF2020 reprocessing).
These are fundamental corrections required in the geodetic
analysis of SLR data relating the time of flight observations
to the centre of mass of the spacecraft, i.e. the actual points
whose motions are computed in the orbital analysis. The cen-
tre of mass offsets account for the spread and therefore ad-
ditional delay that the laser pulses experience when reflected
off several cube corners arranged over an spherical surface.
The calculation of the average optical reflection points and
the timing delays caused by the detection equipment requires
the use of satellite- and system-specific information, result-
ing in a set of values that represent the average corrections to
apply per normal point9 (NP).

The modelling upgrade upon which the currently adopted
set of values is based on is that given in Rodríguez et al.
(2019), where the more detailed approach relative to previous
efforts for the computation of these offsets is discussed.
Several minor updates to the values of several stations have
been produced since the first release, thanks to the input
of several users who noticed a few discrepancies in the
correction tables. The latest update was originated by the
need to reprocess the so-called historical SLR data from

9SLR observations compressed to single values at fixed intervals fol-
lowing certain algorithm; the most common data format for geodetic
analysis.

http://sgf.rgo.ac.uk/analysis.
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the 1980s. Although correction values for many of these
stations had been computed and made available in the orig-
inal release of the tables, these had not been tested “in the
field”. In the reanalysis campaign it was quickly realised that
several prominent stations with a strong data contribution
in this period were missing, due to inconsistencies between
the records and logs available for the pre-ILRS network.
Fortunately, most of those stations were part of the first
generation of NASA MOBLAS systems, for which several
values had already been computed. The pragmatic solution
proposed by IGN-Yebes and accepted by the ILRS ASC
consisted in computing the average values of all the systems
with identical hardware, according to the records, to fill
the missing values. At this point, it must be stressed that
the precision levels attained by the SLR network in the
1980s were much poorer than current ILRS standards. Those
systems were two hardware generations behind the state
of the art; lasers, detectors and timers were plagued by a
multitude of instrumental limitations; and the standardis-
ation, guidelines and quality control procedures observed
today were lacking. Furthermore, detailed information on the
hardware configuration and operation of those stations is not
always available. As a result, striving to model the behaviour
of the pre-ILRS systems with the level of detail possible for
the current stations is of limited practical use. At any rate,
a strong motivation for providing the missing values on the
basis of the same modelling standards is consistency, and
with it the possibility to perform meaningful comparisons
between data from different stations.

The combined effect of the newly adopted set of centre of
mass corrections and the new handling of systematic errors
in the solutions results in a scale change of the SLR-specific
frame of up to 1 ppb. Of this, the centre of mass corrections
alone are responsible for about 0.65 ppb (Rodríguez et al.
2019). Although it must be noted that the co-estimation of
range biases with station coordinates absorbs errors in the
centre of mass values and are therefore not additive, the
overall scale change that can be attributed to the upgraded
centre of mass corrections is nevertheless evidence of smaller
remaining errors in the technique and its analysis. While
previously the scale difference between SLR and VLBI
was quantified as 1:37 ˙ 0:10 ppb in ITRF2014 (Altamimi
et al. 2017), the SLR solutions provided for ITRF2020 (both
NSGF/IGN-Yebes as well as those from other ACs) result in
a much closer agreement between the two techniques, down
to approximately 0.3 ppb (Pavlis et al. 2021).

The target signature offsets employed in the ITRF2020
ILRS reprocessing, and subsequent updates including the
missing values for core stations operating in the 1983-1993
period, as well as supporting material, can be retrieved from
the Yebes Observatory website.10

10https://icts-yebes.oan.es/slr.

5 Conclusions

Geodetic science and its results underpin most research
of the Earth system. A number of scientific areas depend
directly on the availability of a geodetic infrastructure that
provides observations and products with as complete a global
coverage as possible. These include sea-level change, terres-
trial water cycle, geological hazards, weather and climate,
and geodynamics. Additionally, geodetic products enable
many practical applications of enormous societal benefits
such as early warning systems for natural hazards, road
and sea autonomous navigation, precision agriculture, and
the precise navigation and orbit determination of Earth-
orbiting spacecraft. The availability of geodetic products,
their timely delivery, quality and constant improvement is the
responsibility of technique-specific analysis centres, funded
and run by many different institutions internationally.

The National Geographic Institute of Spain currently
counts with analysis centres in GNSS, VLBI, and SLR. In
this paper we have reviewed their most salient contributions
and recent activities. IGN GNSS AC is fully operational and
trained in processing a vast network of stations. The AC is
prepared to process solutions with the latest developments
in the area of GNSS (e.g. GALILEO observables, regional
and global networks). Its current lines of work are aimed
at expanding its research activities and reach, open to new
projects and both national and international collaborations.
Regarding VLBI analysis, IGN has managed to become
an official IVS Analysis Centre and to develop its own
research. The goal is now set on extending both activities, by
increasing its contribution to IVS products and by working
on new research lines. Regarding SLR, the recently created
ILRS Associate Analysis Centre IGN-Yebes is actively
involved with the ILRS Analysis Standing Committee and
other ACs for the production of global solutions, including
the contribution to ITRF2020 through a collaboration with
NSGF AC (UK), and working towards improving some
aspects of the data analysis.

An advantage that stems from having analysis capabilities
as well as operational responsibilities within the same insti-
tute is that the communication between analysts, engineers
and operators, can improve. This is particularly important for
techniques such as VLBI and SLR, both with a significant
amount of manual intervention and much greater complexity
in the preparation and running of the observations, com-
pared to a system such as GNSS. Technical issues such as
e.g. system calibrations, observational policy, scheduling, or
which metadata is provided with the observations, among
others, all have a potential impact on their quality and/or
their correct interpretation by analysts. Conversely, timely
and readily accessible feedback from the latter can help with
the adoption of adequate decisions by the operators, and
guide engineers towards issues that may need their attention.

https://icts-yebes.oan.es/slr.
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From the point of view of the analysis of geodetic data, it is
certainly not a requirement to count with expertise in every
technique in the same institution. On the other hand, where
this is available, the existence of significant overlap in many
areas between the different techniques can lead to increased
opportunities for collaboration. Beyond their individual ac-
tivities, the current plan at IGN is to boost the internal
collaboration between the existing analysis centres, towards
the production of combined results for the determination of
global geodetic parameters. This is an active research area in
the geodetic community, always pursuing new strategies to
unleash the greatest possible accuracy.
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Abstract

In a joint effort, experts from measurement science and space-geodesy develop instrumen-
tation and methods to further strengthen traceability to the SI definition of the metre for
geodetic reference frames (GRF). GRFs are based on space-geodetic observations. Local-
tie surveys at co-location sites play an important role for their computation. Novel tools are
hence developed for reference point monitoring, but also for local tie vector determination
and ground truth provision. This contribution reports on the instrumental approaches and
achievements after 24 months project duration and discusses the remaining work in the
project.
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1 Introduction

Geodetic reference frames (GRF) are essential for all georef-
erencing services. Geoscientists observe global phenomena
over decades often by monitoring tiny annual changes. Sea
levels, e.g., develop in the order of one millimetre per
year. GRF coordinates are the result of multiple sources
of input from measurements performed all over the world.
The traceability chain to the SI definition of the metre is
therefore highly complex. First, each traceability step to
the SI needs to be assured for each of the space-geodetic
methods themselves. Comparison against SI-traceable ref-
erence distances on ground is a very direct way to do this.
But this approach requires distances over several kilometres
allowing methods like Satellite-Laser-Ranging a satisfactory
measurement resolution by their time-of-flight measurement
principle. The uncertainty of these long distances should not
exceed 1 mm over 5 km. For the joint analysis, traceability
must be ensured by the local tie vectors that manifest the
geometrical link between the contributing observations. In
order to improve the uncertainty and long-term stability of
GRF coordinates further, space-geodetic instrumentation and
local tie metrology need to be advanced (Gross et al. 2009).

One key challenge to provide low-uncertainty SI-trace-
ability for terrestrial long-range 1D measurements is the
fact that the air refractive index needs to be known to a
level considerably better than 10�6. This corresponds to an
uncertainty of the temperature to better than 1 K or of the
ambient pressure to better than 3 mbar along the whole beam
path. The standard approach uses a sensor network ideally
distributed along the whole distance. Their observations are
averaged and set into the compensation formulas by Ciddor
(1996) or Bönsch and Potulski (1998), for example. But
for outdoor measurements, the local temperature depends on
multiple factors, like shadowing, cloud density, ground mate-
rial, or the current wind speed, which limits the practically
achievable uncertainty. During the last decade, European
length metrologists have developed novel instrumentation
for surveying applications with low uncertainty (Pollinger
et al. 2016). The European GeoMetre project intends to
develop instrumentation for terrestrial SI-traceable distance
measurements further and to find sensible ways for their
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contribution to an improved SI traceability of GRFs. In this
contribution, we present a survey on the results achieved so
far in the project. For a deeper discussion, including a more
thorough literature review for each topic, we would like to
refer the reader to the respective original publications.

2 Instrumentation Development

In order to achieve the targeted low uncertainty of refrac-
tivity compensation using environmental sensors, we have
systematically investigated several interpolation schemes,
proposing an optimized sensor distribution and numerical
interpolation scheme (Neyezhmakov et al. 2020a,b). During
our work, we also noted a subtle but fatal sign error in the
IAG-recommended publication for the group index of refrac-
tion by Ciddor and Hill from 1999, leading to a deviation of
more than 2 ppm for typical electro-optical distance meter
(Pollinger 2020). But beyond networks of point sensors, sen-
sors probing the whole beam path seem preferable: the prob-
ing sensor does not affect the temperature distribution along
the beam path, and the beam can trespass the probed volume
directly. This can be achieved, e.g., by measurement of the
speed of sound in the air traversed by the measurement beam.
The Cramer equation (1993) connects this quantity to the
thermodynamic air properties, in particular the temperature.
Indoors, Korpelainen and Lassila demonstrated an acoustic
temperature measurement over several meters (2004). Under
well-defined geometries, uncertainties of 0.1 K have been
achieved (Underwood et al. 2015). Recently, we performed
demonstration measurements outdoors up to 200 m (Pisani
et al. 2018). To lower the uncertainty limit for the long-
range outdoor measurements, we thoroughly revised the
experimental set-up and studied the uncertainty and validity
of the Cramer equation for typical outdoor conditions. The
results of these verification measurements, making use of
a spherical resonator originally designed for the refinement
of the Boltzmann constant (Gavioso et al. 2011), will be
available soon. A major challenge for this method are sound
reflections from the ground or other scatterers in the emission
cone of the microphones. Optical beams are easier to confine.
We pursue spectroscopic thermometry as alternative tech-
nology for this reason. This method probes the population
of different oxygen molecule excitation states to derive
the thermodynamic temperature. This principle has been
demonstrated over 860 m (Tomberg et al. 2017). We are now
developing this method towards larger flexibility, targeting a
setup with emitter and detector at the same measurement end.
For both methods, an overall uncertainty of the measured
effective temperature of approx. 0.3 K is targeted.

As an alternative to the explicit measurement of the
environmental parameters by additional equipment, an in-
situ integration of the refractivity compensation to the length
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measurement seems appealing. Since the late 1960s, it is
known that the geometric path length can be derived from an
optical path measurement with two different optical wave-
lengths. From early on, instrumentation has been built to
exploit this measurement principle for geodetic applications
(Earnshaw and Hernandez 1972, e.g.), leading to the com-
mercial terrameter instrument in the early 1980s (Huggett
1981). The method seems straightforward, however, suffers
from the highly unfavorable uncertainty scaling. The key
to a compensated range measurement using low uncertainty
remains a low uncertainty distance measurement of the
uncompensated optical path lengths. Advance in radio fre-
quency modulation technique has enabled a distance meter
based on intensity modulation with an operation frequency
of up to 6 GHz (Guillory et al. 2016), leading to an nominal
uncertainty of 4 �m for a ranging beam working at 1550 nm
up to 100 m if the refractive index is neglected (Guillory
et al. 2019). This so-called ‘Arpent’ system has already
demonstrated a measurement capability of more than 5 km.
In the GeoMetre project, we include a second working
carrier wavelength at 780 nm targeting the two-color dis-
persive compensation using this robust ranging technology.
The good performance of the telemetric system, both in
range accuracy and principle robustness against unfavorable
environmental conditions in comparison to interferometric
approaches, motivated us to use this system as core for a
multilateration system for large volume metrology, i.e. in a
volume of several tens of metres. We use the single wave-
length telemetric unit to feed four rotatable measurement
heads. A rotatable reflector which can be oriented towards
the measurements heads serves as target. The mechanical
design of the measurement head and the target adds to the
uncertainy only 4 �m and 9 �m, respectively (Guillory et al.
2020a,b).

As possibly more accurate alternative to modulation-
based ranging, we investigate absolute interferometry to real-
ize satisfactory two-color measurements. For the long range
measurement, we use the TeleYAG system developed for 1
km range as basis (Meiners-Hagen et al. 2015). This system
successfully demonstrated absolute interferometry with two-
color refractivity compensation up to 860 m (Meiners-Hagen
et al. 2017), but suffered from smaller technical issues. For
the upgrade, we developed a fiber-moderated superposition
scheme for the measurement beams at 532 and 1064 nm
wavelengths (Liu et al. 2020). Moreover, we use a custom-
designed achromatic lens system enabling long-range mea-
surements with a beam diameter of up to 120 mm for the
1064 nm measurement beam. The heterodyne interferometer
design allows a flexible measurement range and a lock-in
based colour separation. We designed an invar-based mount-
ing system, carefully optimized for mechanical and thermal
stability (Pilarski et al. 2021). The system components are
now complete and verification experiments are in preparation

Fig. 1 Long-range capable two-color interferometer head TeleYAG-II
developed by the GeoMetre project

(cf. Fig. 1). Moreover, we use absolute interferometry also
for a two-color capable multilateration system. For distances
of 10 to 50 m, 2f/3f modulation interferometry allows a
compact optical design, while keeping the multi-wavelength
measurement approach feasible (Röse et al. 2020).

Besides changing the scale, gradients in the index of
refraction are also well known to induce beam bending. We
investigate if the non-contact methods can help mitigating
this effect. Using the two-color method, it is possible to
derive the effective temperature in the beam from the optical
path by an auxiliary measurement of the ambient pressure
(Meiners-Hagen and Abou-Zeid 2008). The highly unfavor-
able uncertainty scaling, however, makes this measurement
extremely challenging (Röse et al. 2021). As a more robust
approach, we also work on a vertical grid of low-cost micro-
phones and sound detectors to use as an ultrasound-based
gradient thermometer. So far, a temperature resolution better
than 10 mK was demonstrated in the laboratory.

3 Reference Baselines

All instrumental developments need to be characterized and
compared against each other. For this, we established two
novel baselines in Poland: a 252 m reference baseline at the
Warsaw University of Technology and the novel European
reference network “EURO5000” in the Pieniny Kippen Belt
in Poland. The first baseline has seven pillars distributed
according to ISO 17123-4 (2012) and is also suitable to com-
pare the project’s different temperature-sensing technolo-
gies. EURO5000 consists of five baselines between 1 and
5 km. The novel terrestrial long range reference standards
will be studied and verified there. We will also compare
these measurements against global navigation satellite sys-
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tems (GNSS)-based distance measurements. We will apply a
new functional model for GNSS-based length determination
(García-Asenjo et al. 2021), modified for the inclusion of
tropospheric delays for the kilometric baselines (Baselga
et al. 2022). These measurements will be used to establish
reference baseline lengths traceable to the SI definition of
the metre with an uncertainty considerably below 1 mm. Fur-
ther field campaigns are planned at the renowned baselines
at Nummela and CERN. Thus validated, we will use the
Arpent system as reference for a comparison with an SLR
distance measurement at the space-geodetic co-location site
of Grasse, France.

4 Local Tie Metrology

A primary motivation of the GeoMetre project is a substantial
contribution to an improvement of local tie metrology. We
try a holistic approach, working on improved surveillance
network solutions, dynamic reference point monitoring and
improved transformation parameters between terrestrial and
GNSS observations. We perform our investigations at the
space-geodetic co-location sites of Metsähovi, Finland, and
Wettzell, Germany. The local networks for the local tie
monitoring were refurbished at both sites to reduce the
uncertainty of the scale of the local tie vector solutions.
Longer baselines were established to improve the orientation
solution of the terrestrial network observations. Arpent and
TeleYAG-II will be deployed for network campaigns in the
next months there. Critical is also the transformation between
terrestrial (local) reference system and GNSS (global) ref-
erence system. At Metsähovi, adapters for seamless GNSS-
terrestrial observations were systematically implemented to
the network. We also implemented observations of the local
gravity field to the overall network analysis in our effort to
reduce the datum problem in terrestrial local ties (Kallio et al.
2022).

A second challenge for local tie metrology is the deter-
mination of the reference point of the space-geodetic instru-
mentation. We propose a laser tracker based approach for
an antenna phase center calibration on site without the need
to remove the antennas from their permanent installations
(Bergstrand et al. 2020). We also investigated gravitational
deformation of modern VGOS twin telescopes at Onsala
using close-range photogrammetry and deriving a deforma-
tion model (Lösler et al. 2019b; Eschelbach et al. 2019).
The VLBI antenna deformation at the co-location site of Ny-
Ålesund, Norway, was monitored by a combination of ter-
restrial laser scanning and ranging. For the first time, we also
applied close range photogrammetry for the determination
of the SLR telescope reference point at Wettzell (Schüler
et al. 2019; Lösler et al. 2021) (see Fig. 2). Furthermore, we

Fig. 2 Close range photogrammetry for SLR reference point determi-
nation

developed a new algorithm which considerably eases the syn-
chronization requirements for telescope and measurement
system. It allows for an in-process measurement. It has been
successfully implemented and validated at Wettzell (Lösler
et al. 2019a). In the upcoming final year, we will apply the
novel instrumentation to determine the reference baseline
networks at Metsähovi and Wettzell and to perform multi-
lateration experiments with the novel 3D instrumentation at
the Wettzell VLBI telescope.

5 Conclusions

In conclusion, half-way through the GeoMetre project life-
time, we can report on considerable progress in survey-
ing instrumentation development. We have made signifi-
cant steps towards field-capability of many measurement
technologies developed in the last decade. We have also
established novel reference baselines in Poland which will
be available to the geodetic community for instrumentation
verification in future. Finally, we upgraded the local tie
networks at Wettzell and Metsähovi and demonstrated and
implemented new methods for reference monitoring. Some
of them have already contributed to the respective vectors
of the upcoming ITRF 2020 solution. In the next months,
we will verify the novel instrumentation at the new refer-
ence baselines and will then deploy them to Metsähovi and
Wettzell for local tie measurements. Finally, we will evaluate
the individual impact of all approaches to an improvement of
the local tie vector uncertainty.
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Abstract

The Bureau of Products and Standards (BPS) is a key component of the Global Geodetic
Observing System (GGOS) of the International Association of Geodesy (IAG). It supports
GGOS in its goal to provide consistent geodetic products needed to monitor, map, and
understand changes in the Earth’s shape, rotation, and gravity field. In its present structure,
the two Committees “Earth System Modeling” and “Essential Geodetic Variables” as well
as the Working Group “Towards a consistent set of parameters for the definition of a
new Geodetic Reference System (GRS)” are associated to the BPS. This paper presents
the structure and role of the BPS and it highlights some of the recent activities. A major
focus is on the classification and description of geodetic products and their representation at
the renewed GGOS website (www.ggos.org). This website serves as an “entrance door”
to geodetic products to satisfy different user needs and communities (e.g., geodesists,
geophysicists, other geosciences and further customers) in order to make geodesy more
visible to other disciplines and to society.
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1 Introduction

The GGOS Bureau of Products and Standards (BPS), for-
merly known as Bureau for Standards and Conventions
(BSC), was established as a component of the Global Geode-
tic Observing System (GGOS) of the International Associa-
tion of Geodesy (IAG) in 2009. The organizational structure
of GGOS and a description of its components is given in
Miyahara et al. (2020), published in the Geodesist’s Hand-
book 2020 (Poutanen and Rozsa 2020).

The BPS is chaired by the Technical University of
Munich (TUM) within the Research Group Satellite Geodesy
(Forschungsgruppe Satellitengeodäsie, FGS). Further
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involved partners are GFZ (Helmholtz Centre Potsdam,
German Research Centre for Geosciences, Potsdam) and
DLR (German Aerospace Centre, Oberpfaffenhofen). The
organizational structure and further information about the
BPS can be found in Angermann et al. (2018, 2020), and at
the GGOS website (www.ggos.org).

The work of the BPS is fundamentally built on the IAG
Scientific Services and the products they derive on an opera-
tional basis for Earth monitoring making use of various space
geodetic observation techniques such as Very Long Baseline
Interferometry (VLBI), Satellite and Lunar Laser Ranging
(SLR/LLR), Global Navigation Satellite Systems (GNSS),
Doppler Orbitography and Radiopositioning Integrated on
Satellite (DORIS), satellite altimetry, gravity satellite mis-
sions, gravimetry, etc.

With the ongoing technological improvements of the
Earth observing systems, geodesy provides the potential to
determine unambiguously and with utmost precision the
geometric shape of land, ice and ocean surfaces as well as
the rotation and gravity field of the Earth as global functions
of space and time. Thus, geodesy provides the metrological
basis for Earth system research and for reliably monitor-
ing climate change phenomena (e.g., sea level variations,
melting of ice sheets, continental water storage). To ensure
consistent results and to fully benefit from the technological
improvements and high accuracy of the geodetic observa-
tions, reliable reference frames as well as common standards,
conventions and models are essential for the data analysis
and product generation.

A key objective of the BPS is to keep track and to
foster homogenization of adopted geodetic standards and
conventions across all components of the IAG as a funda-
mental basis for the generation of consistent geometric and
gravimetric products. Towards reaching these goals, the BPS
has compiled an inventory of standards and conventions used
for the generation of IAG products (Angermann et al. 2016
and 2020), published in the Geodesist’s Handbook 2016
and 2020 (Drewes et al. 2016; Poutanen and Rozsa 2020).
This inventory presents the current status, identifies gaps
and inconsistencies as well as interactions between different
products. It also provides open issues and recommendations
regarding standards and conventions used for the generation
of IAG products. In this way, the BPS supports IAG in
its goal to obtain geodetic products of highest accuracy
and consistency. Moreover, the Bureau contributes to the
development of new geodetic products, needed for Earth
sciences and society. In the framework of the renewing
of the GGOS website, the BPS closely interacts with the
GGOS Coordinating Office regarding the representation of
geodetic products. In cooperation with the IAG Services,
other data providers and the GGOS Science Panel members,
user-friendly product descriptions have been generated and
implemented at the GGOS website.

The scope of this paper is summarized as follows: Sect. 2
presents the objectives and tasks of the BPS as given in the
BPS Implementation Plan 2020–2022, including its associ-
ated GGOS components. The main focus is on the recent
BPS activities related to the representation of geodetic prod-
ucts at the renewed GGOS website, which is presented in
Sect. 3. Finally, conclusions are provided in Sect. 4.

2 Objectives and Tasks of the BPS

The BPS supports GGOS in its goal to obtain geodetic
products of highest accuracy and consistency. Thereby, the
focus is on the evaluation of adopted geodetic standards and
conventions across all IAG components to further improve
the consistency of products describing the geometry, rotation
and gravity field of the Earth. The work is primarily built on
the IAG Service activities in the field of data analysis, com-
bination and product generation. The BPS acts as contact and
coordinating point regarding homogenization of standards
and IAG products.

Figure 1 represents an overview and schedule of the BPS
tasks as specified in the latest BPS Implementation Plan
2020–2022. The activities of the BPS are divided into three
main categories: Coordination activities, specific tasks of the
BPS, and outreach activities.

The first category comprises GGOS Consortium meetings
(annually), GGOS Coordinating Board meetings (twice per
year) and monthly telecons of the GGOS Executive Com-
mittee to ensure a regular exchange of information among the
GGOS components and to manage the strategic planning and
day-to-day activities. Furthermore, external and internal BPS
meetings are regularly scheduled to coordinate and perform
the operational Bureau work.

Among the specific tasks of the BPS, a recent key
activity was the updating of the BPS inventory of standards
and conventions used for the generation of IAG products
(Angermann et al. 2020). The tasks also comprise the
interaction with IAG and other entities in the field of
standards and conventions such as the contribution to the
rewriting/revising of the IERS Conventions, mainly in
the function as Chapter Expert for Chapter 1 “General
definitions and numerical standards”. Moreover, the BPS
director acts as representative to ISO/TC 211 and to the UN-
GGIM Subcommittee on Geodesy (SCoG) Working Group
“Data Sharing and Development of Geodetic Standards”.
The BPS also cooperates with the newly established Global
Geodetic Centre of Excellence (GGCE) of the UN and the
International Astronomical Union (IAU).

The third category includes various outreach activities,
such as supporting the GGOS Coordinating Office concern-
ing the renewing of the GGOS website, in particular regard-
ing the description and representation of geodetic products

www.ggos.org
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Fig. 1 Overview and schedule of BPS activities

(see Sect. 3) as well as the presentation of BPS activities
and results at workshops, conferences, and to publish them
in scientific journals.

In its current structure, the following GGOS components
are associated to the BPS:
– Committee “Contributions to Earth System Modeling”

(see Sect. 2.1)
– Committee “Definition of Essential Geodetic Variables”

(see Sect. 2.2)
– Working Group “Towards a consistent set of parameters

for the definition of a new GRS” (see Sect. 2.3)

2.1 Committee “Contributions to Earth
System Modeling”

The major goal of this committee is the preparation of
a physically consistent numerical Earth system model for
near-surface dynamics. Such a modular model approach is
expected to allow for homogeneous processing, interpre-
tation, and prediction of geodetic parameters, i.e., Earth
rotation, gravity field and surface deformation, and thus, to
finally contribute to a better understanding of dynamical pro-
cesses in the Earth system reflected in geodetic observables.

Traditionally, various independent models tailored to spe-
cific spatial and temporal scales and to specific dynamical
processes in individual sub-systems of the Earth are applied
in order to estimate particular contributions to observed
variations of geodetic parameters. Although it is well known
that the individual sub-systems are coupled via fluxes of
mass, energy and momentum, these interactions are gener-
ally not adequately considered or even neglected, and the
total amount of geophysical excitation is mostly described
by a simple linear addition of the individual contributions.
Another deficiency results from the fact that the various
estimates are based on different standards and parameters
and use diverse analysis strategies and formats.

Thus, in order to ensure physical consistency, such as
mass conservation, and to consider feedbacks, a modular
model approach with individual elements representing sub-
systems or components interacting through boundary condi-
tions is mandatory. The envisaged system model approach
has to be designed in such a way that it (i) ensures con-
sistent interactions and physical fluxes among sub-systems,
(ii) is applicable to all geodetic quantities, (iii) allows self-
consistent predictions of geodetic parameters, and (iv) can
be used for interpretation, cross-validation and integration of
different observational data sets.
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2.2 Committee “Definition of Essential
Geodetic Variables”

The Committee on the Definition of Essential Geodetic
Variables (EGVs) was formed with the objective of com-
piling a list of observed variables that describe the essential
geodetic properties of the Earth. Since geodesy encompasses
the rotation, gravity, and shape of the Earth, the list of
EGVs should include Earth orientation parameters, gravity
harmonics, positions of reference objects (ground stations,
radio sources) and surface topography coefficients amongst
others. Besides the primary variables needed to characterize
the geodetic properties of the Earth, a hierarchy of other vari-
ables associated with or derived from the primary variables
could also be compiled.

For example, the time rate-of-change of polar motion
could be considered sub-variables of polar motion; the period
and Q of the Chandler wobble could be considered sup-
porting variables of polar motion; and the polar motion
excitation functions could be considered variables derived
from polar motion, its sub-variables of polar motion rate, and
its supporting variables of the Chandler period and Q. Along
with the hierarchical list of EGVs, information about the
variables could also be given such as how they are observed,
the accuracy and resolution with which they are observed,
who is responsible for observing them, and where numerical
values of them can be obtained.

2.3 Working Group “Towards a Consistent
Set of Parameters for the Definition of a
New GRS”

The main task of this WG is to define a consistent set of
parameters and formulas for the definition of a new conven-
tional Geodetic Reference System (GRS). This includes the
geometry (size and shape of a reference ellipsoid), the gravity
field (normal gravity field of this ellipsoid), terrestrial time
and Earth rotation. More background information is provided
in, e.g., Angermann et al. (2020), Ihde et al. (2017), Sánchez
et al. (2021).

This new definition becomes necessary because, since the
introduction of the GRS80 (Moritz 2000), the knowledge
in geodesy has improved a lot (e.g. GNSS, gravity space
missions) and the use of the parameters became inaccurate
and inconsistent over time. The problem of the permanent
Earth tide was not yet a topic at the epoch of the definition
of GRS80. The acceptance of the IAG Resolution No. 1
released at the IUGG 2015 General Assembly (Drewes et al.
2016), which defines the potential at sea level (W0) even
increases the inconsistency in the geodetic parameters of the
conventional GRS in use.

The new set of parameters is based on the four fun-
damental parameters: W0 (potential at reference level), J2

(dynamic form factor, “flattening”), GM (geocentric gravi-
tational constant) and ! (angular velocity of the Earth). All
these quantities are well observed and monitored by various
geodetic space techniques. Most of the defining parameters
change with time. This includes seasonal variations and long-
term trends. Nevertheless, in order to keep things simple
for the user, this time variability will not be treated in the
published definition of a new GRS.

Besides the calculation of a new set of parameters, the
main task will be to convince the users to adopt such a
system as a new global reference. Since many users just
consider GRS80 as a conventional model for the conversion
of geocentric coordinates or for the calculation of gravity
anomalies, such a replacement of the geodetic reference
system needs to be further discussed within the community.

3 Description and Representation of
Geodetic Products at the GGOS
Website

In the last two years, the GGOS Coordinating Office worked
intensively together with all GGOS components and other
experts of the geodetic community to launch a new GGOS
website (www.ggos.org). This new site now emphasizes
more on the “Observing System” than on the “GGOS orga-
nization” itself. Therefore, the website was enhanced to
provide an extensive information platform to bring the IAG
observations, products and services into the focus, and to
provide a unique information platform as a central access
point. In this way, the new GGOS website serves now as
an “entrance door” to make geodesy more visible to other
disciplines and to society. Illustrative graphics guide the
users to easily understandable descriptions about geodetic
observations and products. For users who want to get more
detailed information, links to the websites and data reposito-
ries of the IAG Services and other sources are provided.

In the framework of the renewing of the GGOS website,
the BPS supports the GGOS Coordinating Office regarding
the representation of geodetic products. With the success
and engagement of the IAG Services and their contributing
analysis and combination centers an extensive portfolio of
geodetic products is routinely provided. This forms the basis
to improve the understanding of our dynamic planet and to
monitor global change phenomena as well as for a broad
spectrum of various applications (e.g., satellite navigation,
surveying, mapping, engineering, geo-information systems).

Two classifications for the geodetic products have been
implemented at the GGOS website:

www.ggos.org


GGOS Bureau of Products and Standards: Description and Promotion of Geodetic Products 115

Fig. 2 Screenshot of the GGOS website for the two classifications of
geodetic products (www.ggos.org, screenshot taken on 2021-09-22)

– Geodetic themes: Reference frames, geometry, Earth
orientation, gravity field, positioning and applications.

– Earth system components and space: Outer and near
space, atmosphere, hydrosphere, oceans, cryosphere,
solid Earth.
Option 1 provides the classical geodetic view, whereas

users from other disciplines may prefer the second classifi-
cation to discover the product descriptions. A screenshot of
the GGOS website illustrates these two classifications of the
geodetic products (see Fig. 2). With these visualization tools,
users can navigate to a specific product description either
via the geodetic themes or Earth system components. As an
example, Fig. 3 shows a screenshot of the description for the
terrestrial reference frame.

All geodetic product descriptions are structured in a
similar way. At the top level, a typical symbol for a particular
product is displayed (left), it’s name is highlighted in a green
box (middle) and the label (right) indicates if it’s an official
IAG product. Directly under the product’s name, a so-called
“appetizing question” is displayed to attract users to visit the
GGOS website. As a next item, the descriptions comprise an
easily understandable introduction with some general infor-
mation and typical applications for the particular product,
followed by an illustrative graphic. The “Read More ...”
button provides the option to get further information for those
users, who want to learn more about the geodetic product.
And for those who would like to use this particular product
for their studies, web links to the IAG Services and other data
providers, as well as the respective data and product sources
are displayed. Moreover, related references are provided to
give more background information.

Until now, about 23 product descriptions have been pre-
pared by the BPS members in cooperation with representa-
tives of the IAG Services, other data providers and various
experts in the field. The descriptions have been reviewed by
the members of the GGOS Science Panel coordinated by its
chair Kosuke Heki, and then implemented at the GGOS web-
site by Martin Sehnal, the director of the GGOS Coordinating
Office. Figure 4 provides a list of the currently available
product descriptions, along with the so-called “appetizing
question” for each particular product. With such an infor-
mation portal, GGOS is contributing to advertise geodetic
products also to other disciplines and to make geodesy more
visible in the geoscientific community and beyond.

In addition to the product description of the terrestrial
reference frame, we provide some further examples for geo-
detic products displayed at the GGOS website, representing
geometry, gravity field and atmosphere.

Geodetic core products are station positions and their tem-
poral variations at the Earth’s surface. These products form
the basis for many activities, ranging from classical geodetic
tasks, disaster prevention and mitigation to the monitoring
of geodynamic effects and climate change phenomena. In
addition to official IAG products (e.g., ITRF station posi-
tions and velocities), the GGOS website also displays data
products provided by other institutions such as the Nevada
Geodetic Laboratory (NGL). Figure 5 shows a global GPS
network of over 19,000 geodetic stations which are routinely
processed to derive a variety of geodetic products (e.g.,
station positions and velocities, atmospheric water vapor).
These products are openly available at NGL’s comprehensive
GPS products portal (http://geodesy.unr.edu/, Blewitt et al.
2018).

www.ggos.org
http://geodesy.unr.edu/
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Fig. 3 Screenshot from the GGOS website for the product description of the terrestrial reference frame (www.ggos.org, screenshot taken on
2021-11-24)

www.ggos.org
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Fig. 4 List of product descriptions that are currently displayed at the GGOS website, including an “appetizing question” for each particular
product, status: 2021-11-15

Fig. 5 Global network of over 19,000 geodetic GPS stations processed
by the Nevada Geodetic Laboratory (NGL) in USA (Source: Blewitt
et al. 2018)

Also global gravity field models are fundamental geodetic
products (see Fig. 6). These products provide information
about the physical Earth’s shape, its interior and fluid enve-
lope. They are essential for many Earth system research
areas such as quantifying mass distribution and mass trans-
port, monitoring oceanic transport, continental hydrology,
ice mass balance and sea level, and dynamics of mantle and
crust. The GGOS website gives an overview about static
and time-variable gravity field models and provides a link
to the respective IAG Services, the International Centre for
Global Earth Models (ICGEM, Ince et al. 2019), coordinated
by the International Gravity Field Service (IGFS), as well
as the International Combination Service for Time-Variable
Gravity Fields (COST-G, Jäggi et al. 2020), which is the
Product Centre of the IGFS for time-variable gravity fields.
In addition to these official IAG Service products, the GGOS
website also displays high-level products such as temporal
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Fig. 6 Geoid from combined global gravity field model EIGEN-6C4
(Source: Ince et al. 2019)

variations of ice sheets in Greenland and Antarctica (https://
ggos.org/item/ice-sheets-glaciers/), including a link to the
providers. These derived products are highly relevant to
society, since phenomena such as the global sea level rise are
largely driven by accelerated melting of the Greenland and
Antarctica ice sheets and glaciers, and could be catastrophic
for millions of people in the future.

A further example from the GGOS products pages is
provided in Fig. 7. It shows the impact of the 2017 typhoon
Noru on the distribution of atmospheric delay gradients and
zenith wet delays (ZWD) in central Japan. The method for
the calculation of the ZWD is described in Arief and Heki
(2020). Routinely generated are such troposphere products
by the International GNSS Service (IGS) and the Interna-
tional VLBI Service for Geodesy and Astrometry (IVS). Fur-
thermore, the GGOS website provides a link to troposphere
products at the regional level such as EUREF, the Regional
Reference Frame for Europe, and SIRGAS, the Geocentric
Reference Frame for the Americas. The ZWDs derived from
space geodetic techniques provide important atmospheric
information for weather models.
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Fig. 7 Distribution of atmospheric delay gradients (left) and wet delays (right) when the 2017 typhoon Noru made landfall in central Japan (for
more details see Arief and Heki 2020)

https://ggos.org/item/ice-sheets-glaciers/
https://ggos.org/item/ice-sheets-glaciers/
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4 Conclusions

The IAG strives to provide geodetic results at the highest
level of precision and consistency, which fundamentally
requires that the processing and combination of the con-
tributing geometric and gravimetric observations are based
on unified standards and conventions. In cooperation with the
IAG Services and other entities involved, the BPS contributes
to this goal by evaluating the adopted standards and conven-
tions across all IAG components and by regularly updating
the BPS inventory.

The recent BPS activities focused on the classification
of geodetic products and on the generation of user-friendly
descriptions, which have been implemented at the renewed
GGOS website. With this, GGOS provides a unique informa-
tion platform and a central access point for geodetic data and
products, which should help to make them easier findable
and which should also contribute to make other disciplines
and society aware of geodesy and its beneficial products.
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Can an Earth Gravitational Model Augmented
by a Topographic Gravity Field Model Realize
the International Height Reference System
Accurately?

Jianliang Huang, Marc Véronneau, John W. Crowley, Bianca D’Aoust,
and Goran Pavlic

Abstract

In this study, we evaluate the suitability of recent Earth Gravitational Models (EGMs) for the
realization of the International Height Reference System (IHRS) in Canada. Topographic
gravity field models have been used to augment EGMs to spatial resolution reaching 20

(about 4 km), which is comparable to regional geoid models. The advantages of using an
EGM over a regional approach for the IHRS are its uniform representation of the Earth’s
gravity field and its conformance to international standards and conventions. The main
challenge is access to, and best use of knowledge of the regional gravity and topographic
data. On the one hand, we determine that two recent hybrid models (EIGEN-6C4 and
XGM2019) augmented by topographic signals give geopotential values (Wp) with accuracy
of 0.3 m2 s�2, which is close to those estimated by the Canadian regional geoid models at
the 11 International Height Reference Frame sites in Canada. On the other hand, two recent
augmented satellite-only models (DIR-R6 and GOCO06s) giveWp with accuracies between
1.5 and 1.7 m2 s�2 in Canada.

Keywords

International Height Reference System (IHRS) � Geopotential � Earth Gravitational Model
(EGM) � Topographic Gravity Field Model (TGFM)

1 Introduction

The spatial resolution of Earth Gravitational Models (EGMs)
has improved drastically over the last two decades. This
presents a possible opportunity for a more standardized
approach to the realization of the International Height Ref-
erence System (IHRS). There are generally three types of
EGMs: (1) satellite-only such as DIR-R6 (Förste et al.
2019) and GOCO06s (Kvas et al. 2019); (2) hybrid such
as EGM2008 (Pavlis et al. 2012) and EIGEN-6C4 (Förste
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et al. 2014); and (3) topographically-augmented such as
XGM2019e (Zingerle et al. 2020). Type 3 combines either
Type 1 or Type 2 with a Topographic Gravity Field Model
(TGFM), such as Earth2014 (Rexer et al. 2017) and ROLI
(Ince et al. 2020). The high spatial resolution of digital
elevation models (DEMs) and the recent development of
TGFMs allow EGMs to reach a spatial resolution of 20

(about 4 km), which is comparable to regional (quasi-) geoid
models. In this paper, we add the postfix ‘e’ to represent an
EGM that is augmented by a TGFM like XGM2019e (e.g.,
EGMe, EIGEN-6C4e, DIR-R6e, etc.).

In principle, either an EGMe or a regional (quasi-) geoid
model can realize the IHRS (Sánchez et al. 2021). Either
approach has its advantages and disadvantages. On the one
hand, the former can ensure a consistent realization of the
IHRS by a homogeneous mathematical representation, but
may be subject to larger commission and omission errors
than the latter, due primarily to the lack of gravity data in
some regions and a limited gravity field spectrum. This is less

© The Author(s) 2022
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the case for Canada as the gravity data is publically available
for the development of EGMs (see e.g. Pavlis et al. 2012).
On the other hand, experts at national geodetic agencies and
universities can develop regional geoid models by having
access to the best gravity data available and DEMs in their
regions, but the methodologies employed among distinct
regional geoid models may still generate an uncertainty of
several centimetres (see e.g. Wang et al. 2021a).

In this study, we evaluate the suitability of the hybrid
EGMs augmented by TGFMs, and the accuracy of the aug-
mented satellite-only EGMs for the realization of the IHRS
in Canada. Section 2 describes the method for computing
the geopotential (Wp) at a site. Section 3 highlights features
of the EGMes to be evaluated and describes three regional
geoid models selected for comparison. Section 4 estimates
the errors of EGMes for the realization of the IHRS. Finally,
Sect. 5 summarizes this study and presents an outlook on
advancements in the future.

2 Methods for ComputingWp

The geopotential Wp at the Earth’s surface in the mean tide
system (MT) is calculated from a geoid model as follows
(Véronneau 2021):

Wp D W0.CGG2013a/ � HMTg (1)

HMT D .h � N / C dHMT (2)

dHMT D �0:68 �
�
9:9 � 26:6sin2'

�
� 0:01 (3)

g D gp C 0:0424 � 10�5HMT C T C (4)

where W0(CGG2013a) D 62,636,856.0 m2 s�2 (adopted W0 for
North America, Véronneau and Huang 2016), H, h and N
are orthometric, ellipsoidal and geoid heights (m), gp and g

are gravity (m s�2) at the topographical surface and mean
gravity along the plumb line, and TC (m s�2) is a terrain
correction to refine the classical Helmert reduction (0.0424).
TC is calculated at regular interval between the geoid (i D 0)
and the topographical surface (i D n). It can be expressed as:

T C D

nX

iD0

MSi
n C MDi

n � MSi C MDi (5)

where MSi
n and MDi

n are the attraction of the mass surplus
and mass deficiency calculated at the topographical surface
(n) as for the classical terrain correction. However, the
calculation of MDi

n is not lower than height i. MSi and
MDi are the attraction of the same masses, but calculated at
height i.

3 GeoidModels Computed from EGMes
and Regional GeoidModels

We include the four latest EGMs augmented by TGFMs,
having spatial resolutions of 20 to 30, which are close to
those of regional geoid models in Canada. They are briefly
described below. More details can be found in the corre-
sponding references cited.

• EIGEN-6C4e (degree and order (d/o) 3660) combines
EIGEN-6C4 (Förste et al. 2014) and the ROLI topo-
graphic gravity field model (Ince et al. 2020). The tran-
sition band merging the two models is between spherical
harmonic degrees 2000 and 2100. EIGEN-6C4 makes use
of the EGM2008 gravity grid with a spatial resolution
of 50 over land and DTU10 over the oceans (Andersen
2010). The low-degree components are determined using
the GOCE satellite data, identical to DIR-R5 (Bruinsma
et al. 2014).

• XGM2019e (d/o 5540; Zingerle et al. 2020) combines
the GOCO06s satellite-only model (Kvas et al. 2019),
a 150 global gravity grid of the landmass provided by
the National Geospatial-Intelligence Agency (NGA), the
DTU13 marine gravity grid (Andersen et al. 2013), and
the Earth2014 topographic gravity field model (Rexer et
al. 2016, 2017).

• DIR-R6e (d/o 3660) combines the DIR-R6 satellite-only
model (Förste et al. 2019) and ROLI. The transition band
is between spherical harmonic degrees 220 and 250 (Ince
et al. 2020).

• SATOP2 (d/o 5540) is an updated model of SATOP1,
which is based on GOCO05s (Mayer-Gürr 2015), and
augmented using Earth2014 (Zingerle et al. 2019).
GOCO06s replaces GOCO05s in SATOP2 (Pail per.
comm. 2021; Zingerle 2022). Following the naming
convention in this study, it can be considered as
GOCO06se.

The geoid models for the four EGMes are calculated as the
sum of the height anomaly synthesized on the GRS80 ref-
erence ellipsoid (Moritz 1980) and the negative topographic
bias (Eq. 25, Sjöberg 2007; Eq. 2.5, Huang and Véronneau
2015):

Nnmax .�/ D N0 .�/ C N1 .�/ C N2�nmax .�/ C CT .�/

(6)

� is the geocentric angle denoting the pair (™, œ), the
spherical co-latitude and longitude. The first and second
terms on the right side of Eq. (6) are the components for
degrees 0 and 1 (Huang and Véronneau 2013). The third term
represents the sum of the spherical harmonic components of
the height anomaly or biased geoid height on the reference
ellipsoid from degrees 2 to nmax synthesized from the EGMe.
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It is subject to the analytical downward continuation (ADC)
error, which is defined as the result of both analytical con-
tinuation of the potential inside the topographic masses and
the truncation of the harmonic series by Sjöberg (2011). The
fourth term is the negative topographic bias to correct for the
ADC error, and can be written as:

CT .�/ D �
2�G�H 2

�E

�

1 C
2H

3R

�

(7)

where G is the gravitational constant, � D 2.67g/cm3 is the
mean topographic mass density, �E is the normal gravity
on the reference ellipsoid, R is the mean radius of the
Earth. Sjöberg (2007, 2009) proved that Eq. (7) is exact.
Sjöberg (2011) found that the ADC error agrees well with the
topographic bias in most cases except in high mountains in
the case study of EGM2008. This reflects the state of the art
of this method. It is an open question on how well the topo-
graphic bias corrects for the ADC error for EGMe with the
maximum degree higher than EGM2008. The comparison
between the geopotential values estimated from the regional
geoid model in Canada and the EGMe helps answer this
question partially. Further studies are required on the ADC
error for the EGMe, but this topic is well beyond the scope
of this study. Readers of interest can find more discussion on
this topic by Jekeli (1981), Wang (1997) and Ågren (2004)
etc. Program GrafLab v.2.1.4 implements the extended-range
arithmetic algorithm for the spherical harmonic synthesis
(Bucha and Janák 2013). It is used for the spherical harmonic
synthesis up to d/o 5540 for this study. The topographic bias
is calculated using a DEM, which combines DEMs from
Natural Resources Canada (NRCan), the National Oceanic
and Atmospheric Administration (NOAA) and STRM4.1
(see Huang and Véronneau 2013).

It should be noted that the geopotential values from
EGMes can also be synthesized directly from their spherical
harmonic coefficients at a site on the Earth’s surface. How-
ever, it is questionable in theory if the spherical harmonic
representation of topographical potential by the external type
of TGFM on the Earth’s surface is convergent at the site (see
e.g. Moritz 2015). Even though the truncated TGFM series
is finite, the resulting topographic potential value is theo-
retically invalid at a surface site below the bounding sphere
encompassing the entire earth masses (Brillouin sphere). One
may argue that this type of potential value is approximate
enough over flat regions and oceans.

Three regional geoid models developed at the Cana-
dian Geodetic Survey (CGS), NRCan, are selected for this
study:
• CGG2013a is the official geoid model (20 � 20)

realizing the Canadian Geodetic Vertical Datum of
2013 (CGVD2013) (Véronneau and Huang 2016). It
is determined using the Stokes-Helmert method with a

degree-banded Stokes kernel modification (Huang and
Véronneau 2013). The reference EGM is EIGEN-6C3stat
(Förste et al. 2013). The modified Stokes kernel has
a transition band between degrees 120 and 180 (about
200 km wavelength). The gravity data include 2.2 million
measurements distributed across North America that were
collected over land, oceans, lake surfaces and ice caps by
ground, shipboard and airborne surveys. DTU10 is used
to fill up most of the oceans. CGG2013a comes with a
standard deviation model, which is estimated from the
calibrated standard deviations of EIGEN-6C3stat and the
standard deviation grid of gravity data. This error model
is realistic over flat areas, but tends to be pessimistic over
mountainous areas.

• PCGG18-055 is an experimental geoid model to improve
upon CGG2013a. This model differs from CGG2013a by
the reference EGM and the Stokes kernel modification.
EIGEN-6C4 is used for the reference model, and the
modified Stokes kernel has a transition band between
degrees 150 and 210, increasing the satellite contribution
with respect to CGG2013a.

• PCGG20-21A is an experimental geoid model developed
towards the North American-Pacific Geopotential Datum
of 2022. The reference EGM is xG20refA (Wang et
al. 2021b), which is a combination of EGM2008 and
GOCO06s by the National Geodetic Survey (NGS),
NOAA. The modified Stokes kernel has a transition band
between degrees 150 and 220. The terrestrial gravity grid
is a composite of land gravity data, DTU15 marine gravity
data (Andersen et al. 2016), ArcGP v2020 for Greenland
(Beale per. comm. 2020), and EGM2008 for data gaps
over land outside North America. This model reflects
recent progress in geoid development at CGS.

The selection of the three geoid models above allows us to
examine dependence of their evaluation results. CGG2013a
and PCGG18-055 use the same gravity data and DEM,
but two different EGMs and Stokes kernel modifications.
They can demonstrate the dependence on the combination of
EGM. PCGG20-21A uses a different EGM, gravity dataset
and DEM from the former two models representing a state
of the art geoid model developed at CGS. It can manifest the
dependence on the evolution of geoid development.

4 Geopotential Values at the IHRF Sites
in Canada

There are eleven International Height Reference Frame
(IHRF) sites in Canada (see Fig. 1). The geopotential Wp

is calculated for the four EGMes and the three regional geoid
models using Eq. (1). The geometric reference frame and
epoch of the ellipsoidal heights are ITRF2014 (Altamimi
et al. 2016) and January 15, 2021, respectively. Table 1
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Fig. 1 Differences between Wp estimates from EIGEN-6C4e (d/o 3660) and CGG2013a (left panel); and from XGM2019e (d/o 5540) and
PCGG20-21A (right panel) at the 11 IHRF sites in Canada

Table 1 Geopotential Wp at the 11 IHRF sites in Canada. Wp is computed in the mean-tide system (Units: m2 s�2)

Station ID Wp
a Wp(Model) –Wp(CGG2013a)

CGG2013a PCGG18-055 PCGG20-21A EIGEN-6C4e XGM2019e DIR-R6e SATOP2
CHUR 36570.46 0:13 0:08 0:15 0:08 0:51 �0:41

DUBO 34157.73 �0:08 0:00 �0:17 0:30 1:41 2:19

EUR2 36634.13 0:32 0:04 �0:04 0:29 0:56 1:54

HOLM 36689.62 0:05 0:05 0:51 0:06 �1:70 �1:90

IQAL 35851.45 0:12 �0:03 0:49 �0:10 1:40 1:78

PRDS 24459.14 �0:14 0:09 �0:13 �0:08 2:34 1:91

SCH2 31765.84 0:17 0:26 0:24 0:48 1:95 0:83

STJO 35452.02 �0:19 0:08 �0:50 �0:05 2:40 1:46

UCLU 36573.31 0:00 �0:02 �0:11 0:38 �2:68 �1:33

WHIT 22919.47 0:02 �0:10 0:06 �0:83 �1:11 �1:28

YELL 34814.95 0:08 0:03 �0:21 0:24 0:05 0:37

Mean 0:04 0:05 0:03 0:07 0:47 0:47

Range (max.–min.) 0:51 0:36 1:01 1:31 5:08 4:09

RMS 0:15 0:10 0:29 0:35 1:68 1:48

a Geopotential is subtracted by a common reference value of 62,600,000 m2 s�2

gives the geopotential at each site for CGG2013a, and
the deviations with respect to CGG2013a for the other six
models.

The geopotential results and their statistics in Table 1
show that the regional geoid models, augmented hybrid
models and satellite-only models are distinctly different. The
two regional geoid models agree well with the reference
model CGG2013a. The augmented hybrid models have
comparable statistics with respect to CGG2013a, but a bit
larger than the regional models. We have discussed the ADC
error in Sect. 3. The RMS differences of 0.29 and 0.35 m2 s�2

for EIGEN-6C4e and XGM2019e in Table 1 also contain
the ADC error, thus give the upper bounds of ADC error
numerically at the 11 IHRF sites. As the ADC error depends
on topography at an IHRF site, these upper bounds are not

applicable for other regions. Finally, the augmented satellite-
only models show by far the largest differences from the
reference model due to the absence of the mid-wavelength
components of the gravity field.

To answer the question in the title of paper, we estimate
the standard deviations of the augmented EGM models by
the following equation:

�EGMe D

q
RMS2 � �2

CGG2013a (8)

where the Root Mean Square (RMS) is from Table 1.
�CGG2013 is the mean standard deviation calculated from
the standard deviations of CGG2013a at the 11 IHRF
sites. It is about 0.2 m2 s�2 for both arithmetic mean
and RMS of the CGG2013a standard deviations at the 11
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sites. Statistically speaking, the RMS estimate tends to be
more meaningful. Eq. (8) is approximate because errors of
CGG2013a and EGMe are correlated due to the use of GOCE
models and/or Canadian terrestrial gravity data. The standard
deviation estimates of the Wp values from EIGEN-6C4e and
XGM2019e are 0.2 and 0.3 m2 s�2, respectively, while the
corresponding estimates for DIR-R6e and SATOP2 are 1.7
and 1.5 m2 s�2, respectively. The 11 IHRF sites cover various
and vast landscapes in Canada. Thus, the level of errors for
the satellite-only EGMe is indicative globally. However,
there are regions worldwide with stronger topography
gradients than the ones in Canada and the accuracy of
the topographic models is not homogenous. Additionally,
the synthetic gravity signals inferred from the topography
models are based on a constant crustal mass density value
(2.67 g/cm3) over land (except for oceans, Greenland and
Antarctica), for which it does not necessarily represent
the true mass density. Considering these factors, standard
deviations for DIR-R6e and SATOP2 in certain regions could
be larger than the estimates in Canada. Geopotential values
Wp computed from the augmented hybrid and satellite-only
models are also compared with the recent PCGG20-21A,
and the statistics are shown in Table 2. As expected, they
are largely similar to the statistics in Table 1. This suggests
that the evaluation results do not depend on the selected
regional model. Nevertheless, it is meaningful to eliminate
the impact of using different reference EGMs for the regional
model. CGG2013a used EIGEN-6C3stat—an earlier release
of EIGEN-6C4, while both XGM2019e and PCGG20-21A
are based on GOCO06s. Therefore, a comparison between
each pair of them better indicates errors in the Wp estimates
from EIGEN-6C4e and XGM2019e. The agreement between
EIGEN-6C4e and CGG2013a is similar to the agreement
between XGM2019e and PCGG20-21A, but shows distinct
patterns (see Fig. 1). Assuming the equal errors between
each pair, theWp estimates for EIGEN-6C4e and XGM2019e
would have an RMS error of 0.2 m2 s�2, which is equal to the
mean standard deviation of CGG2013a at the 11 IHRF sites.
The comparison between XGM2019e and EIGEN-6C4e
indicates that their RMS errors for Wp are about 0.3 m2 s�2,
again assuming equal errors between them.

Table 2 Statistics of differences for the Wp values estimated from the
regional geoid models and EGMes at the 11 IHRF sites in Canada.
Units: m2 s�2

Models Min. Max. Mean Range RMS
EIGEN-6C4e – PCGG20-21A �0.58 0.52 �0:02 1.10 0.30
XGM2019e – PCGG20-21A �0.73 0.39 0:02 1.12 0.30
DIR-R6e – PCGG20-21A �2.66 2.33 0:42 4.99 1.62
SATOP2 – PCGG20-21A �1.95 2.19 0:42 4.14 1.45
XGM2019e – EIGEN-6C4e �0.89 0.48 0:04 1.37 0.46

The standard deviation model for CGG2013a is also
representative for PCGG18-055 because it uses the same
modelling method and terrestrial gravity data. The use of
different EGMs in CGG2013a and PCGG18-055 generates
only a minor effect on the accuracy. The mean standard
deviations in CGG2013a for the Canadian Rockies, the
Maritimes and the Great Lakes region are 6.6 cm, 1.6 cm and
1.5 cm, respectively. The GPS-Levelling validation shows
that PCGG18-055 performs better than the two hybrid-
augmented EGMs by a few centimetres over the Canadian
Rockies, but the three models are comparable over the
two other regions. It indicates that the difference between
hybrid-augmented EGMes (i.e., EIGEN-6C4e, XGM2019e)
and regional models becomes marginal outside regions with
rough topography.

In addition, we estimated the standard deviations of the
two satellite-only EGMes from the standard deviation model
of CGG2013a and the RMS differences between the EGMes
and PCGG18-055 for the same three regions using Eq. (8).
The estimates for DIR-R6e become 16.1 cm, 16.9 cm and
23.7 cm over the Canadian Rockies, the Maritimes and
the Great Lakes regions, respectively. The corresponding
estimates for SATOP2 are 10.8 cm, 14.5 cm and 20.3 cm,
respectively. These estimates are largely consistent with the
standard deviation estimates of Wp at the 11 IHRF sites for
DIR-R6e and SATOP2.

5 Conclusions and Outlook

The answer to the question in the title is: not yet. The RMS
difference between the Wp values at the eleven IHRF sites
calculated from the two TGFM-augmented hybrid models,
i.e., EIGEN-6C4e and XGM2019e, is 0.5 m2 s�2. Further-
more, these Wp values differ from those determined from
the two experimental regional geoid models by an RMS of
0.3 m2 s�2. For the two hybrid models, the RMS error of
Wp is 0.3 m2 s�2 assuming the equal error between them.
This is three times the magnitude of the targeted accuracy
of 0.1 m2 s�2 stated for the IHRF (Sánchez et al. 2021).
We should point out that the study region (Canada) has a
good distribution of quality surface gravity data and these
data are included in the two hybrid EGMes. Therefore, the
error estimates are only applicable for regions with a similar
gravity data coverage. As for the satellite-only models DIR-
R6 and GOCO06s that are augmented by the topographic
gravity field models, they provide Wp values with standard
deviations between 1.5 and 1.7 m2 s�2 at the eleven Canadian
IHRF sites. These values are significantly larger than the
error estimates for the two hybrid EGMes. This suggests that
the surface gravity data is still essential to generate EGMs
with high accuracy.
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Overall, the usage of TGFM-augmented EGMs looks
promising in the future. On the one hand, digital elevation
models have improved with the use of airborne and space
mapping technologies. On the other hand, the set of global
gravity data will continue to improve with the development
of national (quasi-) geoid-based vertical datums and the
IHRF. In the meantime, the topographic gravity field forward
modelling is a scientific effort that will push the spatial
resolution of TGFM to new levels. However, they should be
used with caution in any geophysical applications as they do
not represent the actual gravitational field of topographic (or
any other modelled) masses. Another issue is the use of these
external type of harmonic series inside the domain of their
convergence.
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AssessingMolodensky’s Heights: A Rebuttal

R. Kingdon, P. Vaníček, M. Santos, Z. Martinec, and I. Foroughi

Abstract

This paper is written as a progression of the ongoing discussion in geodesy about the merits
of the Molodensky height system versus the classical height system. It is a rebuttal of
a publication in the Proceedings of the IX Hotine-Marussi Symposium on Mathematical
Geodesy by Victor Popadyev titled “On the Advantage of Normal Heights: Once More
on the Shape of Quasigeoid.” Even though Popadyev’s paper was not presented at the
symposium it was published in the proceedings regardless. It purports to address a
presentation from the symposium titled “The shape of the quasigeoid”, that applied a set of
criteria to judge the suitability of the quasigeoid as a vertical reference surface, ultimately
finding it inferior due to its edges and folds. The proceedings paper acknowledges these
irregularities in the quasigeoid, but instead argues that the Molodensky system, apart from
any vertical reference surface, should be evaluated on two different and more favorable
criteria, and finds it superior on that basis. Herein, we continue the ongoing discussion by
clarifying some of the misunderstandings in the Popadyev paper and explaining that even
on the favourable criteria proposed the Molodensky system holds no advantages over the
classical system.

Keywords

Classical heights � Molodensky heights � Normal heights � Orthometric heights �

Quasigeoid

1 Introduction

An unfortunate circumstance forces us to write this contri-
bution to the discussion between the classical and Molo-
densky’s normal height systems in the form of a rebuttal
rather than in the form of a standard scientific paper. An
article with Victor Popadyev as the first author (Popadyev
2019) appears in the Proceedings of the IX Hotine-Marussi
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Symposium on Mathematical Geodesy, staged in Rome on
June 18 to 22, 2018, titled “On the Advantage of Normal
Heights: Once More on the Shape of Quasigeoid”, The
paper appears to have undergone little peer review, and was
accepted and published in these Proceedings despite not
having been presented at the symposium.

A paper by the first 3 authors, entitled “The shape of
the quasigeoid”, was presented and discussed during the
Hotine – Marussi Symposium but not submitted for publi-
cation in the Proceedings. It examined the behavior of the
quasigeoid in a differential sense, demonstrating that it is a
surface with folds and edges—sometimes substantial ones—
and questioning whether it is suitable for use as a reference
surface in a modern height system. Popadyev’s paper was
written with the aim of “analyzing the arguments in [our
presentation],” and begins by affirming our central thesis
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that the quasigeoid has the same irregularities in shape as
the topographical surface does but goes on to argue along
some different lines that the Molodensky system of heights is
still superior. Although Popadyev does not address our thesis
beyond this affirmation, and has not provided a substantial
counter to it, a reader having only Popadyev’s account of our
presentation might be misled to think his paper is a definitive
rebuttal of our work. This contribution is meant to address
some of Popadyev’s arguments and to situate his paper in the
context of an ongoing discussion about the relative merits
of the Molodensky height system and the classical height
system.

To be clear about our terminology, by the term height
system we understand the combination of a height reference
surface and a defined height metric prescribing the distance
from a point to that surface. In a classical height system, the
orthometric height is the shortest (space geodesic) distance
from a point to the geoid in a Riemannian physical space. In
a geodetic height system, the geodetic height is the shortest
distance from a point to a reference ellipsoid in a Euclidian
geometrical space. Such definitions may be complemented
by a practical realization of the height system either via
a set of benchmarks with known heights, via a reference
surface model that provides the location of the surface for
each horizontal position, or via a combination of both.

2 Auxiliary Arguments

Many of the arguments that Popadyev recounts for the
Molodensky system and against the classical system, such
as the requirement in the classical system of knowing the
topographical density, are not new. Popadyev acknowledges
and embraces the historical nature of such debates. These
debates, while important, are not closely related to our thesis,
so we will not refute them in detail. However, we do take
issue with Popadyev reiterating the historical arguments for
the Molodensky system while he, and any reviewers of his
paper, have ignored the massive body of work showing
that they are no longer valid (Vaníček and Martinec 1994;
Martinec and Vaníček 1994; Martinec and Vaníček 1996;
Vaníček et al. 1999; Huang et al. 2001; Janák and Vaníček
2001; Tenzer et al. 2003; Tenzer and Vaníček 2003; Tenzer
et al. 2005; Kingdon et al. 2005; Santos et al. 2006; Ellmann
and Vaníček 2007; Ellmann et al. 2007; Cheraghi et al. 2007;
Kingdon et al. 2009; Kingdon et al. 2012; Foroughi and
Tenzer 2017; Foroughi et al. 2017a, b; Janák et al. 2017;
Goli et al. 2018; Foroughi 2018; Foroughi et al. 2019; Sheng
et al. 2019; Vaníček and Santos 2019; Goli et al. 2019a,
b)—the references indicated come mostly from geodesists
who follow the “University of New Brunswick’s (UNB)
line of thought” (as this is a rebuttal paper) but it is by
no means complete, as many other colleagues dedicated to

the classical theory validate our assumptions. Among other
things, this substantial list of references shows that several
quantities Popadyev claims are “unknown” or “unknowable”
can be determined with sufficient accuracy. The issue is
prominent in Popadyev’s variant of the Molodensky thought
experiment, where he purports that the geoid cannot be
uniquely determined from gravity measured on Earth’s sur-
face because two mass-density distributions within Earth
may produce the same external gravity measurements but
produce different geoids. Molodensky’s original argument
was quite simple: “neither the geoid, nor the orthometric
height can be ever known with sufficient accuracy because
one would need to know the topographical mass density to a
level that, can never be achieved”. There are two problems
with this argument. The first is that the topo-mass non-
homogeneity affects the accuracy of the classically computed
geoid less than Molodensky would expect. The rule of thumb
is that the error from this source is about 10% of the error
one would commit by neglecting the effect of topography
of constant density, i.e., a few decimetres at the most. The
second problem is that the topo-mass distribution was known
very poorly or not at all in the mid-twentieth century. This
is not the case anymore and the lateral topographical non-
homogeneity is now known, probably better than to 10%,
over large parts of the globe. In Molodensky’s original
thought experiment, two masses entirely within the geoid
were invoked; in Popadyev’s version the masses are partly
within the topography as well. In fact, only the part of the
mass-density distribution that is within the topography (i.e.,
outside the geoid) is required to uniquely determine the shape
of the geoid from surface measurements, and it does not
need to be known all that well. In most situations, modeling
topographical density as a constant average density value
provides centimetre-level accuracy, while in more complex
areas a simple laterally varying density model is usually
sufficient (Vaníček et al. 2012).

While some of Popadyev’s claims would be reasonable
were they not already addressed well in existing literature,
others are simply untrue. One example is the statement
that “the solution of the boundary value problems of the
Newton potential in all cases requires that the earth’s surface
should be smoothed out to the Lyapunov’s conditions.” This
is a requirement in the Molodensky theory, but not in the
classical theory, and in any case does not have bearing on
the actual shape of the reference surfaces but only on how
they are determined. It is a strange point for Popadyev to
broach, because this difficulty is one of the main failings
of the Molodensky theory as it pertains to determination
of the quasigeoid. Over half a century of work has failed
to produce an exact solution to the Molodensky Boundary
Value Problem for the actual, irregular topographical surface,
hence the requirement that the surface be regularized, or
that some alternative approach be applied. The discretization
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of topography for solving the downward continuation of
gravity from the Earth’s surface to the Bjerhammar sphere
regularises the instabilities hidden in the downward continu-
ation. For instance, the spatial discretization of topographical
heights by 5 arcmin � 5 arcmin in the rough terrain of
the Rocky Mountains regularises the DWC very efficiently
(Martinec et al. 1996). However, making the discretization of
topo heights finer, there is a limit, below which the DWC is
numerically unstable. For example, for the Irish topography,
this limit is a grid step of about 400 m size (Sajjadi et al.
2021).

Likewise, Sect. 2 of Popadyev’s paper was mostly devoted
to demonstrating issues with figures that, while the correc-
tions are appreciated, have no bearing on the validity of our
conclusions. The discussion of the “auxiliary” terminology
in Sect. 3 and the dated listing of advantages of normal
heights there also do not strongly bear on our thesis, and
indeed many of the listed advantages are now shared by both
the classical and Molodensky height systems.

These tangential issues do form part of the larger debate
on height systems, but we did not really discuss them in our
presentation, so we will not discuss them further here.

3 Main Arguments

At the beginning of his paper, Popadyev affirms our thesis
that “The main disadvantage of the quasi-geoid boils down
to the well-known fact that near the singular points of the
earth’s surface (conical cusps and faces) : : : the surface of
the quasigeoid heights : : : also has the peculiarity.” Having
accepted our thesis, he advances two arguments for why
these “peculiarities” of the quasigeoid’s shape should not
matter, those being:

1. Normal heights when practically determined are refer-
enced to a single point at a tide gauge rather than to a
surface, and the heights are a quantity associated with
the measurement points themselves rather than with an
abstract surface, so the question of the shape of their
reference surface is moot; and

2. The main criteria for evaluating a height system should be
how well the system reflects the gravity field at the obser-
vation point and how well it minimizes the corrections
that must be applied to levelling observations, and the
Molodensky system remains superior in these two criteria.

One problem with these arguments is that instead of
addressing properties of a height system, they refer to only
a single mode of positioning—differential levelling—that is
becoming less and less common, especially over large dis-
tances where orthometric or normal corrections are likely to
be applied. Geoid and quasigeoid models in many parts of the
world reach centimetre precision or better (e.g., Foroughi et

al. 2019, Van Westrum et al. 2021). This contrasts with height
systems realized through differential levelling between
benchmarks, which suffer from systematic errors associated
with leveling measurements. In many areas, geoid quality is
good enough that GNSS heighting can provide better accu-
racy than differential levelling (e.g., Brown et al. 2018), and
often more economically over large distances, relegating dif-
ferential levelling to more local applications. A growing list
of countries have replaced levelling-based vertical datums—
i.e., datums established by levelling to benchmarks, corrected
for the influence of gravity—entirely by geoid-based datums
that are realized entirely by the production of a geoid model
(e.g., New Zealand Amos 2010; Canada Véronneau and
Huang 2016, and the United States of America Smith 2021).
Unlike levelling-based datums, geoid-based datums do not
suffer from the systematic errors, maintenance requirements,
and restrictions on benchmark accessibility that exist in
levelling-based datums. In other words, it is simply becom-
ing less correct to say that heights are measured relative
to a tide gauge by levelling. While some situations, such
as underground surveying over long distances, still require
levelling corrections, these situations are becoming fewer.

Popadyev’s first objection also begs discussion on a the-
oretical level, as he refers to an unorthodox conception
of a height system whereby heights are defined only as
differences in vertical position relative to a tide gauge,
representing a point on the datum, according to some metric.
Included in this discussion is the questionable statement
that “a quasigeoid is not a ‘vertical reference surface’,”
which defies the common conception and application of the
quasigeoid. A more complete and orthodox definition, as
already mentioned, defines heights by prescribing a reference
surface (e.g., a geoid, a quasigeoid, or an ellipsoid) and
defining some metric for the vertical distance to a point above
the reference surface. This type of definition does not refer,
as Popadyev’s does, to a specific method of realizing a height
system at certain points. It can be realized in different ways.
It also defines heights everywhere, and not just at bench-
marks. Consider, for example, an aircraft positioned using
GNSS. Its elevation cannot be defined in Popadyev’s system,
where heights are defined only at a set of benchmarks. By
contrast, the aircraft’s elevation in a complete height system
is defined in a straightforward way as the distance to the
aircraft from a reference surface according to a prescribed
metric. It is difficult to see a reason to ignore the reference
surface in defining a height system, except if one wished to
avoid invoking a reference surface with some indefensible
characteristics, like the quasigeoid.

Let us add a small detour here to address an objection
raised by few that the appropriate comparison involving
geodetic height, geoidal height and orthometric height is not
accurate enough to assess the accuracy of a geoid model
under the assumption that since geoidal height and ortho-
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metric height are a function of density, density would be
eliminated from the assessment as they would be the same
with opposite sign. We disagree with this reasoning both
from a theoretical as well as from a practical perspective.
From a theoretical perspective, the impact of topographical
density in the computation of orthometric height and of
a geoidal model are different as they are used differently
through each process, and that can be shown mathematically
by laying down all terms of the equations. From a practi-
cal perspective, it suffices to evaluate two geoidal heights
varying only density values. Their resulting geoidal heights
will be distinct, which would render different comparisons
against the orthometric height. We are currently working on
a paper to address this issue. End of detour.

We turn to the second point we have extracted from
Popadyev’s work, that we are not proposing the right criteria
for choosing a height system. To reiterate, the criteria we
proposed, which were criteria for a vertical reference surface
rather than a whole height system, were:

1. The surface should be a horizontal surface, i.e., the natural
“up” and “down” directions should be perpendicular to it,

2. For any horizontal position, there should be only one point
with height equal to 0; i.e., the surface should not be
folded,

3. The surface should at least be differentiable so that it can
be used for slopes, i.e., each point on the surface should
have only one first derivative in any,

4. The surface should change gradually and predictably over
time,

5. It should be possible with adequate data and available
methodology to determine the location of the surface,

6. The determination of the surface should be possible to an
adequate accuracy and precision for vertical positioning
applications.

These are not necessary and sufficient criteria for a height
system, as they were not intended to be. Heights in a system
should also be holonomic, for example, which has to do with
the chosen metric as well as the reference surface. A list of
criteria for choosing a height system have been presented in
Berlin by Vaníček (2018).

Instead of addressing the criteria actually proposed, in
Sect. 4 Popadyev says we should not use “how easy or
intuitively clear” a reference surface is as a criterion. We
did not use that as a criterion, but it may be a good addition
to our list. From a practical standpoint, users are far more
likely adopt a system and to use it correctly if they can under-
stand it. After dismissing one criterion we did not propose,
Popadyev goes on to propose two criteria of his own:

1. “how the heights under consideration characterize the
level surfaces at the place where the geodetic work is
carried out (for geodesy, it is not those level surfaces
passing inside the Earth that are important, but those

that cross the earth’s surface of a given spot, the local
horizons),” and

2. “how large are the gravimetric corrections required in
case[s] when the measured elevations are converted into
the height differences in the adopted system.”

These criteria seem cherry-picked in an attempt to support
Popadyev’s arguments, but we will still treat them both in
turn.

The first of Popadyev’s criteria needs further treatment.
Let us temporarily humor Mr. Popadyev and deal only
with heights at benchmarks, determined using differential
levelling. In this case, the orthometric height H O at a point
is defined as (Heiskanen and Moritz 1967, eq. 4-21):

H O .rt ; �/ D
C .rt ; �/

g .rt ; �/
; (1)

where the position of the point is given by natural
coordinates, comprising radial coordinate r t and horizontal
coordinates �. In the formula, C is the geopotential
number at the point, while g is the mean value of gravity
along the plumbline extending below the point to the
geoid. This formula in the completely defined orthometric
height system prescribes the metric mentioned above
for measuring height of the point above the geoid. In
Popadyev’s conception, it would instead represent the height
difference to the point from a benchmark, which should
have an equivalent value if the benchmark falls on the
geoid.

The normal height, H N , of the same point is defined as
(Heiskanen and Moritz 1967, eq. 4-43):

H N .rt ; �/ D
C .rt ; �/

� .rt ; �/
; (2)

where the only difference is that now the mean gravity
between the point and the geoid is replaced by � , repre-
senting the mean normal gravity along the normal plumbline
from a point on the telluroid having the same horizontal
position as the surface point, to the reference ellipsoid.

As is evident from Eqs. 1 and 2, the metrics for ortho-
metric and normal height both have just as much to do
with gravity at a measurement point on the surface of
the topography, via the geopotential number C. The only
difference is that the metric used for orthometric heights
involves the actual gravity field, while the metric for normal
heights involves the normal approximation to the actual
gravity field.

Claims that the normal height system has more to do
with the gravity field at Earth’s surface often arise not
from a treatment of heights like Popadyev’s, but from the
way reference surfaces are calculated in the more orthodox
definition, relative to a reference surface. As we have in
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the past, we will consider the height anomaly, �, defined
as 3-dimensionally varying quantity that is a function of
disturbing potential, T, at a point of interest (Vaníček et al.
2004, Eq. 6):

� .r; �/ D
T .r; �/

�
�
r � � Œr; �� ; �

� ; (3)

where � is the normal gravity and r is the radial natural coor-
dinate of the point of interest. Defined in this way, the height
anomaly is a scalar field having a defined value for every
point on Earth. When evaluated on any equipotential surface
with constant potential W s, the height anomalies describe the
location of that surface relative to the corresponding refer-
ence ellipsoid, where the “corresponding reference ellipsoid”
is the contour of the normal potential field having potential
U s D W s. The geoid ellipsoid separation, N, is then simply
the values of the height anomaly field on the equipotential
surface where W s D W 0. Thus:

N .�/ D �
�
rg; �

�
; (4)

where r g is the radial natural coordinate of the geoid’s
surface. The quasigeoid-ellipsoid separation, � qg, is given
by the values the height anomaly takes on the topographical
surface instead of the values on the geoid surface, or on any
equipotential surface, and can be expressed as:

�qg .�/ D � .rt ; �/ ; (5)

where r t is the radial natural coordinate of the topographical
surface. For a point P at the topographical surface, there
is a sense in which the value of the quasigeoid-ellipsoid
separation at P has something more to do with the gravity
field at P than the geoid-ellipsoid separation does, but the
quasigeoid surface as a whole does not characterize the
gravity field at P. The slope of the quasigeoid at P, for
example, is not the slope of an equipotential surface of
Earth’s gravity field there. Even in the unlikely scenario that
topography is perfectly level with constant geopotential W t,
the quasigeoid’s surface would have a north-south slope due
to north-south variations in the value of normal gravity.

We have shown that the claim that normal heights have
more to do with gravity at a point of interest is true only in
a very limited sense, and it is certainly not true at all that
normal heights characterize the “level surfaces : : : that cross
the earth’s surface [at] a given spot,” because normal heights
are not heights relative to level surfaces. There is also a sense
in which orthometric heights have more to do with a point of
observation: They are actually the distance to that point from
the geoid. Normal heights, strictly defined, are the height
of a point on the telluroid—not of the observation point—

relative to a reference ellipsoid (e.g., Featherstone and Kuhn
2006). If heights that “characterize the level surfaces” at the
observation point are really desired, dynamic heights fit the
requirement best.

In the second of Popadyev’s criteria, he suggests we
should use a height system that minimizes gravimetric cor-
rections to levelling. This concern is overblown. Despite
Popadyev’s implications to the contrary, gravimetric correc-
tions are almost never required in practical levelling work
unless it is being done for very specific purposes such as
water drainage—in which case only the dynamic correction
should be used anyway—or if the levelling is being done
over a very long distance such that typical measures to
counteract the effect of Earth’s curvature do not adequately
account for gravity field variations. In these rare situations,
gravimetric corrections would be avoided not because of
the complexity of the orthometric vs. normal corrections:
Nowadays, both may be computed to a sufficient accuracy
for most purposes using available elevation and density
data sets (e.g., Hwang and Hsiao 2003). Rather, gravimetric
corrections are undesirable because they require additional
specialized measurements to determine gravity values along
the levelling line. These additional measurements are needed
even if only the dynamic correction will be applied, so they
must be made regardless of whether orthometric or normal
corrections will also be applied thereafter.

As to whether the overall orthometric or normal correc-
tions will be larger, this depends on the nature of the gravity
field in a given area, and the extent to which its variations do
or do not counteract the dynamic correction. The orthometric
correction, c O, to a height difference between points A and
B, may be written (Heiskanen and Moritz 1967, eqs. 4-32 and
4-33):

cO
AB D cD

AB C
gA � gref

gref

H O
A �

gB � gref

gref

H O
A ; (6)

where c D is the dynamic correction; gA and gB represent the
mean gravity along the plumblines below points A and B; g

ref is the arbitrary reference gravity value used for dynamic
heights; and H O

A and H O
B are the orthometric heights of

points A and B. For a line of constant orthometric height H O

AB, the correction reduces to:

C O
AB D C D

AB C H O
AB

�
gA � gB

gref

�

: (7)

It is apparent that the sign of the correction will fluc-
tuate depending on which end of the leveling line has the
larger mean gravity. There will be even more fluctuation
for a line that does not have a constant height. Sometimes
the orthometric correction will be larger than the dynamic
correction, and sometimes smaller, but on the whole the value
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will fluctuate around that of the dynamic correction. The
same is true for normal heights. Of the main height systems,
the dynamic heights actually fit Popadyev’s second criterion
just as well as orthometric or normal heights. Indeed, taking
his two criteria together, we should always choose dynamic
heights over normal or orthometric heights—but, since we
know dynamic heights are rarely the best choice of height
system, Popadyev’s two criteria must be inadequate.

Finally, we will turn to the numerical example Popadyev
(2019) provides in Sect. 4.2 of his paper. He intends with
this example to substantiate the success of normal heights in
meeting his two criteria. The stated purpose of this model is
to “estimate the convenience of using normal or orthometric
heights.” In the example, he considers a spherical “Earth”
with a spherical “massif” of a different density embedded in
it, and examines the behavior of the normal and orthometric
heights relative to the dynamic heights along a horizon-
tal tunnel through the massif. This is a very simple and
unrealistic model, but simplified models are often used to
explore gravitational effects, so it can’t be dismissed on that
basis alone. The problem is that Popadyev’s model has been
simplified in ways that make it unsuitable for analyzing the
problem it is meant to analyze, because it is constructed
in a way that minimizes any differences between dynamic
and normal heights, while allowing differences between
dynamic and orthometric heights. Popadyev notes this about
his model, saying that “In this particular case, the normal
heights give a result equivalent to that of dynamic heights.”

In particular, because Popadyev’s Earth is a spherically
symmetric body, it also has a spherically symmetric normal
gravity field, such that at any constant “geodetic” height
above the sphere, the value of normal gravity will also be
constant. This is in contrast to the real oblate spheroidal
Earth, where north-south variations in normal gravity are
the largest variations in Earth’s gravity field. Furthermore,
Popadyev chooses to deal with heights along a line of
constant height. In doing so, he guarantees a constant normal
gravity value, making the normal correction and the dynamic
correction equivalent.

Since the numerical test is carefully tuned to yield the
result Popadyev desires, and to exclude real-world effects
that might refute his claims, it has little value as evidence.

4 Conclusions

While his paper is presented as a response to our critique
of the quasigeoid, and quasigeoids are indeed important
for GNSS heighting in a Molodensky system, Popadyev
does not mount a substantial defense of the quasigeoid
as a reference surface. He acknowledges the quasigeoid’s
irregular shape, and advances only arguments for it that have
been refuted many times before. He then turns instead to

arguments in favour of the Molodensky height system apart
from the quasigeoid, mainly in the context of differential
levelling. While this was not the topic of the presentation
he is responding to, he brings up some points that are worth
addressing.

Popadyev argues that the merits of a height system should
be judged only on two rather specific criteria, which he
appears to have chosen to give the Molodensky system an
advantage. He suggests that:

1. A height system should characterize the level surfaces
passing through points at Earth’s surface where observa-
tions are made, and

2. Corrections to differential levelling observations to trans-
form them into the chosen height system should be as
small as possible, so that they are usually negligible.

Other important criteria we suggested in our presentation,
and summarized in this paper, are ignored without comment,
and even where Popadyev’s criteria are applied the Moloden-
sky system does not have a clear advantage.

Popadyev’s first criterion is vaguely expressed, and it
is not clear why it is required so long as observations
can be related to heights in the system. In any case, upon
analysis we see that neither Molodensky nor classical heights
have an advantage in meeting the criterion; certainly not
in comparison to dynamic heights which are most strongly
related to the level surfaces of Earth’s gravity field.

The second criterion refers to a practical consideration
about how a height system is implemented. This should be
secondary to ensuring that the height system has essential
properties, such as holonomity. As with the first criterion
we have still applied it, and found no advantage of Molo-
densky heights over other systems. Normal corrections are
not always smaller than the orthometric corrections, and
most common applications of heights take place over such
small areas and have such large error allowances that both
corrections are approximately equal to 0. Popadyev uses a
hypothetical model designed so that the normal corrections
will be small in an attempt to prove that they are smaller than
the orthometric corrections, but because the model is tuned
to produce his desired result it has little persuasive value.

In summary, Popadyev’s paper has not refuted the points
made in our presentation. In many cases, it has not attempted
to. It has voiced some rarely heard arguments for the Molo-
densky system, but these arguments are not very strong.
Had Popadyev made his comments during the conference we
would have had the opportunity to clarify them on spot.
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Vaníček P (2018) Selection of an appropriate height system for geomat-
ics. GIS Congress 2018, 27–28 September
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On the Accuracy of Geoid Heights Derived
fromDiscrete GNSS/Levelling Data Using
Kriging Interpolation

Emanuele Alcaras , Pier Paolo Amoroso , Ugo Falchi ,
and Claudio Parente

Abstract

Local geoid models presenting higher resolution than global ones are generally derived by
a combination of different datasets, integrating individual pure astrogeodetic, gravimetric
and GNSS/levelling solutions. To define local geoid, different interpolators may be applied
starting from dataset of geoid height values. It is well known that the accuracy of the
resulting models depends not only by interpolation method, but also by points numerosity
and distribution. This article aims to analyse the performance of Kriging approaches in
dependence of the density of the dataset. The experiments are carried out on geoid heights
extracted in random way from an already existing local geoid model: different subsets
are organized containing an increasing number of points in the same area and each of
them is submitted to Kriging interpolations (Universal Kriging and Ordinary Kriging). The
resulting models are compared with the original one and residuals are calculated to evaluate
the accuracy in dependence of point density. The results demonstrate the efficiency of the
Kriging methods, highlighting the possibility to achieve higher accuracy (a few centimetres)
using a point density of 1 point/100 sqkm, in absence of gravity anomalies. Ordinary
Kriging provides better results than Universal Kriging but the undulations between the
resulting models are minimal (a few millimetres) when a high number of points is involved.
Furthermore, the results highlight the limit of the leave one out Cross validation since it
supplies higher residuals than direct comparison for both Universal Kriging and Ordinary
Kriging, when few points are used.

Keywords

Accuracy � Geoid height � Interpolation � Kriging � Local geoid

E. Alcaras · P.P. Amoroso
International PhD Programme “Environment, Resources and
Sustainable Development”, Department of Science and Technology,
Parthenope University of Naples, Naples, Italy
e-mail: emanuele.alcaras@studenti.uniparthenope.it; pierpaolo.
amoroso@studenti.uniparthenope.it

U. Falchi · C. Parente (�)
Department of Science and Technology, Parthenope University of
Naples, Naples, Italy
e-mail: ugo.falchi@uniparthenope.it; claudio.parente@uniparthenope.
it

1 Introduction

The determination of the geoid, the equipotential surface of
the earth’s gravitational field that is closest to an average
ocean surface (Barzaghi et al. 2002), is essential to measure
the heights above the sea level. In fact, it represents the ref-
erence surface for orthometric heights, i.e., levelled heights
corrected for gravity effects. It is known that the ortho-
metric height of a point is nothing more than the distance
from the point to the geoid, measured along a plumb line.
The information on the geoid height (or geoid undulation),
approximately defined as difference between the orthometric
altitude and the ellipsoidal altitude, is fundamental in many
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application fields, e.g., for geophysical studies relating to
crustal structures (Rapp 1974) and oceanographic studies
relating to the topography of the sea surface (Blinken and
Koch 1999). Different techniques can be adopted for geoid
modelling and detailed descriptions of them are available in
literature (Erol and Çelik 2004a; Eteje and Oduyebo 2018).
We can distinguish at least five different approaches: the
GNSS/levelling technique, the Gravimetric technique, the
Astrogeodetic technique, the Satellite technique, the hybrid
approach (including and integrating two or more techniques).
Those approaches differ for used data; particularly the satel-
lite technique incorporates orbit perturbations (ranging to
satellites), gradiometry, satellite-to-satellite tracking, etc.

There are global geoid models (GGMs) such as EGM
1996 (Smith and Milbert 1997) and EGM 2008 (Pavlis et
al. 2008; Barzaghi et al. 2016; Maglione et al. 2018): they
represent correctly only the external gravity potential. The
geoid must be derived by considering topography and its
mass density variations. A GGM supports the conversion
of ellipsoidal heights to orthometric heights with accuracies
varying between few centimetres to even a metre (Denker et
al. 2009; Pavlis et al. 2012; Alcaras et al. 2022). There are
also local geoid models that present higher level of accuracy:
they are generally developed using local (surface or aerial)
gravity data compared with the GNSS/levelling measure-
ments (Sideris and She 1995; Huang et al. 2007). In fact, to
determine an accurate local geoid, it is necessary to take full
advantage of all types of data/information in an integrated
solution (Chen and Luo 2004). In other terms, the accuracy of
a local geoid model can be improved by integrating an exist-
ing gravimetric geoid model with the ellipsoidal height and
orthometric height derived from GNSS/levelling (You 2006).

Geoid height values (GHVs) already known in specific
points (Geoid Height Points, GHPs) can be interpolated to
define a local Geoid model (GM) (Erol and Çelik 2004b; Das
et al. 2018; Falchi et al. 2018). Since different interpolation
methods can be adopted (Erol and Erol 2021; Erol and Erol
2013), different results are expected (Ferrara and Parente
2021): there is no absolutely best interpolation method but
only the optimal choice under certain circumstance (Yang et
al. 2004). Nevertheless, some studies show the high level of
performance of Kriging interpolators (Erol and Çelik 2004b;
Falchi et al. 2018). For consequence, we decide to consider
these algorithms for our study.

This article aims to analyse the relationship between
the density of GHPs and the accuracy of each local geoid
derived from those points using Universal (UK) and Ordinary
Kriging (OK) interpolators. Since the spatial complexity of
the function to be interpolated, the results are related to the
roughness of the considered surface. To have a valid refer-
ence for calculating the accuracy of the resulting models,
an already existing local geoid model concerning Corsica

Isle (France) is chosen and assumed as source for extracting
different subsets containing different number of points in the
same area.

The article is organised as follows. Section 2 describes
the materials and methods: 12 different datasets are selected
including an increasing number of GHPs from 24 to 960;
OK and UK interpolators are applied to each dataset. Section
3 presents and discusses the results comparing the levels of
accuracy of 24 GMs, 12 for each interpolation algorithm in
dependence of the number of the GHPs including in each
dataset; particularly the accuracy is tested using the starting
GM as reference. Section 4 draws out our conclusions.

2 Data andMethods

The experiments are carried out on geoid heights extracted
in random way from an already existing local geoid
model concerning Corsica Isle (France) and covering an
area located between the following ellipsoidal WGS84
coordinates: lon min D 8ı 240 0000, lon max D 9ı 440 0000,
lat min D 41ı 110 1500, lat max D 43ı 120 4500. The Geoid
model includes 81 rows � 40 columns, presents a grid
spacing of 1.50 in latitude and 20 in longitude and covers
an area of about 24,767.74 sqkm (Institut Géographique
National - IGN 2010). It is an adaptation of the QGC02
model, the gravimetric quasi-geoid model for the Corsica
region (Duquenne et al. 2004), to 60 GNSS/levelling
points: it has been assessed by using 15 independent
GNSS/levelling points, showing differences with a RMSE
of 3.4 cm (L’Ecu 2009). The geoid heights range between
44.947 m and 50.592 m; roughness, i.e. the degree of the
surface irregularity that is calculated by the largest inter-
cell difference of a central pixel and its surrounding cell,
ranges between 0.007 m and 1.302 m. Figures 1 and 2 show
respectively: the study area with the geolocalization of the
dataset and the 3D visualization of the geoid model.

The Geoid model is converted in grid vector points and
12 different subsets are extracted in random way from them
including an increasing number of elements in the study area
from 24 to 960. Each extracted point coincides with the
respective grid node: no interpolation algorithm is applied
in this phase and the value provided by the initial grid is
preserved in any case. In order to ensure a sufficiently homo-
geneous distribution of the points over the whole considered
area, a grid presenting cell size 19.99950 (long.) � 20.250

(lat.) is introduced. For consequence the geoid area is sub-
divided in 24 cells (mean area: 1031.99 sqkm) and an equal
number of GHPs (minimum 1, maximum 40) is maintained
in each cell for each subset. Figure 3 shows two subsets
including respectively 240 GHPs (0.010 point/sqkm) and
960 GHPs (0.039 point/sqkm).
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Fig. 1 The study area referred to WGS84 ellipsoidal coordinates:
territorial framework of Corsica edited from Google Earth data (Upper);
Initial dataset: geoid of Corsica (grid spacing: 1.50 in latitude and 20 in
longitude) (Lower)

Each subset is submitted to Kriging interpolators, namely
OK and UK, both based on the geo-statistical model
which uses the spatial correlation between sampled points
to estimate the value at an unknown point (Krivoruchko
2012).

Kriging interpolation methods assume that the spatial
variation of any continuous attribute is often too irregular
to be modelled by a simple mathematical function, so a
stochastic surface is more suitable to represent it (Oliver and
Webster 1990).

Fig. 2 Initial geoid model in 3D visualization as continuous surface
(upper) and as grid points (lower)

For consequence Kriging methods can supply models that
better represent and describe the geoid heights since it allows
a more consistent prediction of the values in the non-sampled
points. To understand the difference between the OK and
the UK, a very wide range of sources is available in the
literature and can be consulted (Martin and Simpson 2003;
Kiš 2016).

OK assumes the model:

z .x0/ D

nX

iD1

�i z .xi / (1)

where �i are the kriging weights. The function z(xi) is
composed of a deterministic component � and a random
function "(xi) (ESRI 2016).

z .xi / D � C " .xi / (2)

The deterministic component is a constant value for each xi
location in each area.

UK assumes the model (ESRI 2016):

z .xi / D � .xi / C " .xi / (3)

where, z(xi) is the variable of interest, �(xi) is some deter-
ministic function and "(xi) is random variation (Gundogdu
and Guney 2007).

Unlike OK, where the mean � is assumed constant over
the entire region of study, UK assumes that the mean �(xi) is
dependent on the spatial location (Mesić Kiš 2016).

Both OK and UK analyse the variability of the points
with increasing distances (variance) and adopt a mathemat-
ical model to describe it. Usually, a software for Kriging
method application provides the user with different types of
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Fig. 3 Examples of subsets extracted from the initial models: the
subset including 240 points (upper) and the subset including 960 points
(lower) used for Kriging interpolations

semi-variogram, the mathematical function that graphically
represents the spatial correlation between the input point
values (Jian et al. 1996). In this study the choice of the
mathematical model to fit the experimental data is carried
out using the best performing one that results Stable model
(ESRI 2016). We fix Lag D 12; Minimum neighbours D 2;
Maximum neighbours D 5; 4 sectors with 45ı offset. We
also apply the optimization option supplied by the software
that allows to increase the result accuracy. For consequence
specific parameters are automatically determined, e.g. lag
size and research radius.

The resulting GMs are tested by means of leave
one out cross validation (Fasshauer and Zhang 2007)
as well as using direct comparison with the original
geoid. The subsequent residuals between initial undulation
values and corresponding interpolated values are used to
analyse and evaluate the accuracy in dependence of point
density.

3 Results and Discussion

Significant statistical parameters (minimum, maximum and
root mean square error) of all residuals for each dataset are
shown in Table 1 for OK applications analysed by Cross
validation, and in Table 2 for the same applications analysed
by direct comparison.

In a similar way, significant statistical parameters of
all residuals for each dataset are shown in Table 3 for
UK applications analysed by Cross validation, and in
Table 4 for the same applications analysed by direct
comparison.

Table 1 Statistics of the residuals produced by cross validation for the
Ordinary Kriging

Count Min (m) Max (m) Mean (m) RMSE (m)
24 �0.65 1.66 0.237 0.609
48 �0.41 0.45 0.024 0.192
72 �0.41 0.48 0.004 0.142
96 �0.30 0.23 0.007 0.104
120 �0.20 0.26 0.003 0.085
144 �0.19 0.21 0.000 0.069
168 �0.15 0.18 0.000 0.058
192 �0.17 0.21 0.005 0.049
216 �0.11 0.16 0.004 0.041
240 �0.10 0.15 0.003 0.039
480 �0.13 0.09 0.001 0.022
960 �0.09 0.07 0.000 0.012

Table 2 Statistics of residuals produced by direct comparison for
Ordinary Kriging

Count Min (m) Max (m) Mean (m) RMSE (m)
24 �0.57 1.45 0.041 0.281
48 �0.54 0.42 �0.027 0.130
72 �0.43 0.27 �0.008 0.089
96 �0.28 0.40 �0.003 0.075
120 �0.25 0.22 �0.005 0.057
144 �0.30 0.23 �0.011 0.055
168 �0.26 0.21 �0.010 0.049
192 �0.24 0.24 �0.008 0.048
216 �0.24 0.15 �0.008 0.045
240 �0.24 0.16 �0.007 0.045
480 �0.13 0.12 �0.005 0.034
960 �0.14 0.09 �0.006 0.032
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Table 3 Statistics of the residuals produced by cross validation for the
Universal Kriging

Count Min (m) Max (m) Mean (m) RMSE (m)
24 �4.48 2.21 �0:124 1.402
48 �0.78 1.07 0:056 0.371
72 �0.60 0.64 0:059 0.227
96 �0.50 0.47 0:024 0.168
120 �0.42 0.53 0:006 0.151
144 �0.42 0.41 �0:003 0.129
168 �0.28 0.30 0:005 0.105
192 �0.28 0.26 0:007 0.090
216 �0.26 0.25 0:008 0.080
240 �0.19 0.26 0:005 0.069
480 �0.15 0.12 0:001 0.032
960 �0.11 0.09 0:001 0.018

Table 4 Statistics of residuals produced by direct comparison for
Universal Kriging

Count Min (m) Max (m) Mean (m) RMSE (m)
24 �1.51 1.45 0:162 0.475
48 �1.16 0.77 �0:002 0.270
72 �0.75 0.72 0:008 0.198
96 �0.70 0.64 0:006 0.154
120 �0.56 0.51 0:000 0.123
144 �0.42 0.49 �0:003 0.106
168 �0.34 0.38 �0:004 0.090
192 �0.28 0.35 �0:004 0.078
216 �0.25 0.35 �0:001 0.069
240 �0.25 0.32 �0:003 0.064
480 �0.18 0.15 �0:006 0.039
960 �0.16 0.11 �0:005 0.034

The results demonstrate the efficiency of the Kriging
methods, highlighting the possibility to achieve higher accu-
racy in dependence of an adequate density of GHPs. For OK
the RMSE value rapidly decreases from the first to the fifth
subset (from 0.609 m to 0.085 m using Cross validation,
from 0.281 m to 0.057 m using direct comparison), while
the variation slows down in subsequent groups. The trend
of RMSE values for UK from the first to the fifth subset is
similar, even if higher values are found (from 1.402 m to
0.151 m using Cross validation, from 0.475 m to 0.123 m
using direct comparison).

The trend is clearly shown in Fig. 4 which plots the value
of the RMSE in the case of OK and UK products directly
compared with the initial geoid model.

Both methods of cross validation and direct comparison
show a better performance of OK compared to UK. In

consideration of the formulas (2) and (3), this seems to
remark that it is correct to consider the deterministic com-
ponent constant over the entire region of study rather than
dependent on the spatial location. However, in the presence
of a high number of points (480 or 960), the differences
between the results of the two interpolators tend to become
minimal (e.g. 0.006 m for 960 GHPs using Cross validation,
0.002 m for the same subset using direct comparison). In
other terms, the higher number of points reduces the dif-
ferences because it allows to better define the deterministic
component assumed as dependent on the spatial location.
Furthermore, the results highlight the limit of the leave one
out Cross validation since it supplies higher residuals than
direct comparison for both UK and OK, when a few points
are used.

For example, Erol and Çelik (2004b) achieved an accu-
racy of about 0.03 m using UK as an interpolation method,
and 1 GHP/3 km. Abdulrahman (2021) achieved an accuracy
of about 0.243 m using OK and 1 GHP/0.350 km, but in this
case measurements are carried out by means Total Station
(Trigonometric Levelling).

4 Conclusion

The study demonstrates the efficiency of the Kriging meth-
ods for local Geoid determination, highlighting the relation-
ship between the density of GHPs and the accuracy of the
resulting model. OK provides better results than UK but the
undulations between the resulting models are minimal (a few
millimetres) when a high number of GHPs is involved. In
fact, the limited extension of the considered area advises
to take the deterministic component as a constant (OK):
vice versa, if considered variable (UK), a higher number of
points is necessary to determine its value more accurately.
Using a few points, leave one out cross validation supplies
higher residuals than direct comparison for both UK and
OK, remarking the opportunity to consider this effect when
testing GMs. For the analysed study area, using a density of
1 point/100 sqkm, direct comparison highlights that RMSE is
less than 5 cm for OK application and less than 7 cm for UK.
The current experiments testify that both the interpolation
algorithms can be applied to determine accurate local geoid
using 3.9 points/100 sqkm. The influence of the analysed
region topography on the accuracy results needs further
investigation.
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Fig. 4 Ordinary Kriging RMSE
and Universal Kriging RMSE
values (in meters) plotting for
direct comparison
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Gravimetric Geoid Modeling by Stokes
and Second Helmert’s Condensation Method
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Abstract

Since the last decade, Indonesia has continuously improved the accuracy of the national
geoid model by conducting rapid gravity acquisition using airborne and terrestrial gravime-
try. As gravity data have been collected thoroughly in all regions, the time has come
to carry out Indonesia’s geoid modeling. We started our study by employing the Stokes
and Second Helmert’s condensation method to our terrestrial gravity data in Yogyakarta,
Indonesia, with a target area of 1ı � 1ı. The computation was based on the commonly
applied remove-compute-restore process. We used a satellite-only geopotential model of
GO_CONS_GCF_2_TIM_R6 up to degree 300 to remove and restore the long-wavelength
part of the gravity field within the modeling process. Numerical results show that few cm of
geoid model accuracy was achieved when we compared it to the validation points. Also, our
best performance geoid is estimated to be better than the Earth Gravitational Model 2008
(EGM2008) geoid model by up to 2.8 cm in terms of standard deviation.
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1 Introduction

Historically, the Indonesian Geoid Model 1981 was the first
geoid model of Indonesia. It was developed by combining a
global geoid model with an altimetry-derived geoid. How-
ever, the accuracy is considered poor. It was estimated to
approximately 5 m (Kahar et al. 1997). A decade later, an
effort was made to create a better, unified, and single geoid
model of Indonesia. Under the official name of the Indone-
sian Geoid Model 1996 (INDGED96), it was constructed by
tailoring different sources of gravity measurements (Kahar
et al. 1997). The dataset consisted of more than 200,000
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terrestrial gravity points and 150,000 marine gravity points
(Kasenda et al. 2000). Despite the huge number of gravity
data used from the dataset for geoid modeling, limitations
still could not be avoided, i.e., the uneven distribution of
gravity measurements. As a result, INDGED96 showed a
relatively poor geoid model accuracy at one region compared
with other regions. For example, the difference between
gravimetric and geometric geoid (height difference between
geodetic height obtained from Global Navigation Satellite
System (GNSS) and orthometric height observed from lev-
eling) in Java Island was ranging from 0.2 to 1.0 m, while in
Sumatra island was ranging from 0.5 to 1.5 m (Kahar et al.
1997; Kasenda et al. 2000).

The development of more precise global geoid models
using global observations gives another alternative geoid
solution for Indonesia. For example, Earth Gravitational
Model (EGM) 2008 by Pavlis et al. (2012) is commonly
used for geoid model in many countries, including Indonesia.
According to the information released by International Cen-
ter for Global Earth Models (ICGEM), the overall accuracy
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of EGM2008 was estimated to 18.7 cm from the comparison
between geoid height and seven GNSS/leveling datasets.
An effort to assess the accuracy of EGM2008 in Indonesia
had also been made. The mean difference obtained from
validation points was calculated to 0.596 m (Heliani 2016).

Notably, the reported accuracy of the mentioned geoid
models is still low for the Indonesia region. To improve the
quality of the geoid model, the Geospatial Agency of Indone-
sia (BIG) began to measure a completely new gravity dataset
through terrestrial gravity measurements with a sampling
interval of every 5 km in several major cities (Syafarianty
et al. 2021). In addition, BIG also deployed several airborne
gravity measurements (Pahlevi et al. 2015, 2019; Bramanto
et al. 2021) since the last decade. As a result, the new
gravity dataset covers all primary islands in Indonesia, and
the time has come to determine the Indonesia geoid model.
The generated geoid model, with a reliable accuracy, is
expected to accelerate the provision of large-scale maps in
Indonesia. Additionally, a precise geoid model is useful for
various applications, e.g., datum unification (Pan and Sjöberg
1998), mapping the crustal and lithosphere thickness (Fullea
et al. 2007), and deriving the ocean circulation together with
altimetry observations (Jayne 2006).

Several methods to calculate gravimetric geoid have
been proposed by many studies. One may use the remove-
compute-restore (RCR; Schwarz et al. 1990) method under
the Stokes (Stokes 1849) and second Helmert’s condensation
scheme (Ellmann and Vaníček 2007) (to simplify, we call this
as Stokes-Helmert). This study attempts to test the Stokes-
Helmert scheme to our terrestrial gravity data in a relatively
small area of Yogyakarta, Indonesia, with a target area of 1ı

by 1ı. This article is organized as follows: Sect. 2 outlines the
data and basic methodology used for geoid modeling, Sect. 3
displays results, and finally Sect. 4 summarizes this study.

2 Data and Method

2.1 Data Used

The geoid model is constructed and modeled by using several
gravity datasets. First, we used terrestrial gravity measure-
ments as the primary dataset. The BIG conducted these
measurements using a relative gravimeter of Scintrex CG-5
with a total of 129 measurement points. Measurements were
carried out with an interval of approximately 5 km. Second,
as the computation of the geoid model requires integration of
gravity data to some extent, we used the Global Geopotential
Model (GGM) of EGM2008 to complete missing gravity
data that was not covered by gravity measurements. It was
extended to 1.5ı from the outermost point of the terrestrial
gravity data. The fill-in data was calculated every 5 km at
topographic elevation following the characteristic of terres-

Fig. 1 Distribution of terrestrial gravity data (yellow dots) and
GNSS/leveling line A–B (white line) used for this study. Land topog-
raphy is also plotted in the background using the 3 arc-second grid of
SRTM (Farr et al. 2007) data. The black line indicates the coastlines

trial gravity data. These fill-in data were treated similar to
the observed gravity and included later for grid interpolation
using Least Square Collocation (LSC; Tscherning 2015).
Third, we used the GGM of GO_CONS_GCF_2_TIM_R6
up to degree 300 (Brockmann et al. 2021) as the chosen
reference GGM in the remove-restore method. In addition,
a Digital Elevation Model (DEM) is needed for correcting
terrain effects on gravity measurements. The 3 arc-second
grid of Shuttle Radar Topography Mission (SRTM; Farr et al.
2007) data was used in this study. Gravity data, including fill-
in gravity data, were provided in a 4-by-4 degree region. At
the same time, the DEM data stretched 1ı beyond the gravity
data outer boundary.

Additionally, we used the geometric geoid heights from
GNSS/leveling observations to assess the performance of
the generated geoid model. The expected accuracy of the
GNSS/leveling is within cm level as we treated our validation
points to be equivalent to the national vertical geodetic
network. This is sufficient to assess cm-level geoid height
model accuracy.

Figure 1 shows the distribution of terrestrial gravity data
and the GNSS/leveling line used in this study.

2.2 RCR Under Stokes-Helmert Scheme

We began our computation by firstly reducing our gravity
data from the Earth’s surface to the geoid and construct-
ing the free-air gravity anomalies. This indicates that all
topographic masses above geoid are condensed to the geoid
according to Helmert’s second method of condensation.
The observed gravity is reduced to the geoid surface using
the free-air gravity gradient, obtaining the free-air gravity
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anomaly. Mathematically, the free-air gravity anomalies can
be described as follows (Featherstone and Dentith 1998):

�gFA D g � �Q C ıgFC C ıgATM (1)

where g is the gravity observation, � is the normal gravity on
the chosen reference ellipsoid, ıgFC is the free-air gravity
correction, and ıgATM is the atmospheric correction that
arises due to additional systematic error when determin-
ing the ellipsoidal parameters, e.g., the Geodetic Reference
System 1980 (GRS80). The parameters that define ellipsoid
parameters were mostly estimated from satellite geodetic
data. Eventually, the estimated normal gravity includes the
atmospheric mass effects. On the contrary, the terrestrial
gravity data does not include these effects (Featherstone and
Dentith 1998; Yang 2013).

From the free-air gravity anomalies, we further computed
the residual Faye anomalies �gresFaye as follows:

�gresFaye D �gFA C ıgTC � ıgSITE ��gGGM (2)

where ıgTC is the terrain correction which is determined
from the irregular terrain after removing the planar Bouguer
gravity effects, ıgSITE is the secondary gravity indirect
effect due to the removal of Helmert’s topographic masses,
and �gGGM is the reference gravity effects from the chosen
GGM. In this study, we followed the International Associa-
tion of Geodesy (IAG) resolution 2015 for the geopotential
value (W0) of 62,636,853.4 m2/s2. Further details to calculate
these terms can be seen in many references (e.g., Omang and
Forsberg (2000); Smith and Roman (2001)).

Notice that the application of Helmert’s second con-
densation produces a slightly different potential from the
actual potential. Eventually, the resulting (co)geoid does not
coincide with the actual geoid in reality. The corresponding
gravity indirect effect and secondary indirect effects to geoid
height should be introduced to compensate for this system-
atic error.

Many publications provide a full description of the RCR
method for computing the geoid model, e.g., Omang and
Forsberg (2000). In principle, the geoid height N is calcu-
lated as a sum of reference and residual components of the
geoid model and can be expressed as follows:

N D NGGM CNres C ıN1 C ıN2 (3)

where NGGM is the reference geoid height from the chosen
GGM, Nres is the residual geoid height, ıN1, and ıN2 are
the respective first and secondary indirect effects to geoid
height. Detailed explanation related to the calculation of the
reference geoid height and indirect effects to geoid height
can be seen in Omang and Forsberg (2000), Smith and
Roman (2001).

Next, the residual geoid height component can be calcu-
lated using a classical Stokes formula as follows:

Nres D
R

4��

“

�

�gresFayeS. /d� (4)

where R is the mean radius of the Earth, � is the normal
gravity, S. / is the Stokes’s kernel with  as the angular
distance between the computation and running point, and d�
is the surface element.

In the present study, Stokes integral was evaluated using
the Fast Fourier Transform (FFT) method and under different
integration radii. This was done to assess the effect of
different integration radii. The following are the practical
application of RCR under Stokes-Helmert scheme to com-
pute the residual geoid height in this study:

1. Reduce the free-air gravity anomalies by removing the
corresponding planar Bouguer effects and adding the
respective terrain corrections.

2. Remove the long-wavelength gravity component using
the chosen reference gravity effects.

3. Eliminate the indirect gravity effect from the data.
4. Grid the resulting anomalies from step 1–3 using LSC.
5. Restore the Bouguer plate anomaly to the corresponding

grid sampling obtaining residual gridded Faye anomalies
as given by Eq. 2.

6. Compute the residual geoid height from the gridded Faye
gravity anomalies by using the FFT approach.

3 Results and Discussions

As described in Sect. 2.2, we computed several 1 arc-minute
bins of gravimetric geoid models with different integration
radii (i.e., 0.5ı, 1.0ı, and 1.5ı of integration radius) for the
residual components. Afterward, the final geoid model for
each integration radius was finalized by adding the reference
geoid height obtained from the chosen GGM and indirect
geoid height effects. Figure 2 displays the geoid height
models for each integration radius. In general, the computed
geoid height models, including the ocean area of the sur-
rounding study area, ranges between 18 to 27.5 m. They
have a positive gradient towards to north-east direction and
perpendicular to the coastline. The significant discrepancy
between the geoid model with 0.5ı integration radius and
other geoid models occurs at the mountainous area in the
northern part of the study area and at the sea area in the other
direction.

We compared our geoid height models with
GNSS/leveling data to assess the performance of our
computed geoid height models. Table 1 lists the statistics
of the discrepancy between our geoid height models and
geometric geoid height from GNSS/leveling data. The third
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Fig. 2 Computed models for (a) reference geoid height, (b) first
indirect, and (c) secondary indirect effect to geoid height. The terms
(d), (e), and (f) stands for the residual geoid models with 0.5ı, 1.0ı, and

1.5ı integration radius, respectively. The terms (g), (h), and (i) displays
the corresponding total geoid height models for 0.5ı, 1.0ı, and 1.5ı

integration radius

Table 1 Estimated standard deviation (SD) and mean of geoid dif-
ference for each generated geoid height models and EGM2008 geoid
height model (unit in cm)

0:5ı 1:0ı 1:5ı EGM2008
SD 8:2 5:1 15:2 7:9

Mean 54:3 33:8 �10:1 51:2

geoid height model (1.5ı of integration radius) gives the
smallest absolute mean bias (�10.1 cm) compared to the
GNSS/leveling data. However, it appears to have the most
significant standard deviation value of 15.2 cm. Take a closer
look at the comparison between gravimetric and geometric
geoid height at validation points (Fig. 3), the third geoid
height model seems to has a larger gradient/trend of geoid
height, resulting in a poor geoid model accuracy. This and
together with the estimated standard deviation values in
Table 1 imply that increase in radius integration does not
improve the accuracy of geoid model. Our results show that

the best geoid height model was the one computed using 1ı

with integration radius, shown by the low standard deviation
of 5.1 cm.

We further assess whether the inclusion of the recent ter-
restrial gravity observations will improve the geoid model’s
performance or not, e.g., by also evaluating the global
geoid model at the GNSS leveling points. Therefore, we
computed the geoid height based on the commonly used
GGM of EGM2008 at the GNSS/leveling points. As shown
in Table 1, the standard deviation of geoid difference between
EGM2008 and GNSS/leveling is estimated to be 7.9 cm.
At the same time, the corresponding mean bias is cal-
culated to be 51.2 cm. This standard deviation indicates
that our computed geoid height is better than EGM2008,
with improvement of 2.8 cm or 35.4%. It makes us con-
fident to choose the computed geoid with radius inte-
gration of 1ı for further implementations and applica-
tions.
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Fig. 3 Comparison between geometric and gravimetric geoid models.
The terms (a), (b), and (c) represent the correspond gravimetric geoid
models with 0.5ı, 1.0ı, and 1.5ı of integration radius

It should be noted that bias still exists in the computed
geoid model. Therefore, it is essential to correct it before
using it for real-world applications, e.g., survey and map-
ping applications. One can model the differences between
gravimetric and geometric geoid using a lower degree of
polynomial surface, representing the overall trend in the
observations (Kiliçoǧlu et al. 2011). However, we consider
only using the estimated mean bias listed in Table 1 to correct
our geoid model as we only have a limited and relatively
south-north direction of the GNSS/leveling line.

Recalling the need for fast and accurate large-scale maps
(1:1,000 scale), advanced mapping and surveying technolo-
gies, such as GNSS and airborne LiDAR (Light Detection
and Ranging) mapping, can be used to produce such maps.
GNSS and airborne LiDAR mapping can provide fast and
accurate points (Bramanto et al. 2019; Gumilar et al. 2019;
Mahdianpari et al. 2021). However, one main drawback of
the GNSS and airborne LiDAR mapping is the reported
height referenced to the ellipsoid. Eventually, we need an
accurate geoid model to transform it into orthometric heights.
Recalling the accuracy of the computed geoid model (5.1 cm)
and airborne LiDAR mapping (vertical accuracy of 15 cm
Andersen et al. (2005)), the error propagation of the pro-
duced map is expected to be 15.8 cm. It becomes smaller
when we consider using GNSS, with vertical accuracy of
approximately 10 cm (Bramanto et al. 2019), to produce such
a map. We estimate the error propagation of the produced
map to 11.2 cm when using the GNSS method. These values
are considerably small compared to the expected vertical
height accuracy from a 1:1,000 scale map of 20 cm by the
Indonesian map accuracy standard.

Despite our promising results of the geoid height model,
we also highlight some limitations in the present study that
can enhance the geoid height model shortly. First, we only
used terrestrial gravity data in our analysis. In a rough terrain
condition (e.g., in the mountainous area), terrestrial gravity

data acquisition can be challenging. Therefore, an airborne
gravimeter can complement the need for gravity data in such
areas. A work reported that the combination between terres-
trial and airborne-based gravimetry could improve the geoid
height model accuracy by up to 12% in the mountainous area
(Jiang et al. 2020). In addition, altimetry-based gravity data
can also be used to complete the gravity data acquisition over
the ocean areas.

Second, the accuracy of the DEM used in this study
remains unclear. DEM is used to correct topographical-
related gravity and geoid height in geoid modeling. Hence,
additional investigation regarding the accuracy of DEM
used should be carried out. Also, comparison with the
national DEM of the DEMNAS (The official Indonesian
DEM provided by the BIG) is another interesting topic
to explore. Related to the topographical geoid effects, the
use of lateral density variation also contributes significant
effects to the geoid height up to 10 cm (Huang et al.
2001).

Finally, the evaluation points were still limited to one
line and did not cover the entire area. Matsuo and Kuroishi
(2020) also mentioned that there would be errors during the
leveling acquisitions. Eventually, such errors would accu-
mulate and propagate to the respective orthometric heights.
Furthermore, no orthometric correction was applied to the
data. Hwang and Hsiao (2003) reported that a significant
orthometric correction was observed when the leveling was
done near and in the mountainous area. Therefore, adding
more GNSS/leveling evaluation points and implementing the
additional orthometric correction to leveling observations is
advisable.

4 Final Remarks

We have computed the local geoid height models using
the combination of Stokes formula and second Helmert’s
condensation method in Yogyakarta, Indonesia. The result
shows a good agreement with the GNSS/leveling data, with
the standard deviation is estimated to 5.1 cm for the best
performance geoid height model. The computed geoid shows
a promising result and can be used for various mapping
applications and align with the Indonesian standard of map
accuracy. We will continue our study by combining the
terrestrial gravity data with the airborne and altimetry-based
gravity data in Indonesia to develop the geoid model for a
larger area.

Acknowledgements We thank to the support from the Institute
for Research and Community Services-Institut Teknologi Bandung
(LPPM-ITB) through the ‘Riset Peningkatan Kapasitas Dosen Muda
2021’ program under contract number FITB.PN-6-01-2021 and the
Center for Geodesy Control Network and Geodynamics-Geospatial
Information Agency of Indonesia (PJKGG-BIG).



152 B. Bramanto et al.

Conflict of Interest

The authors declare that they have no conflict of interest.

References

Andersen HE, Reutebuch SE, Mc Gaughey RJ (2005) Accuracy of an
IFSAR-derived digital terrain model under a conifer forest canopy.
Can J Remote Sensing 31(4):283–288. https://doi.org/10.5589/m05-
016

Bramanto B, Gumilar I, Taufik M, Hermawan IMDA (2019) Long-
range single baseline RTK GNSS positioning for land cadastral
survey mapping. E3S Web of Conference 94(01022)

Bramanto B, Prijatna K, Pahlevi AM, Sarsito DA, Dahrin D, Variandy
ED, Munthaha RIS (2021) Determination of gravity anomalies in
Java, Indonesia, from airborne gravity survey. Terr Atmospheric
Ocean Sci 32(5). https://doi.org/10.3319/TAO.2021.06.04.01

Brockmann JM, Schubert T, Schuh WD (2021) An improved model
of the Earth’s static gravity field solely derived from reprocessed
GOCE data, vol 42(2). Springer Netherlands. https://doi.org/10.
1007/s10712-020-09626-0
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A Geodetic Determination of the Gravitational
Potential Difference Toward a 100-km-Scale
Clock Frequency Comparison in a Plate
Subduction Zone

Yoshiyuki Tanaka and Yosuke Aoki

Abstract

Recent advances in the developments of optical atomic clocks have enabled 10�18-level
frequency comparisons between fibre-linked clocks. Therefore, chronometric leveling with
an uncertainty on the order of 1 cm has become possible, based on the general theory of
relativity. Since measurement uncertainty does not deteriorate with increasing fibre length,
applications of chronometric leveling in geodesy, particularly unification of height reference
systems, have been actively studied. In Japan, a frequency comparison is under experimen-
tation using a fibre link connecting two optical lattice clocks approximately 100 km apart.
This study estimates both the potential difference between these two clock sites with a
geodetic method and its uncertainty to verify the results of chronometric leveling, which
will be obtained in the near future. We use orthometric heights derived from leveling surveys
repeated for monitoring crustal deformation. When discussing an uncertainty at the 1-cm
level in height, the effects of temporal variations in the gravitational potential on the height
measurement need to be considered due to various geophysical phenomena, including tides.
Our results show that the uncertainty in the height measurements by geodetic leveling is the
largest and that tidal potential changes during the height measurements can cause systematic
errors of a few mm. The effects due to variations in the nontidal ocean bottom pressure and
atmospheric pressure are more than an order of magnitude smaller than the tidal effects
at this spatial scale. An upper limit of groundwater effects is also estimated. In a future
comparison with clocks with an uncertainty on the order of 10�19, tidal potential changes
and groundwater effects must be more rigorously evaluated.
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1 Introduction

The general theory of relativity predicts that a clock put
at a higher position by 1 cm near the Earth’s surface ticks
faster by approximately 10�18 than another clock at a lower
position (Müller et al. 2018). Using this nature, one can mea-
sure the height difference between two fibre-linked optical
clocks by comparing their frequencies (Denker et al. 2017;
Delva et al. 2019). Modern optical clocks allow decimetre-
to centimetre-level chronometric leveling (e.g., Lisdat et
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al. 2016; Koller et al. 2017; Grotti et al. 2018; McGrew
et al. 2018; Oelker et al. 2019). Chronometric leveling
requires a measurement time of only several hours or less to
achieve such uncertainty. Furthermore, the uncertainty does
not increase with the fibre length. These facts contrast with
the time-consuming geodetic leveling in which measurement
errors accumulate with increasing distance. The use of fibre-
linked optical clocks has therefore been actively studied to
unify height reference systems across European countries
(Wu and Müller 2020).

Uncertainties in optical lattice clocks (OLCs) have
improved year by year, including in Japan (Ushijima et
al. 2015; Katori et al. 2015; Takano et al. 2016; Ushijima
et al. 2018; Takamoto et al. 2020; Katori 2021). Detection
of the gravitational red shift using transportable OLCs was
recently demonstrated at the Tokyo Skytree by a team led by
RIKEN and the University of Tokyo (Takamoto et al. 2020).
A clock on the ground and another clock at the observatory
450 m above the ground were vertically fibre-linked, and the
observed potential difference agreed with geodetic survey
results at 1–5 cm in terms of height. For the next step, the
team is planning to carry out a frequency comparison exper-
iment using a 100-km-scale fibre network around Tokyo
(Akatsuka et al. 2020). The use of state-of-the-art optical
lattice clocks with fractional uncertainties on the order of
10�19 has been proposed for the purpose of improving crustal
deformation monitoring (Tanaka and Katori 2021).

The purpose of the current study is to confirm the results
of clock frequency comparison experiments which will be
carried out with the above 100-km scale network, using a
geodetic method. Determining the difference in the gravity
potential [or equivalently the orthometric height (Hofmann-
Wellenhof and Moritz 2006)] between two sites 100 km
apart with an uncertainty of 1 cm or below would be a
geodetically interesting topic, when considering the follow-
ing three aspects. (1) The accuracy of traditional leveling can
be better than that of the so-called GNSS-geoid method to
determine the height difference for such a distance (Sect.
4.3). (2) Deflection of the vertical due to tides that occurs
during each measurement in the leveling survey accumulates
along the route, which could cause a bias in the height
difference (Kuroishi 2010). This effect may be observable
for a 100-km scale leveling network. (3) Local potential
changes that cannot be observed with satellite gravity mis-
sions such as GRACE and GRACE-FO (https://gracefo.jpl.
nasa.gov/) must be evaluated in some way. In addition to
these three aspects, plate subduction causes temporal vari-
ations in height.

Several examples that estimate the potential differences
between clock sites with geodetic methods have been
reported. Denker et al. (2017) described European geodetic
leveling campaigns to confirm chronometric leveling in the
context of the ITOC (International Timescales with Optical

Clocks, http://projects.npl.co.uk/itoc/project). Comparisons
between chronometric leveling with the GNSS-geoid method
and traditional leveling have been documented in Takano et
al. (2016), Lisdat et al. (2016), Grotti et al. (2018), Delva et
al. (2019), Riedel et al. (2020) and Takamoto et al. (2020).
However, examples that estimate the potential difference
for a 100-km scale, which are dedicated to confirming
chronometric leveling, are still limited. Therefore, it is worth
presenting the methodology and the result for the geodetic
determination of the gravitational potential difference for the
current case.

The remainder of this paper is structured as follows. In
Sect. 2, we describe the methods and data used to determine
the gravitational potential difference. A method to quantify
the tidal effects on the leveling survey is also presented.
In Sect. 3, we show the obtained potential difference and
estimate its uncertainty. In Sect. 4, we discuss uncertainties
due to geophysical phenomena other than tides. Finally, we
summarize a budget for the uncertainty in Sect. 5.

2 Methods and Data

2.1 The Study Area and the Height
Reference System

Figure 1a, b show the study area. The Philippine Sea Plate
and the Pacific Plate subduct toward the northwest beneath
the continental plate. The clock sites C1 at NTT BRL (Basic
Research Laboratories) and C2 at RIKEN are located west
and northwest of Tokyo Bay. The leveling route connecting
these sites is approximately 100 km long (Fig. 1b). In Japan,
the orthometric height is adopted as the national height
system. Hereafter, we represent orthometric height simply as
height. Figure 1b, e show that the heights along the leveling
route are relatively low except for the rapid increase near the
site C1. Below we explain the methods used to determine
the static potential difference between C1 and C2 and its
uncertainty.

2.2 Repeated Leveling Surveys

In the study area, more than 500 benchmarks (BMs) are
deployed for monitoring groundwater pumping and tectonic
effects. The local governments and the Geospatial Informa-
tion Authority of Japan (GSI) have conducted the first-order
leveling every 1–3 years at these BMs. The blue curve in
Fig. 1e shows the height profile along the route connecting
the nearest BM to the NTT BRL (A27) and that to the
RIKEN (01–02). Surface gravity values to calculate heights
are provided by the GSI. The results of the leveling surveys
are compiled, to which a network adjustment with 13 fixed

https://gracefo.jpl.nasa.gov/
https://gracefo.jpl.nasa.gov/
http://projects.npl.co.uk/itoc/project


A Geodetic Determination of the Gravitational Potential Difference Toward a 100-km-Scale Clock Frequency. . . 157

Fig. 1 The study area and the leveling route. (a) The area marked by
the red box is magnified in (b). (b) The black curve is the leveling route
connecting the clock sites marked by the red circles. The blue circle is
the origin of the height system. (c, d) Survey routes near the clock sites.
Height on the BMs on the blue lines headed to the fixed origin in (b)

have been repeatedly observed whereas the gravity and the height along
the red lines were measured in this study. The distance is 5 km from
C1 to A27 and 1 km from C2 to 01–02. (e) Profiles of the orthometric
height at epoch 2020.0 and the national geoid model (GSIGEO2011)
along the route

sites (the origin O in Fig. 1b and the 12 BMs. Most are
located in the inland stable areas) is applied. The resulting
heights have been published annually.

To confirm the quality of the height data, Fig. 2a shows
the error of closure for each loop in the leveling survey
network. Assuming that the error of closure has the same
dependency on a survey distance as the prescribed limit (2.0
[mm]

p
S Œkm�, Imakiire and Hakoiwa (2004)), we inferred

an average behavior of the loop closure error. The average
error and the standard deviation around this average were
approximately 1/4 and 1/5 of the limit, respectively. The
expected error for the height difference over a distance of
100 km was ˙ 13 mm for the 95% confidence level.

In addition to the above error depending on distances,
differences between the nominal height at a reference BM
and the actual mean sea level could cause a systematic
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Fig. 2 Results of the repeated surveys. (a) Error of loop closure
observed for recent 5 years in the study area. The horizontal axis
represents the length of each loop. The red curve denotes the allowable
error and the black curve represents a 2-sigma error, obtained by
assuming that the error of closure is proportional to the square root of
the distance. (b) Height changes at the two BMs closest to the clock
sites. The height at epoch 2020.0 and the linear trend during 2013–2018
were inferred by the least-squares method. (c) Vertical velocities at the
BMs along the survey route shown in Fig. 1b. The blue marks show
velocities at the GNSS stations shown in Fig. 1b

error (e.g., Kelsey and Gray 1972; Rebischung et al. 2008;
Featherstone and Filmer 2012). In our case, the orthometric
heights were based on the origin O in Fig. 1b, and its bias
vanishes when calculating the height difference between the
two clock sites.

Secular height changes have also been observed at these
BMs as we will see later in Sect. 3.1. To improve the
reliability for the determination of the height difference
between A27 and 01–02, we applied a least-squares method
to the multiyear height data and inferred a linear trend and

the height at the epoch of Jan. 1, 2020, assuming white
noise.

2.3 Leveling Survey Near the Clock Sites

Figure 1c, d show the routes for the local leveling survey
near the clock sites. First-order leveling was carried out by
Showa Holdings Co., Ltd., in January and February 2020.
In the laboratories, the height at a specific point on the
vacuum chamber of the OLC was determined. The vertical
distance from this point to the location of the atoms is
mechanically constant and will be measured in late 2022
with an uncertainty below 1 mm by first-order leveling. The
uncertainties were evaluated using the round-trip error.

Surface gravity along the short routes shown in Fig. 1c,
d was measured by the authors, using a Lacoste-Romberg
G-type relative gravimeter (S/N 705) on February 18, 2020.
The survey started from the basement room of the Earth-
quake Research Institute, the University of Tokyo, where the
absolute gravity value was determined with an FG5 (S/N
109). The difference of a round-trip survey after removing
the solid-Earth tides and a linear drift was <10 �Gal, and
this error was negligible in the height determination.

2.4 Tidal Effects on the Leveling

In the presence of body tides, the individual relative heights
observed in the leveling survey increase by (1 C k � h)4�/g,
where 4� denotes the tidal potential difference between two
measurement sites, g is the average surface gravity and k
and h are the tidal Love numbers. Similarly, the effect of
ocean tides can be estimated with the load Love numbers.
These effects are not corrected for in the above first-order
leveling data. This implies that a survey result obtained in
an observation period differs from that obtained in another
observation period, even if the measurement error is zero.
Kuroishi (2010) estimated the tidal effects for major routes of
the first-order leveling survey in northern and southwestern
Japan (Hokkaido, Sanyo and Kyushu). He reported that the
RMS of the effects per division ( 2 km) was 0.1 mm for body
tides and 0.15 mm for ocean tides and that the effects of
body tides were larger in the latitudinal direction. This result
means that the effects could be several mm if accumulated
over 100 km. Also in chronometric leveling, tidal effects
with a similar amount occur (Fig. 3a). However, the effects
appear in a simpler manner than in geodetic leveling, since
the effects do not accumulate along the route.

In this paper, we estimated the tidal effects on leveling
in a similar manner to Kuroishi (2010). The survey route
and time of individual measurements were simplified as
follows. The route shown in Fig. 1b was divided into 2-
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Fig. 3 Potential differences from clock sites C1 to C2 in terms of
geoid height caused by various geophysical phenomena. (a) Solid-Earth
(body) and ocean tides. (b) Longer wavelength changes observed with
GRACE and GRACE-FO satellites (monthly value). CSR and GFZ
denote data analysis centers. (c) A nontidal effect estimated with an

ocean model (daily value). (d) The potential change at C1 and C2 for
an extreme case, caused by a disk with a thickness of 1.7 m and a radius
r, filled with water. The centre of the disk is put 1 m below C1. C1
and C2 are located at r D 0 and 100 km, respectively. The green curve
represents the potential difference between C1 and C2

km segments. Furthermore, each segment was separated
into three intervals of equal length. A round-trip survey
was performed for each interval with a time of 5 min for
an individual height measurement. The measurements were
performed from 9 am to 6 pm, thus, a 2-km segment was
surveyed each day. The complete survey took 50 days. The
potential difference during an individual measurement along
the route was computed, using the software tide4n based on
Tamura’s potential (Tamura 1987) for the body tides and
GOTIC2 (Matsumoto et al. 2001) for the ocean tides. The
relative height changes due to these tidal effects accumulated
along the whole route.

3 Results

3.1 Leveling

Figure 2b shows the heights from 2013 to 2021 at A27
and 01–02 obtained in the repeated surveys. Table 1 shows
the result of the least-squares estimate for the velocity and

Table 1 The inferred velocity (V) and height (H) at the nearest BMs
to the clocks

BM V (mm/year) H (t D 2020.0) (m)
A27 �0:5 ˙ 0:3 25.9868 ˙ 0.0014
01-02 1:3 ˙ 0:2 36.1267 ˙ 0.0015

The uncertainties for 1¢ are shown

height. Because the average error of loop closure varied
little from year to year, we assumed that the multiyear
height data had the same uncertainty. Then, the uncertainty
(2¢) of the linear regression model for the height difference
from A27 to 01–02 at epoch 2020.0 was estimated as 4.1

(D 2
p

1:42 C 1:52) mm. The uncertainty of 4 mm was
approximately 1/3 of the 2¢ error of loop closure for the
distance of 100 km (13 mm, Sect. 2.2). The fact that the
former uncertainty was smaller was reasonable because the
model used multiyear data to obtain the height difference at
an epoch.

We estimated velocities at BMs along the route shown in
Fig. 1b in the same manner. Figure 2c shows the result. The
vertical velocities at the nearest continuous GNSS stations
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(white squares in Fig. 1b), inferred from the daily coordinates
during the 2015–2020 period, are also superimposed (Tsuji
and Hatanaka 2018). We see that both velocities agree within
1 mm/year. Larger subsidence rates at distances of approx-
imately 30 km were also observed in past leveling surveys,
which could be explained by interplate coupling (Nishimura
et al. 2007). The good agreement between the GNSS and the
leveling results also implies that the choice of the fixed sites
in the network adjustment is correct.

Adding the above height difference between A27 and 01–
02 to the result of the local survey (Sect. 2.2), the height dif-
ference from C1 to C2 was �63.3014 (D35.9554–99.2568)
m. The sum of the round-trip errors for the two local survey
routes was 2.3 mm for 1¢ . Adding this error, the uncertainty
for the height difference between C1 and C2 became ˙ 6.2

(D
p

4:12 C 4:62) mm for the 95% confidence level.

3.2 Tidal Effects

Most of the repeated surveys were carried out in autumn.
Therefore, we investigated the tidal effects in this season. As
an example, Fig. 3a shows the geoid height difference caused
by tides between C1 and C2 during 2 months starting from
Sep. 1, 2019. We see that amplitudes for the body and ocean
tides are within 4 mm and 2 mm, respectively.

Table 2 shows the tidal effects when changing the starting
day of the 50-day survey from Sep. 1 to Oct. 1 in 2018
and 2019. From the left two columns for the body tides,
we see that all the effects are negative, ranging from �2.5
to �1 mm. Furthermore, we note that the amount of the
effect changes approximately every 2 weeks in both years,
which is considered a reflection of spring and neap tides.
For comparison, the right column for the body tides shows
cases when the whole route was split into seven sections and
the surveys for these sections were simultaneously initiated.
Also in these cases, the effects were all negative. The average
of the body tides from 9 am to 6 pm in Fig. 3a was �1.2 mm,
which was consistent with the negative sign of the above
effects. We confirmed that the effects of the body tides on
the height difference became positive when the survey is
done during the night, indicating that measurement time
(day/night) could systematically change the observed height
difference by a few mm.

The effects of the ocean tides were smaller than those
of the body tides, which was reasonable, considering the
smaller amplitude of the ocean tides (Fig. 3a). As in the case
of the body tides, the effects of the ocean tides were also
negative or zero in both 2018 and 2019. The average of the
ocean tides from 9 am to 6 pm in Fig. 3a was �0.2 mm.
However, when the survey was done simultaneously for the
seven sections, the effects were positive in most cases (right
column for the ocean tides). This indicates that when a bias

Table 2 Effects of the temporal variations in the tidal potential on
the leveling when the survey is initiated on different days (simulation)
(Unit: mm)

Body tides Ocean tides
Start 2019 2018 2019a 2019 2018 2019a

Sep 1 �1:0 �2:1 �1:9 �0:3 0:0 0:8

Sep 5 �2:4 �2:4 �1:2 �0:1 �0:7 0:1

Sep 8 �2:5 �1:4 �0:7 �0:6 �0:9 0:2

Sep 11 �1:9 �1:1 �1:3 �1:0 �0:5 0:4

Sep 15 �1:1 �2:1 �1:7 �0:6 �0:2 0:5

Sep 22 �2:5 �1:8 �1:6 �0:6 �1:0 �0:1

Oct 1 �1:2 �2:2 �1:9 �0:5 �0:5 0:0

The height at C2 relative to C1 is shown
aCases when the surveys on the seven sections start simultaneously at
the dates shown

in the tides is smaller (�0.2 mm in the current case), the sign
of the effects on the height difference could change. To reveal
this mechanism, a detailed study associated with observation
time and directions of the sections is necessary.

The sum of the effects due to the body and ocean tides
on the height difference ranged from �3.5 to �0.2 mm,
which could amount to a half of the measurement uncertainty
estimated in Sect. 3.1. The error of closure shown in Fig. 2a
could include the tidal effects to some extent.

4 Discussion

4.1 Treatment of Tides for Comparison
with Chronometric Leveling

To compare a potential difference obtained by chronomet-
ric leveling with that obtained by geodetic leveling, an
appropriate reduction for tides must be applied. Chronomet-
ric leveling measures an instantaneous potential difference
between two clocks caused by all geophysical phenom-
ena, including tides. In the above first-order leveling, no
tidal effects are removed (Kuroishi 2003). Therefore, the
leveling data include the permanent tide and the tempo-
rally varying tidal effects as considered in Sects. 2.4 and
3.2.

A natural choice to compare the two potential differ-
ences is to adopt the mean tidal system, where only the
temporarily varying tidal components are removed (Ekman
1989;Mäkinen 2021). In the reduction for chronometric data,
tidal models (excluding the permanent tide) can be used. On
the other hand, the tidal effects on the leveling due to the
temporally varying components were estimated as a few mm
(Sect. 3.2). The amount of a few mm might be minor if we
compare the geodetic result with chronometric leveling with
an uncertainty of several cm or larger. However, when the
uncertainty of chronometric leveling reaches 1 cm or below, a
rigorous reduction of the leveling data should be considered,
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in which tidal models are applied to individual relative height
measurements.

4.2 Other Effects

Thus far, we have considered uncertainties due to tides,
which are relatively accurately evaluated. Below, we discuss
other effects that cause temporal potential changes (e.g.,
Voigt et al. 2016; Leßmann and Müller 2018; Schröder et al.
2021), assuming that a chronometric measurement and a lev-
eling survey are performed in different observation periods.

4.2.1 LongWavelength Changes
Long-wavelength potential differences between the two
clock sites can be estimated using satellite gravity data.
Figure 3b shows the difference in the monthly geoid height
changes from 2002 to 2020 observed with GRACE and
GRACE-FO satellite missions (http://thegraceplotter.com/).
The spatial resolution is > 200 km. We see that annual
variations are within ˙ 0.1 mm with a rapid decrease in
Mar. 2011 of 0.3 mm and a subsequent slow increase of
0.025 mm/year, reflecting the coseismic and postseismic
deformation due to the 2011 M9 Tohoku earthquake.

4.2.2 Nontidal Loading
Next, we consider shorter-wavelength potential differences.
We estimated the potential difference caused by nontidal
ocean bottom pressure (OBP) changes, using a data assim-
ilation model of the Meteorological Research Institute of
Japan (Usui et al. 2006). The model input data included
wind stress, rainfall and thermal fluxes; temperature and
salinity profiles and sea surface height based on in situ and
satellite observations were assimilated. The spatial resolution
of the OBP was 0.1

ı

� 0.1
ı

. Annual changes in the OBP
in Tokyo Bay and south of C1 (Fig. 1b) were ˙ 1.5 hPa or
less. Longer-term OBP changes were insignificant. Figure 3c
shows the estimated difference in the geoid height change
between C1 and C2. We see that the nontidal effect is within
˙ 0.1 mm, which is an order of magnitude smaller than the
effects of ocean tides (Fig. 3a).

4.2.3 Groundwater
The groundwater levels observed in the study area, pub-
lished by the local governments, were dominated by seasonal
changes with different amplitudes and phases. It is difficult
to identify the spatial extents of the groundwater movements
since groundwater levels are observed at points. When mod-
eling groundwater movements, local heterogeneities in the
soil characteristics must also be considered. In this study,
we simply estimated an upper limit of the groundwater
contribution to the potential difference between C1 and C2,
considering an extreme case, using precipitation data only.

The average annual precipitation during 1981–2010,
observed at the Japan Meteorological Agency (JMA)
AMeDAS stations in the study area, were 1,500–1,700 mm.
We suppose that the centre of a disk with a radius of r [km]
and a thickness of wD 1,700 [mm], filled with water, is
located 1 m below the site C1. Figure 3d shows the geoid
height change at C1 and C2, caused by the disk mass for
different values of r. We see that the maximum difference
between the clock sites is 3.3 mm for r � 80 km. This case
would give an upper limit because i) run off to the ocean is
neglected (i.e., w is overestimated) and ii) the mass anomaly
is “coherent” for 0 � r� 80 km. In actuality, changes in
the groundwater levels are more heterogeneous and phases
of the annual variations are different from one location to
another. Therefore, the sum of the effects on the individual
relative height measurements in a more realistic case should
become smaller than in the coherent case assumed in this
model. When the disk is located below C2 instead of C1, the
sign reverses. Consequently, the range can be estimated as ˙

3.3 mm.

4.2.4 Atmospheric Loading
Finally, we estimated the effects of atmospheric loading.
We investigated the difference in the atmospheric pressure
during 1981–2010 between the AMeDAS stations Yoko-
hama (closest to C1) and Tokyo (closest to C2). Annual
changes in the difference were within 0.15 hPa, which was
an order of magnitude smaller than the non-tidal effects.
The effect estimated with a disk model of a radius of
100 km was smaller than 0.1 mm on the geoid height
difference.

4.3 The GNSS-GeoidMethod

An alternative method to determine the height at a location
is to subtract the geoid height from the ellipsoidal height.
The standard deviation of the Japanese geoid model is
approximately 2 cm (Miyahara et al. 2014). Adding an
uncertainty by a GNSS observation for the ellipsoidal height,
the uncertainty for the (orthometric) height is expected to be
3 cm, which is larger than the uncertainty estimated in this
study. To verify our results, we will perform this GNSS-geoid
approach in the near future.

5 Summary

We have determined a potential difference with geodetic
leveling and discussed its uncertainty, in order to verify a
potential difference that will be observed by a 100-km scale
chronometric leveling. Table 3 summarizes the uncertainties
considered in this study. The largest uncertainty comes from

http://thegraceplotter.com/
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Table 3 The uncertainties in the height difference between clock sites
C1 and C2 determined by the leveling-gravity method (Unit: mm)

Kind Uncertainty (mm) Remarks
A Measurement err. ˙6.2 (95%) Including linear

regression err.
B Body tides �2.5/�1.0 Tamura’s potential
C Ocean tides �1.0/0.8 GOTIC2
D Long wavelength �0.1/0.1 Annual change by

GRACE (-FO)
E Non-tidal loading �0.1/0.1 Ocean model (JMA)
F Atmospheric loading 0.0/0.0 Pressure data (JMA),

r D 100 km
G Groundwater �3.3/3.3 An extreme case,

r D 80 km
H Total �13.2/9.5 Sum of A–G

The numeral values before and after the slashes denote the minimum
and maximum values

the accumulation of individual measurement errors of level-
ing. The second largest uncertainty arises from tides, which
could cause a bias rather than a random error. The effects of
nontidal OBPs, longer wavelengths and atmospheric pressure
changes are smaller than 1 mm. These uncertainties are more
than an order of magnitude smaller than those of the potential
differences between NPL (National Physical Laboratory,
United Kingdom) and PTB (Physikalisch-Technische Bun-
desanstalt, Germany) estimated by Voigt et al. (2016). This is
reasonable considering that the distance of 100 km between
our sites is shorter than the distance between NPL and PTB.
The upper limit of the effect of groundwater, estimated for an
extreme case, does not exceed ˙ 4 mm. The amount of 4 mm
is comparable with continental water effects estimated by
Voigt et al. (2016), who stated that local hydrological effects
are negligible. The total uncertainty for the height difference
between RIKEN and NTT BRL in our study is estimated
to be smaller than ˙ 1.5 cm. In a future comparison of
clocks with uncertainties of the order of 10�19, tidal potential
changes and groundwater effects need to be more rigorously
evaluated.
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Validation of the Hellenic Gravity Network
in the Frame of theModernGravNet Project

Vassilios N. Grigoriadis, Vassilios D. Andritsanos, and Dimitrios Natsiopoulos

Abstract

In the frame of the “Modernization of the Hellenic Gravity Network - ModernGravNet”
project, relative and absolute gravity measurements were carried out at selected 1st and 2nd
order benchmarks of the Hellenic gravity network. These measurements are used first for the
evaluation of the network. Then, as the official network gravity values are referenced to the
Potsdam gravity system, transformation parameters are determined for converting official
values to the new gravity system as it is defined by the absolute gravity measurements. A
northeast to southwest trend is revealed from corrections computed from the parametric
modeling. Moreover, global geopotential models are assessed at the network benchmarks
as a first step towards the development of a new geoid model for Greece and successively
the establishment of a national geoid-based vertical datum.

Keywords

Gravity network � Greece

1 Introduction

One of the fundamental geodetic and geophysical infrastruc-
ture of a country is the gravity network. The traditional grav-
ity network includes all the benchmarks (BMs) whose value
was measured using absolute or relative gravimeters and that
was finally obtained after performing network adjustment.
The backbone of the network are the first order BMs that
in turn are used for its the densification and consequently
the development of the second, third, etc. order BMs. The
Hellenic gravity network comprises of 143 1st and 2nd order
BMs located both on land and on islands and is maintained
by the Hellenic Military Geographical Service (HMGS). The
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first gravity measurements were carried out in the 1950s,
whereas the gravity network started to be established in
1960s (Melissinos 2021). The network was measured using
relative gravimeters with the reference BM located in Athens
at the HGMS headquarters. The latter was connected to
a reference station located at the entrance of Facoltà di
Ingegneria Civile e Industriale (former Facoltà di Ingegneria)
of the Sapienza Università di Roma (Bureau Gravimetrique
International station no. 001294). As the reference value
referred to the Potsdam gravity system (Torge 1989, p.
314), the values of the Hellenic network were considered
initially in 1970 to be larger by 13.8 mGal, while in 1989
by 14.89 mGal (Melissinos 2021), although HGMS still
provides gravity values in the Potsdam gravity system. It
should be noted that there is no official documentation (tech-
nical report or publication) describing the Hellenic gravity
network (as of September 2021). This lack of documentation
makes difficult any attempt to assess the gravity network as
there is no available information regarding its accuracy and
computational details (e.g., corrections used, tidal system).
Especially for the tidal system, this is even more complicated
as the reference value of the Potsdam system could be
considered as mean-tide but the ties made to other national
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reference points after 1950s–1960s were made using modern
relative gravimeters and therefore tidal corrections (either for
a tide-free or zero-tide system) should have been applied.
Moreover, these problems propagate to any other measured
gravity point values. Consequently, the development of a
gravity database for the Hellenic region, see, for example,
Grigoriadis (2009), becomes a non-trivial procedure, where
one has to deal with inconsistencies among different datasets
measured at different time periods.

As most gravity networks worldwide were established
in the previous century, efforts are made in different coun-
tries for their modernization (e.g. Krynski et al. 2013).
Modernization implies the move from a traditional gravity
network to a gravity infrastructure that consists of reference
BMs measured with absolute gravimeters similarly to the
establishment of the International Gravity Reference System
(Wziontek et al. 2021). In this frame and in 2020, the
“Modernization of the Hellenic Gravity Network - Modern-
GravNet” project started with the aim to initially assess the
status and evaluate the current gravity network in Greece
and propose the means and methods for establishing a
new modern gravity infrastructure. For the assessment, a
total of 25 BMs (24 on land and 1 on an island) were
measured using absolute and relative gravimeters out of
the 143 BMs that comprise the first and second order net-
work, i.e., approx. 18% of the total BMs or 21% when
excluding BMs on islands. The present study describes the
measurements and comparisons that were carried out for
the evaluation of the Hellenic gravity network as well as
the determination of a parametric model for transforming
old gravity values to the current newly measured gravity
field as it is defined by the recent absolute measurements.
Additionally, the new measured values are used for assessing
the reduced field obtained after subtracting the contribution
of Global Geopotential Models (GGMs) and the remove
of the Residual Terrain Modeling (RTM) effect (Forsberg
1984).

2 Measurements and Comparisons

A Micro-g LaCoste A10 absolute gravimeter with serial
number 027 (A10-#027) was used for establishing a
new reference station in the Laboratory of Gravity Field
Research and Applications (GravLab) in Thessaloniki,
northern Greece. Before performing the measurements,
the A10-#027 was calibrated (laser beam wavelengths:
�red D 632.9912464 nm, �blue D 632.9902813 nm) by
Micro-g LaCoste and was compared against the company’s
FG5-265 and FG5-302, showing an acceptable difference
in measured value equal to about 1 �Gal. Although
the initial plan was to measure all the Hellenic gravity

Fig. 1 Measured BMs (black: with CG5/CG6, green: with A10) and
the GravLab-B reference station (red: with A10)

network benchmarks with the absolute gravimeter, only
two benchmarks were measured due to a short-circuit in one
of the instrument’s electronic boards. Therefore, the rest of
the network benchmarks were measured using two Scintrex
CG5 relative gravimeters with the GravLab gravity station
as reference. Each relative measurement lasted 5 min and
each absolute 30 min. The mean uncertainty was 15 �Gal
and 11 �Gal for the relative and absolute measurements
respectively and varied based on the measurement site
conditions. The precise location of each benchmark was
obtained using GNSS receivers following the Network Real-
Time Kinematic method (NRTK) but this was not always
possible as it will be described next. The location of the
measured benchmarks classified by measuring method used
are shown in Fig. 1.

For each benchmark, additional measurements were car-
ried out using the relative gravimeters for determining the
local vertical gravity gradient. Measurements were obtained
at two different height levels, one on the benchmark and
the other at about 60 cm above by placing the instrument
on a tripod and using a plumb bob for centering. The
determined vertical gravity gradient was used for referring
the measured gravity value at the gravity sensor on the
benchmark.

The measured gravity was also corrected for tides and
polar motion. Earth tides and ocean loading were computed
following Spiridonov et al. (2018) using the FES2012 model
(Carrère et al. 2012) and the ATLANTIDA software. Polar
motion was taken into account using the International Earth
Rotation and Reference System Service (IERS) bulletins A
by applying (Eq. 4) in Wahr (1985).
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Table 1 Differences between measured and official values [mGal]

Mean Stdev Min Max
gobs-gofficial �15.00 0.15 �15.34 �14.82

Apart from the calibration of the relative gravimeters
by Scintrex and prior to the start of the campaign, their
long-term drift correction was determined using the CG5’s
software-based automated method and their tilt sensors off-
sets were adjusted. For the short-term (residual) drift and
as the measurements each day started and ended at the
GravLab station, this was considered linear with respect to
time and therefore linearly apportioned to each measured
benchmark based on the time of each measurement. It should
be noted that each benchmark was measured only one time
and therefore no network was formed/adjusted.

The statistics of the differences between the measured and
the official values are given in Table 1 for a total of 24 points
out of the 25. The excluded point was measured unsuccess-
fully three times in different months but the measurement
error was too high (see Discussion). Although the mean value
of statistics of the differences equal to �15.00 mGal is very
close to the value of �14.89 mGal found in 1989 by HGMS
(see Introduction) and could be justified by a small variation
in the gravity field, the standard deviation and range of the
differences were further investigated as they were deemed
significant. Therefore, it was decided to first examine any
possible correlation between the differences with the station
coordinates. Indeed, it was discovered that the differences are
correlated to the geodetic latitude of the BMs (see Fig. 2)
but not to their geodetic longitude and geometric height. As
stated before, due to lack of documentation any effort to jus-
tify these differences is not safe as there could be many rea-
sons for this, like, for example, inconsistent tidal corrections
or per area network adjustments—starting from southern
Greece (national reference point) and continuing to northern
Greece. This latitude dependence though cannot be attributed

Fig. 2 BM gravity differences versus BM latitude (x-axis: geodetic
latitude [deg], y-axis: differences [mGal])

to the tidal system of the measurements. The authors per-
formed the comparisons and the computations described in
the next section using all tidal systems without noticing
significant differences (some �Gals), which is expected since
Greece is a small country. As this latitude dependent correla-
tion affects not only the BMs but also any measurement ref-
erenced to them and by taking into account that the majority
of the available gravity values in Greece refer to the national
network, it was decided to determine a parametric model.
This parametric model would absorb these differences and
allow the conversion of existing values to the current gravity
field as it was obtained from the absolute gravity measure-
ments. Moreover, it would better depict the variation of
differences, as it will be shown in the next section.

From the measured gravity values, surface gravity anoma-
lies were obtained and reduced gravity anomaly fields were
computed by subtracting the contribution of GGMs. The
selected GGMs are: (a) EIGEN-6C4 (Förste et al. 2014) with
a maximum degree/order (d/o) 2190, (b) EGM2008 (Pavlis
et al. 2012) with a maximum d/o 2190 and (c) the family
of XGM2019 models that includes XGM2019 (max d/o
760)/XGM2019e (max d/o 5540)/XGM2019e_2159 (max
d/o 2190) (Zingerle et al. 2020). The selection includes
models that have commonly been used in geoid modeling
(EIGEN-6C4 and EGM2008) as well as the latest XGM2019
family of models based on the latest reprocessing of GOCE
satellite data that incorporate also other improvements from
its predecessors. The reduced field statistics were computed
for d/o 760, 2190 and 5540 are shown in Table 2. It should
be mentioned that XGM2019e includes also topographically
derived gravity. For d/o 760 the models perform equally
well with similar statistical results, while for d/o 2190 the
XGM2019 models present a larger standard deviation than
EGM2008 and EIGEN-6C4. Similar conclusions may be
drawn from Table 3 that provides the statistics of the residual
gravity anomaly field after removing the RTM effect precom-
puted up to d/o 2160 from the Earth2014 model (Rexer et

Table 2 Reduced gravity anomaly field for the BMs after subtracting
the contribution of GGMs [mGal]

GGM d/o Mean Stdev Min Max
Unreduced field – 11:37 37:21 �75:80 105:69

EIGEN-6C4 760 �21:09 20:66 �59:38 27:45

EGM2008 �21:02 20:96 �58:80 26:63

XGM2019 �22:71 21:09 �56:97 35:75

XGM2019e_2159 /
XGM2019e

�20:70 21:03 �58:41 29:98

EIGEN-6C4 2190 �8:55 12:82 �38:94 15:20

EGM2008 �8:48 12:96 �38:07 18:17

XGM2019
e_2159

�8:63 18:34 �41:72 28:05

XGM2019e �9:18 18:25 �41:37 30:01

5540 �4:51 14:39 �23:86 31:80
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Table 3 Residual gravity anomaly field for the BMs after subtracting the contribution of GGMs and topography (A: Earth2014, B: ERTM) [mGal]

GGM d/o Topo Mean Stdev Min Max
Unreduced field – – 11:37 37:21 �75.80 105:69

EIGEN-6C4 760 A&B �2:91 9:96 �17.47 25:19

EGM2008 �2:84 10:20 �17.73 24:37

XGM2019 �4:52 13:00 �23.00 33:49

XGM2019e_2159 / XGM2019e �2:52 11:17 �20.11 27:72

EIGEN-6C4 2190 B �2:26 4:05 �10.79 4:14

EGM2008 �2:20 4:28 �9.12 6:54

XGM2019e_2159 �2:35 11:17 �20.35 26:84

XGM2019e �2:90 11:04 �19.01 28:80

al. 2016) and from d/o 2160/2190 up to about 80,000 from
the ERTM model (Hirt et al. 2014). It should be pointed out
that the number of BMs is limited. But, the statistics imply
that even older models should be examined along with the
new ones in the investigations for producing residual gravity
fields for geoid modeling. The latter being the next step
towards the modernization of the Hellenic vertical datum.
Furthermore, the majority of the models shown in Table 3
present a consistent residual field in terms of mean value
(about 2–3 mGal). By considering the results of Table 2,
where models used with the same d/o of expansion present a
similar mean value in the statistics of the reduced field, it may
be deduced that the 2–3 mGal mean value is partly attributed
to the zero-degree term of the geopotential models and partly
to the RTM reductions inability to fully model the remaining
gravity field.

3 Parametric Modeling

Six different parametric models were utilized to identify
possible biases and tilts between the new measurements and
the official values at the benchmarks. The differences g are
modelled by

g D gobs � goff icial D aT x C v (1)

where gobs and gofficial are the matrices of the observed and
official gravity values respectively, ˛ the design matrix, x the
matrix of unknown model parameters to be determined and v
the errors matrix. The six parametric models are:

Model A, a 4-parameter datum shift model (Heiskanen
and Moritz 1967, Ch. 5; Fotopoulos 2003, eq. 3.31):

g D a C bcos'i cos�i C ccos'i sin�i C dsin'i C vi (2)

Model B, a 5-parameter datum shift model (Heiskanen and
Moritz 1967, Ch. 5; Fotopoulos 2003, eq. 3.33):

g D a C bcos'i cos�i C ccos'i sin�i C dsin'i C esin2'i C vi

(3)

Model C, a simple linear model (translation/bias and scale)
(Torge 1989, eq. 9.1):

g D a C b
�
gi off icial � g

�
C vi (4)

Model D, an extended model based on Model C:

g D a C b
�
gi off icial � g

�
C c .'i � '/ C d

�
�i � �

�
cos'i C vi

(5)

Models E and F, mixed linear with polynomial models
of first (mmax D nmax D 1) and second order respectively
(mmax D nmax D 2) taking into account the measured gravity
field:

g D b
�
gi off icial � g

�
C

Xmmax

mD0

Xnmax

nD0
xkc.'i � '/n

�
�i � �

�m

cosm'i C vi

(6)

where a, b, c, d , e and xk are the model parameters, k is
equal to (3m C n), g is the mean value of the measured
gravity, ® and � are the geodetic latitude and longitude of
each BM and ' and � are the mean geodetic latitude and
longitude respectively. It should be noticed that for Eq. (6),
x0 is same as the bias (translation) found in Eqs. (2) to (5),
i.e., parameter a. It is to be noted that models D, E and F are
based on A, B and C and are proposed in the frame of the
present study.

The validation of the models was carried out similarly to
Fotopoulos (2003) but for the mathematical model of gravity
differences (see Eq. 1). Therefore, all models were assessed
by examining the statistics of the differences before and after
fitting the differences to the models, estimating the goodness
of fit and evaluating the significance of the model parameters.
Moreover, data snooping was used for determining points
that did not adjust well to the determined parametric models.
The goodness of fit is given by the measure of fit R2 or the
adjusted measure of fit R2

a (Sen and Srivastava 1990, Eq.
2.37). The testing of significance of the model parameters
was carried out following the backward elimination approach
(see Fotopoulos 2003, section 3.5.4).
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Table 4 Parametric modeling statistics using a VCE-based weighting
[mGal]

Mean Stdev Min Max R2
a

Before �15:00 0.15 �15.34 �14:82 –
Model A 0:00 0.07 �0.18 0:14 0.83
Model B 0:00 0.07 �0.19 0:14 0.84
Model C 0:00 0.10 �0.22 0:10 0.62
Model D 0:00 0.06 �0.10 0:13 0.88
Model E 0:00 0.06 �0.08 0:14 0.89
Model F 0:00 0.04 �0.13 0:06 0.96

An important factor in the computation process is the
weighting of the input differences. Three different scenarios
were examined: (A) All observations have the same weight
and the weight matrix was selected to be equal to the identity
matrix. (B) By applying the law of error propagation, the
error of each difference �g is obtained by:

�2
g D �2

gobs
C �2

goff icial
(7)

where �gobs
is the measurement error. The �goff icial

is the offi-
cial error for each BM which is unknown and was set equal
to 0.02 mGal by taking into account the published values
in the Bureau Gravimetrique International (BGI) database.
Therefore, the weight of each observation is equal to 1=�2

g .
(C) Variance Component Estimation (VCE) was used for
determining the weight matrix similarly to Kotsakis and
Sideris (1999) but for the gravity model of Eq. (1).

Out of the three aforementioned weighting scenarios the
most stable and robust solutions were obtained by the third
one. The statistical results before and after fit for the six mod-
els determined using the VCE-based weighting are provided
in Table 4. It should be noticed that all model parameters
passed the parameter significance test. From Table 4, it may
be deduced that model F provides the best results. The deter-
mined model parameters for models E and F are provided
in Table 5 with g, ' and � equal to 980142.596 mGal,
39ı.98184489 and 22ı.97894569 respectively. In Fig. 3 are
presented the corrections applied by Model F where a south-
west (SW) to northeast (NE) trend is revealed. Regarding the
parameters of model F, it should be noticed that the standard
deviation of parameters x2 and x3 is larger than their value,
i.e. these parameters have a high estimation uncertainty. This
does not occur for the rest of the models. Given though the
results of Table 4, it is suggested to use model E or F.

4 Discussion

Apart from the conclusions drawn from the statistical results
presented previously, a few additional remarks should be
made regarding the Hellenic gravity network design and its
BMs. The gravity network was designed as an independent

Table 5 Parameters of model E and F using a VCE-based weighting
scheme [mGal]

Parameter Value Stdev Parameter Value Stdev
model E
b 0:0007 0.0002 x0 �14:9925 0.0153
x1 �0:0339 0.0180 x2 0:0893 0.0188
x3 �0:0213 0.0144
model F
b 0:0010 0.0002 x0 �14:9429 0.0479
x1 �0:0658 0.0193 x2 �0:0131 0.0255
x3 0:0054 0.0484 x4 0:0576 0.0160
x5 0:0283 0.0183 x6 �0:0544 0.0420
x7 0:0752 0.0278 x8 �0:0488 0.0278

Fig. 3 Corrections from parametric model F at the gravity network
BMs [mGal]

network, i.e., a network with its own BMs that has no con-
nection to the vertical or trigonometric network apart from
some few BMs that are common. At the time the network
was established in the 1960s, Global Navigation Satellite
Systems (GNSS) technology was unknown and measure-
ments were difficult to perform. Moreover, some BMs are
located next to buildings while other at airports, where the
selection was mostly based on keeping the BM safe, while
the size of the BM was sometimes not adequate for placing
an absolute gravimeter. Additionally, although some BMs
have a concrete body with a steal plate on top, others have
nothing specific on the ground and the instrument must
be placed according to photographs or approximately close
to a point described in the BM identification documents.
Last, a problem that was also met during the measurements,
although some BMs have a concrete body that could be
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considered a stable basis, this did not occur for a BM that
was excluded from the computations. As the measurement
noise was very high, it was concluded that the concrete body
does not guarantee that the area is noise-free. Therefore,
it is suggested that measurements should be made before
establishing a BM, while a geotechnical soil study could
improve the site selection.

Considering the present, where the main aim is the
establishment of a modern geoid-based vertical datum,
and taking into account the experience accumulated from
the measurements, the authors propose that the next
generation of gravity BMs should be common with the
ones of the vertical datum and should be in a clear-view
area where GNSS measurements can be easily obtained.
This would improve not only the evaluation/computation
of geoid models but also the monitoring for changes over
time.

Different GGMs were used to produce a reduced gravity
and a residual gravity field, after removing the RTM effect,
from the measured gravity at the BMs. The reduction statis-
tics showed that older models still provide good reduction
results and should be included in any investigation carried
out for producing a residual field for geoid modeling.

Last, some remarks are made regarding the clear SW to
NE trend that exists in the Hellenic gravity network and was
revealed by the parametric modeling. First, this trend indi-
cates the necessity to correct all previous available gravity
values. The mixed linear/first and second degree polynomial
models performed better than the other models and therefore
their parameters are suggested to be used for correcting the
old Potsdam values. A similar SW to NE trend though was
found also in a previous study by Andritsanos et al. (2017),
where they compared GNSS/leveling derived geoid heights
at trigonometric BMs versus GOCE-based GGMs derived
geoid heights. It is known that corrections have been made
to the heights of the GNSS/leveling BMs for the Earth’s
gravity field but these would not justify the observed trend.
Therefore, further investigations are required to connect their
results with the present study.
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Combined Gravity Solution from SLR
and GRACE/GRACE-FO
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and Byron Tapley

Abstract

The recovery of Earth’s time variable gravity field from satellite data relied heavily
on Satellite Laser Ranging (SLR) before the recent GRACE and GRACE Follow-On
satellite gravity missions. Currently, the monthly gravity solutions from GRACE/GRACE-
FO provide important global information about the temporal variations of gravity field.
However, there are a few low-degree coefficients derived from GRACE/GRACE-FO that
are not well determined, because of the satellite gravity mission configuration and issues
with the accelerometer data. These low-degree coefficients can be determined reasonably
well using SLR data from the dedicated SLR satellite configuration and can be used to
replace the less well-determined values from GRACE/GRACE-FO. A more rigorous and
consistent approach is to directly combine SLR and GRACE/GRACE-FO gravity solutions
in a simultaneous solution. This paper presents a combination strategy for gravity field
recovery from combined SLR and GRACE/GRACE-FO mission data. To correctly account
for all correlations, the combination is performed at the information (normal) equation
level. The coefficients C20 and C30 are determined mainly from SLR by renaming C20 and
C30 parameters in GRACE/GRACE-FO information equations. The results show that the
combined products are improved in comparison with the nominal GRACE/GRACE-FO
gravity solutions. The gravity field products are evaluated by comparing different gravity
solutions through coefficient-wise comparison, equivalent water height variations and mass
changes over selected areas.

Keywords

GRACE � GRACE-FO � Satellite gravimetry � SLR

1 Introduction

The temporal variations of the Earth’s gravity field pro-
vide important information related to the mass transport
within the complete Earth system. Before satellite gravity
missions like the Gravity Recovery and Climate Exper-
iment (GRACE) and GRACE Follow-On (FO), studying
the low-degree gravity field variations relied heavily on
Satellite Laser Ranging (SLR) (Cheng and Tapley 1999;

Z. Kang (�) · J. Ries · S. Bettadpur · H. Save · B. Tapley
Center for Space Research, Austin, TX, USA
e-mail: kang@csr.utexas.edu

Bloßfeld et al. 2015; Sośnica et al. 2015). GRACE/GRACE-
FO are dedicated satellite gravity missions for observing
temporal variations of the gravity field with higher spa-
tial resolution than that possible with just SLR ranging
(Tapley et al. 2004; Flechtner et al. 2015; Landerer et al.
2019).

GRACE is a joint project between the National Aeronau-
tics and Space Administration (NASA) and the Deutsches
Zentrum für Luft- und Raumfahrt (DLR). The primary objec-
tive of the GRACE mission is to map, with unprecedented
accuracy, the long- to medium-wavelength spherical har-
monic coefficients of the Earth’s gravity field and to observe
its temporal variations. The twin GRACE satellites were
launched on March 17, 2002 into near-polar orbits with
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an initial altitude of approximately 500 km. The mission
ended in October 2017. GRACE-FO is the successor of
the GRACE mission with the same objective. The primary
object is to continue the 15.5 year GRACE record. The
twin GRACE-FO satellites were launched on May 22, 2018
into near-polar and near 500 km altitude orbits. In addition
to GRACE-comparable scientific instruments, GRACE-FO
also carries a Laser Ranging Interferometer (LRI) for making
high accuracy relative motion measurements, as a technology
demonstration experiment in support of future gravity map-
ping missions.

SLR contributes most to the determination of low-degree
gravity field. Due to an inhomogeneous and sparse SLR
network, the SLR-derived middle and high-degree coeffi-
cients of the gravity field are not well determined. Therefore,
the SLR gravity solutions can be only used for observ-
ing the temporal variations of lowest degree and order
terms.

Currently, GRACE/GRACE-FO-derived monthly gravity
solutions provide important information about the temporal
variations of the Earth’s gravity field. However, there are a
few low-degree coefficients that are not well determined in
the GRACE and GRACE-FO monthly solutions due to the
satellite gravity mission configuration and issues with the
accelerometer data. These low-degree coefficients, on the
other hand, can be reasonably well determined from SLR
data. Therefore, for the released gravity field solutions, the
coefficient C20 from the GRACE monthly gravity solutions
as well as coefficients C20 and C30 from the GRACE-
FO monthly gravity solutions are replaced by SLR-based
estimates. In addition, the GRACE/GRACE-FO missions
are not implemented with repeating ground tracks; the alti-
tude decays throughout the mission due to the effects of
atmospheric drag. The change in altitude leads to peri-
ods during which the monthly gravity solutions are deter-
mined in the presence of deep resonances. The resonance
effects during these periods lead to a degraded gravity
solution quality when compared to the non-resonant peri-
ods.

Based on the background described above, we study the
combined gravity solution from SLR and GRACE/GRACE-
FO. The main purpose of this study is to demonstrate that a
solution can be obtained that does not require any coefficient
replacements. The study also considers whether the com-
bined solutions are better than the solutions with C20 and C30

replaced. This paper presents combination strategies. The
coefficients C20 and C30 are determined mainly from SLR
by renaming C20 and C30 parameters in GRACE/GRACE-
FO information equations. The main challenges are how to
weight the different data types and at what level to make the
combination.

2 GRACE and GRACE-FO Gravity
Recovery

For GRACE and GRACE-FO gravity recovery, we use
the dynamic gravity recovery method that is based on the
dynamic orbit determination. The dynamic method is the so-
called variational method (Reigber 1989; Yuan 1991), which
uses a conventional least squares adjustment. For GRACE
and GRACE-FO, a month of data is typically processed to
produce a monthly gravity field (Tapley et al. 2005; Kang et
al. 2020).

The GRACE/GRACE-FO gravity recovery is performed
in several steps. The edited GPS and KBR observations are
created in the first step during GRACE/GRACE-FO precise
orbit determination (POD). Then, the reference orbits are
generated by using edited GPS data and accelerometer mea-
surements, which replace the non-gravitational force models.
However, the accelerometer data for GRACE-D (one of the
GRACE-FO satellites) are the transplanted accelerometer
data products generated by JPL (McCullough et al. 2019)
to account for a failure of the GRACE-D accelerometer.
With the improved reference orbit, the partial derivatives
for all the estimated parameters are computed for each arc
and each observation type (GPS and KBR). In the final
step, the gravity field coefficients, along with other dynam-
ical, measurement and orbital parameters, are estimated in
a combination of all available information for the month
using an optimal weighting method (Yuan 1991; Kang et
al. 2020) for each arc and KBR observation type. By this
process, we obtain not only the monthly gravity solution
from GRACE/GRACE-FO only but also the degree and order
60 information equations for later combination with SLR.

3 SLR Gravity Recovery

For SLR gravity recovery, we use the same method as
that used for the GRACE/GRACE-FO data. The SLR
gravity solutions and information equations presented here
are derived from a combination of seven SLR satellites
(LAGEOS-1/2, Ajisai, Starlette, Stella, LARES and Larets).
Prior to the availability of LARES, the C30 and C50

coefficients could not be accurately recovered, but when
the LARES data is included, a complete 5 � 5 plus C6,1

and S6,1 are reasonably well determined from the seven
SLR satellites (Bloßfeld et al. 2015; Sośnica et al. 2015).
The processing arc length for the higher altitude satellites
(LAGEOS-1/2) is 6-days; 3-days is used for the remaining
lower altitude satellites. These relatively short arc lengths
are required to keep the non-conservative force model errors
from building up too much.
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The SLR gravity recovery is performed in several steps.
The edited SLR observations are created in the first step
during SLR POD to edit out observation outliers. Then, the
reference orbits are generated using the edited SLR data.
Next, the partial derivatives for all the estimated parameters
(SLR satellite initial state, drag coefficients, empirical along-
track accelerations and gravity field coefficients) for each
arc of each satellite are computed. In the next step, the sub-
monthly information is combined into monthly information
equations for each satellite, which are then combined using
optimal weighting into the information equations for SLR.
The optimal weighting occurs at the satellite level rather
than the original arc level. This provides a more reliable
estimate of the contribution from each satellite to the SLR
combination. From this, we determine the monthly SLR
gravity solution up to degree and order 5 plus C61 and S61

as well as the 60 � 60 information equations required for the
combination. In this final combination, the average weight
factors for LAGEOS-1/2, LARES, Starlette, Stella, Ajisai
and Larets were 15, 15, 16, 8, 10, 5, and 2, respectively. The
high weight factor for LARES indicates its importance for
gravity recovery, while the Larets contribution is relatively
low. The SLR data for all satellites had an apriori sigma of
4 cm; consequently the aposteriori sigmas for LAGEOS-1/2
and LARES can be deduced to be approximately 1 cm, and
1.3, 1.4, 1.8 and 2.8 cm for Stella, Starlette, Ajisai and Larets,
respectively.

4 Combined Gravity Solution

The approach used here was the optimally weighted
combination of the information equations for SLR and
GRACE/GRACE-FO. The GRACE/GRACE-FO-only
solution is available to compare to the combination to
evaluate the contribution of SLR. After the 60 � 60
information equations are generated for each, solving
for the following equation obtains the combined solu-
tion:

.FGRANGRA C FSLRNSLR/ X D FGRABGRA C FSLRBSLR

(1)

where FGRA and FSLR are weight factors for GRACE/GRACE-
FO and SLR, NGRA and NSLR are the global information
equation matrices of GRACE/GRACE-FO and SLR, X
is the vector of unknown gravity field coefficients, and
BGRA and BSLR are the right-hand side vectors of the
information equation. The reduced global information
equations are generated by pre-eliminating all non-gravity
field parameters.

5 Test Case and Combination Strategies

The data span is from 2013 to 2021, which includes
both nominal and non-nominal operation periods for
GRACE/GRACE-FO as well as the availability of the
LARES SLR data. A reliable C30 coefficient can be well
determined from a combination of LARES and other SLR
satellite data.

There are four cases which can be used for comparisons
and discussions: (1) GRACE/GRACE-FO only; (2) SLR
only; (3) Combined solutions; (4) GRACE/GRACE-FO with
SLR C20 and C30 replacements.

One important impact on gravity field recovery is the
density and uniformity of the data coverage of the Earth. Dur-
ing nominal mission operations periods, GRACE/GRACE-
FO KBR data generally have good coverage. For SLR,
data coverage is not uniform, and there are many gaps due
to an inhomogeneous and sparse SLR tracking network.
SLR data can be only used for determining a complete
low degree/order gravity field because of the data coverage
limitation. However, SLR is also sensitive to some middle
and high degree coefficients, primarily terms at or near the
resonant orders. The determination of these terms is likely
improved in the combined solutions.

One of the issues for the combined solutions is to deter-
mine what level of observation information is to be used. We
have decided the best approach is to perform the combined
solution at the information equation level (Haberkorn et al.
2015). This allows for a clear evaluation of the contribu-
tion of SLR to the combination solution. Another issue is
related to the relative weights of the GRACE/GRACE-FO
and SLR information equations. For GRACE/GRACE-FO,
the information equations have been carefully weighted by
down-weighting the GPS data and optimally weighting the
KBR data (Kang et al. 2020). For SLR, optimal weighting
for each SLR satellite for each month was applied.

The C20 coefficient from GRACE and GRACE-FO and
C30 coefficient from GRACE-FO are not accurately deter-
mined. To ensure the estimates for C20 and C30 derived from
SLR are not adversely affected, the variable names for C20

and C30 from GRACE/GRACE-FO information equations
are renamed. In this way, the negative effects of C20 and C30

from GRACE/GRACE-FO are eliminated, and the C20 and
C30 coefficients are determined from the SLR data alone.

6 Results and Discussion

The monthly combined solutions were determined using the
approach described above. The SLR and GRACE/GRACE-
FO contributions were individually combined into their
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Fig. 1 Weight factors for
combined monthly gravity
solutions (GRACE/GRACE-FO:
red; SLR: green)
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Fig. 2 C20 and C30 coefficient time series from GRACE/GRACE-FO RL06 (red), SLR (blue) and combined solutions SPG (green)

respective information equations using optimal weighting.
The apriori weights for SLR are determined based on the
RMS of SLR solution post-fits (1–3 cm). The apriori GPS
weight is derived from the fixed RMS (2.12 cm). The apriori
KBR weights are determined based on the RMS of the
post-fits (about 0.22 �m/s for GRACE and 0.08 �m/s for
GRACE-FO). Since the original observations were optimally
weighted in their respective accumulation, their weight
factors should not significantly change at the combination
level (Fig. 1). The SLR weight factors stay around 1 and
the GRACE/GRACE-FO weight factors rose slightly to the
range of 1.5–2, with a few higher weight factors during
late 2016 and early 2017 (when the accelerometers were
particularly unreliable). The factors for GRACE/GRACE-
FO not being close to one are probably due to the down-
weighted GPS data in the GRACE/GRACE-FO solutions
and/or to the larger contribution from GRACE/GRACE-FO
for the combined solution in comparison to SLR, particularly
for the middle and high-degree terms. The final weights for
the combined solutions are computed based on the SLR
and GRACE/GRACE-FO apriori weights times estimated

SLR and GRACE/GRACE-FO scale factors, respectively.
The average RMS’s for final weights are 1–3 cm for SLR;
1.58 cm for GPS; 0.16 �m/s for GRACE KBR and 0.06 �m/s
for GRAC-FO KBR, respectively.

One of the solution requirements is the C20 and C30

coefficients from combined solutions should be not signifi-
cantly different from the SLR-derived values. Figure 2 shows
the comparisons of C20 and C30 coefficient time series for
GRACE/GRACE-FO RL06 (red), SLR (blue) and combined
solutions SPG (SLR Plus GRACE/GRACE-FO) (green). The
GRACE/GRACE-FO-derived C20 and GRACE-FO-derived
C30 estimates have periods with unrealistic variations. The
differences between the SLR and SPG solutions for C20 and
C30 are not particularly significant.

To study the effects of the solution approach on the other
terms in a 60 � 60 combined solution for two mission modes,
Fig. 3 shows the spherical harmonic coefficient differences
between GRACE RL06 and the combined solution SPG
for a nominal operation month (May 2013) and for a deep
resonance period month (February 2015). For the nominal
month, there are a few coefficient differences, particularly
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Fig. 3 Spherical harmonic
coefficient differences between
GRACE RL06 and combined
solution SPG (left) for a nominal
operation month (May 2013) and
for a deep resonance month
(February 2015) (right)

Fig. 4 Equivalent water height (EWH) variations for Antarctica (top
left), Greenland (top right), Amazon (bottom left) and Texas (bottom
right) for GRACE/GRACE-FO RL06 (red) and combined solutions

SPG (blue), EWH difference between GRACE/GRACE-FO and com-
bined solutions (green). Note that the full signal scale is shown on the
left with the difference scale on the right

at resonance orders (15, 25, 28 : : : ). However, for a deep
resonance month, there are a number of large coefficient
differences, which demonstrates the impact of SLR on the
combined solutions.

To validate the combined solutions, the equivalent water
height (EWH) variations for selected areas are computed.
Figure 4 shows the EWH variations for Antarctica,
Greenland, Amazon and Texas areas for GRACE/GRACE-
FO RL06 (red), combined solutions SPG (blue) and

differences between RL06 and SPG (green). The EWH
is smoothed by a Gaussian filter with 350 km radius
(Swenson and Wahr 2002). Generally, there are no significant
differences considering the current accuracy limitation of
about 1 cm water height. However, the differences for some
months (GRACE/GRACE-FO non-nominal months i.e.,
deep resonance and/or single accelerometer) are more than
1 cm. The combined solutions show reasonable variation
patterns.
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Fig. 5 Difference between land
and ocean mass change for
GRACE/GRACE-FO RL06R
(red) with C20 and C30

replacement, combined solutions
SPG (blue) and
GRACE/GRACE-FO RL06
without C20 and C30 replacement
(green)
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By comparing different gravity solutions through
coefficient-wise comparison, and EWH variations, we
compare the relative differences for the different solutions
and evaluate the solutions based on the resulting variation
patterns. To absolutely validate the gravity solutions,
differences between land and ocean mass change for different
gravity solutions (Fig. 5) are compared. If the gravity
solutions were perfect, the difference between land and
ocean mass change would be zero. To get the results, the
monthly mass changes for land and ocean are first computed.
Then, the changes are differenced. The differences for
GRACE/GRACE-FO RL06 (green) without C20 and C30

replacements are clearly sometimes far away from zero.
Therefore, the replacements are necessary. Generally, there
are no significant differences between the GRACE/GRACE-
FO RL06R (red) with C20 and C30 replacements and the
combined solutions SPG (blue) under the current solution
accuracy. However, the mass change balances around 2017
show that the combined solutions are likely better than
GRACE/GRACE-FO gravity solutions. This indicates that
the SLR data are having some influence on other coefficients
that is more beneficial when the GRACE data are affected
by issues with the accelerometers.

7 Conclusions

The combined gravity solutions from GRACE/GRACE-FO
and SLR were performed based on our approach and combi-
nation strategies. The following conclusions can be drawn.

Combined gravity solutions from GRACE/GRACE-FO
and SLR can be directly used by GRACE/GRACE-FO users
without any coefficient replacements. There are no signif-
icant differences in the C20 and C30 coefficients for the

combined and SLR gravity solutions. The SLR data have a
positive impact on C20 and C30 coefficients but also provides
improved estimates for the other coefficients, particularly
for the resonance coefficients. The SLR data has more
impact on the combined solutions when the GRACE data has
problems (such as deep resonance in Jan/Feb 2015 and single
accelerometer in Nov/Dec 2016 and 2017). These results
show that the combined products are improved in comparison
with the nominal GRACE/GRACE-FO gravity solutions and
are evaluated by the comparison of the coefficients, equiv-
alent water height changes as well as land and ocean mass
change balance.
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Contribution of LARES SLR Data to
Co-estimated Earth Geopotential Coefficients

Linda Geisser, Ulrich Meyer, Daniel Arnold, and Adrian Jäggi

Abstract

The Satellite Laser Ranging (SLR) processing at the Astronomical Institute of the Univer-
sity of Bern (AIUB) is currently extended from the geodetic satellites LAGEOS-1/2 and
Etalon-1/2 to also include LARES. The orbits are determined in 7-day arcs together with
station coordinates, low-degree spherical harmonic (SH) coefficients of the Earth’s gravity
field, Earth Rotation Parameters (ERP), geocenter variations and range biases for selected
stations. Due to the lower orbital altitude, LARES experiences a more variable environment
such that the orbit parametrization has to be adapted. In this paper, we present SLR solutions
for 5 years with different orbit parametrizations for LARES, i.e., LARES 7-day arcs are
either determined from one set of orbit parameters and stochastic pulses at fixed time-
intervals, or by stacking of seven daily arcs with continuity conditions at the day boundaries,
so-called long-arcs. Including LARES does slightly improve the ERP and does not degrade
the quality of the estimated SH coefficients and station coordinates. Additionally, it allows
co-estimating the SH coefficient C30 and further low-degree SH coefficients.

Keywords

Earth rotation parameters � Gravity field coefficients � LAGEOS � LARES � Long-arc
computation � SLR

1 Introduction

The Astronomical Institute of the University of Bern (AIUB)
is an associated analysis center of the International Laser
Ranging Service (ILRS, Pearlman et al. 2019) and collab-
orates with the analysis center at the Federal Agency for
Cartography and Geodesy (BKG) in Germany to generate
products for the ILRS from measurements to the geodetic
SLR satellites (Pearlman et al. 2019) in the frame of the anal-
ysis center activities at BKG. The existing SLR processing
at AIUB is based on the geodetic, i.e., spherical SLR satel-
lites LAGEOS-1/2 and Etalon-1/2. According to the ILRS
the orbits of these SLR satellites are determined in 7-day

L. Geisser (�) · U. Meyer · D. Arnold · A. Jäggi
Astronomical Institute of the University of Bern, Bern, Switzerland
e-mail: linda.geisser@unibe.ch

arcs. Additionally, station coordinates, low-degree spherical
harmonic (SH) coefficients of the Earth’s gravity field, Earth
Rotation Parameters (ERP), geocenter variations and range
biases for selected stations are co-estimated. Initially, it was
planned that the ILRS contribution to ITRF2020 (Altamimi
et al. 2018) should be based on LAGEOS-1/2, Etalon-1/2
and additionally on LARES (LAser RElativity Satellite).
This motivated to extend the SLR processing at AIUB to
also include LARES. With a mean semi-major axis of only
7820 km LARES is a low Earth orbiting (LEO) satellite
and therefore experiences a more variable orbit environment,
i.e., Earth’s time-variable gravity field and upper atmosphere
density variations, which has to be taken into account in the
orbit parametrization. But the higher sensitivity on the SH
coefficients of the Earth’s gravity field from LARES also
allows co-estimating SH coefficients up to degree 6 (e.g.,
Bloßfeld et al. 2018; Bloßfeld et al. 2019). Even if nowadays
the determination of the Earth’s time-variable gravity field is
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mostly based on dedicated gravimetry satellite missions, i.e.,
the Gravity Recovery And Climate Experiment (GRACE)
(Tapley 2004) and GRACE Follow-on (Landerer et al. 2020),
the geodetic technique of SLR is best suited to determine
some low-degree gravity field coefficients, especially the
zonal SH coefficients C20 and C30 (e.g., Bianco et al. 1998,
Maier et al. 2012, Loomis et al. 2020). In this paper, we
study the optimal orbit parametrization for LARES by either
using 7-day true-arcs, or by so-called long-arcs (Beutler et al.
1996), which are created by stacking daily normal equations
with continuity conditions for the orbit parameters at the day
boundaries. The long-arc computation is already regularly
and successfully used in the GNSS processing (Lutz et al.
2016) at the Center for Orbit Determination in Europe
(CODE, Dach et al. 2009). The quality of the combined
SLR solution is validated by comparing all parameters with
internal and external quality metrics.

2 SLR Processing at AIUB

The SLR data provided by the ILRS used for this study are
processed with the Bernese GNSS Software (BSW, Dach
et al. 2015). In a first step each satellite group (i.e. A:
LAGEOS-1/2, B: Etalon-1/2, C: LARES), is individually
analyzed using the same background models (see Table 1).
In addition, the corresponding Normal Equation Systems
(NEQs) are set up. The satellite orbits are generally char-
acterized in the BSW by six osculating orbital elements
referring to the beginning of the arc and up to nine dynamical
parameters (Beutler et al. 1994). Section 2.1 describes the
different orbit modeling approaches for the satellite groups.
Finally, the satellite-group-specific NEQs are combined for
generating the multi-satellite solution (Sect. 2.2). The satel-
lite orbits are determined together with station coordinates,
range biases for selected stations as recommended by the
ILRS, and the global geodetic parameters of interest, i.e.,
ERP, geocenter variations and SH coefficients of the Earth’s
gravity field.

2.1 Orbit Modeling

For LAGEOS and Etalon 7-day “true”-arcs are generated,
which are represented by the six initial osculating orbital
elements and three dynamical orbit parameters, i.e., a con-
stant acceleration S0 and once-per-revolution (OPR) sine
and cosine accelerations (SS resp. SC ) in along-track as a
function of the satellites’ argument of latitude. OPR acceler-
ations in cross-track (W ) are avoided, because of the strong
correlation between the OPR sine acceleration in W and
the zonal SH coefficient C20, e.g., Jäggi et al. (2012) and
Bloßfeld et al. (2014). Due to the more variable orbit envi-

ronment at the low altitude of LARES, a more sophisticated
orbit parametrization is needed than for the higher orbiting
LAGEOS and Etalon satellites. Air drag is modeled using
the model NRLMSISE-00 (Picone et al. 2002).

In this study, two different approaches are investigated.
On the one hand, the orbit of LARES is parametrized in
analogy to the orbit parametrization used for LAGEOS. On
the other hand, daily LARES arcs are generated in a first
step according to the orbit parametrization of LAGEOS. This
means that daily normal equations with one set of osculating
and dynamical orbit parameters are set up. Then the long-arc
computation allows combining the daily arcs into a 7-day arc
by transforming the initial osculating elements of the daily
NEQs into one set of osculating elements referring to the
beginning of the 7-day arc (Beutler et al. 1996). The dynamic
orbit parameters may be kept in the NEQ as daily parameters
or, alternatively, be stacked to one parameter for the entire
arc. The former strategy provides more flexibility to account
for modeling deficiencies. The long-arc computation realizes
a continuous arc over several days by stacking daily arcs with
continuity conditions at the day boundaries.

Additionally, daily pseudo-stochastic pulses in along-
track (S ) can partially absorb possible air drag mismodeling.
Table 1 lists the background models used for the SLR data
processing. All SLR solutions are based on the static Earth
gravity field GGM05S (Ries et al. 2018).

In addition to the above mentioned orbit parameters also
the geodetic and instrument parameters listed in Table 2 are

Table 1 A priori background models for SLR data processing

Models Description
Reference frame SLRF20141

ERP IERS-14-C042

Nutation model IAU2000 (Mathews et al. 2002)
Subdaily pole model DESAI: IERS conventions 2010

(Petit and Luzum 2010)
Ocean tide model FES2014b: d/o 30

(Lyard et al. 2021) + admittances
Earth Tides Solid earth tides, Pole tides and

Ocean pole tides: IERS 2010
(Petit and Luzum 2010)

Loading corrections Ocean tidal loading:
FES2014
Atmospheric tidal loading:
Ray and Ponte
(Ray and Ponte 2003)

De-aliasing products Atmosphere + Ocean RL06: d/o 30
incl. S1- and S2-atmosphere tides
(Dobslaw et al. 2017)

Earth gravity field GGM05S: d/o 90 (Ries et al. 2018)

1https://cddis.nasa.gov/archive/slr/products/resource/SLRF2014_POS+
VEL_2030.0_200325.snx.

2https://hpiers.obspm.fr/eoppc/eop/eopc04/.

https://cddis.nasa.gov/archive/slr/products/resource/SLRF2014_POS+VEL_2030.0_200325.snx
https://cddis.nasa.gov/archive/slr/products/resource/SLRF2014_POS+VEL_2030.0_200325.snx
https://hpiers.obspm.fr/eoppc/eop/eopc04/
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Table 2 Estimated parameters

Parameters LAGEOS/Etalon LARES
Osculating elements 1 set per 7 days

Dynamical parameters 1 set per 7 days 1 set per 7 days
(7d true-arc)
1 set per day
(7d long-arc)

Stochastic pulses None None
Twice per day:
along-track (S )
cross-track (W )

Station coordinates 1 set per 7 days
NNR/NNT minimal constraint

Geocenter coordinates 1 set per 7 days
Range biases 1 set per 7 days

Selected stations All stations
ERP Daily

Piecewise linear
SH 1 set per 7 days
coefficients Up to degree and order (d/o) 4

simultaneously estimated. In the special case of the long-arc
computation for LARES, daily station coordinates, geocenter
coordinates, range biases and SH coefficients are combined
into a weekly solution. Hence, these solutions cover all ‘three
pillars’ of geodesy, i.e., geokinematics, Earth rotation and
the Earth’s gravity field (Rummel et al. 2005), and ensure
a highest possible level of consistency. The datum is defined
by the no-net-rotation (NNR) and no-net-translation (NNT)
minimum constraint conditions for the verified ILRS core
stations,3 which have more than 30 observations available
per week. A station contributes to the weekly solution if
it provides more than 9 normal points to both LAGEOS
satellites or more than 2 normal points to LARES. Etalon
observations are only included if the station also observed
one of the LAGEOS satellites during the week. The ERP are
estimated based on a daily piecewise linear model, where the
4th offset of UT1-UTC is fixed to the a priori series and
the length of day is constrained with 2 ms/day. The pole
coordinates are constrained with 30 mas, which corresponds
to the 1 m constraint recommended by the ILRS. Since the
geocenter is estimated as a geometric offset, only the SH
coefficients from d/o 2 up to d/o 4 are co-estimated.

2.2 Combination

In the SLR solution, the combination of different satellites
reduces the correlation between orbit parameters, geodetic
parameters, and SH coefficients (e.g. Sośnica et al. 2014;
Bloßfeld et al. 2019). The lower altitude and therefore the

3https://ilrs.dgfi.tum.de/fileadmin/data_handling/.

higher sensitivity of LARES on the Earth’s gravity field also
allows it to co-estimate SH coefficients up to degree 4.

The NEQs are set up satellite-specific and contain
all relevant parameters. These NEQs are then combined,
where common parameters are stacked. The Etalon data are
rescaled with a variance factor of 3�2, which corresponds
to the standard value within the ILRS Analysis Standing
Committee. The variance factor of LARES data is currently
set to 1:5�2 and was determined empirically by checking the
quality of the geodetic parameters.

3 Validation of the SLR Solutions

The quality of the generated SLR solutions are validated by
comparing the estimated geodetic parameters, i.e.,

– Gravity field coefficients with the external model
CSR_Monthly_5x5_Gravity_Harmonics4 (Cheng et al.
2011) labelled as CSR, which is comparable with the
Technical Note 14 (Loomis et al. 2020),

– ERP with IERS-14-C042 (Bizouard et al. 2019) at 12-h
epochs,

– Station coordinates through the RMS of the Helmert
transformations w.r.t. SLRF2014.

Figure 1 (top) shows the time series of weekly co-
estimated SH coefficients C20 for five years covering 2015–
2019. The LAGEOS-only solution, where only C20 is co-
estimated, is capable to estimate a reliable C20. This is
expected, Sosnica (2014) already pointed out the high
sensitivity of combined LAGEOS solutions to C20. If
LARES is included the gravity field parameters have to
be co-estimated up to d/o 4, to properly account for the
additional sensitivity gained from the significantly lower
LARES orbit. Both for including LARES as 7d true-arc or as
a 7d-arc based on the long-arc computation, the time series
of C20 is very similar to the LAGEOS-only solution. All
solutions show a semi-annual and annual signal (Fig. 1,
bottom). Nevertheless, all solutions have a small offset
1:1 � 10�10 (resp. 0:85 � 10�10 with LARES) with respect
to the reference series of CSR (see Table 3). The variability
of the gravity field coefficients is described by the RMS of
the weekly SLR solutions w.r.t. the corresponding 4-weeks
solutions, which are generated by stacking 4 weekly multi-
satellite SLR solutions with pre-eliminating all parameters
besides the gravity field coefficients. The lower LARES orbit
altitude and consequently higher sensitivity to the Earth’s
gravity field, together with the orbit inclination different
to the LAGEOS satellites, allow it to estimate C30. Due
to the strong correlation between the OPR accelerations in
along-track and C30 (Bloßfeld et al. 2018), a meaningful

4https://download.csr.utexas.edu/pub/slr/degree_5/.

https://ilrs.dgfi.tum.de/fileadmin/data_handling/
https://download.csr.utexas.edu/pub/slr/degree_5/


186 L. Geisser et al.

2015 2016 2017 2018 2019 2020

-4

-3

-2

-1

0

C
20

 +
 

C
20

 [-
]

10-10

true 7d: A (C20)

true 7d: A+B+C
true 7d: A+B+C w/o OPR-S
long 7d: A+B+C w/o OPR-S
true 7d: A+B+C (4-weeks)
CSR

0 50 100 150 200 250 300 350 400 450 500
Period in Days

0

2

4

6

Am
pl

itu
de

 [-
]

10-11
364.0

182.0

227.5

365.3

182.6

Fig. 1 Time series of weekly resp. monthly co-estimated gravity field coefficients C20 (with �C20 D 0:48416945732 �10�3) (top) and the spectral
analysis (bottom) for different SLR solutions

estimation of C30 is only possible if the OPR accelerations
in along-track are not set up (Fig. 2). The C30 series shows
again an offset with respect to the reference series of CSR. In
addition the annual and semi-annual signals are noticeably
larger than for the reference series. The RMS of C30 can be
slightly reduced by estimating additional stochastic pulses in
along-track and cross-track.

The comparison of the estimated ERP, i.e., polar motion
(x-pole and y-pole) and UT1-UTC shows that including
LARES as a 7d true-arc without estimating stochastic pulses
increases the WRMS of the polar motion by 24% in x-
direction resp. 19% in y-direction (see Table 4). However,
if the orbit parametrization of LARES is extended with
additional parameters, i.e., twice per day stochastic pulses in
cross-track and along-track, the WRMS and the mean biases
can again be significantly reduced.

The quality of the station coordinates is validated by
comparing the RMS of the Helmert transformation w.r.t.
SLRF2014 (see Fig. 3). Only stations that were used for the
datum definition were considered in this analysis. Including

Table 3 Offset to CSR solution and RMS of Earth’s gravity field
coefficients C20 and C30 w.r.t. 4-weeks gravity field solutions

Solutions C20 C30

Offset RMS Offset RMS
[10�10] [10�11] [10�10] [10�11]

7d true-arc A 1:10 3:26 – -
A+B+C 0:82 4:27 �2.02 96.41
A+B+C: a 0:82 4:11 �1.06 4.15
A+B+C: a C b 0:82 4:04 �1.06 3.91

7d long-arc A+B+C 0:81 4:04 �0.31 41.97
A+B+C: a 0:81 4:20 �1.03 4.04
A+B+C: a C b 0:85 4:59 �1.06 3.86

A: LAGEOS-1/2
B: Etalon-1/2
C: LARES
a: w/o OPR-S for C
b: w/ stoch. pl. in S and W for C

LARES with OPR accelerations in along-track increases
the RMS by around 18% in North, 26% in East and 4%
in Up compared with the LAGEOS-only solution. If for
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Fig. 2 Time series of weekly co-estimated gravity field coefficients C30 for different SLR solutions

Table 4 Comparison of ERP for different SLR solutions

Mean bias WRMS
x-pole y-pole UT1-UTC x-pole y-pole UT1-UTC

Solutions [�as] [�as] [�s] [�as] [�as] [�s]
7d true-arc A 89:2 24:8 �0:6 161:1 135:1 23:1

A+B+C 70:2 9:6 1:1 199:7 161:3 25:9

A+B+C: a 70:5 12:7 0:3 209:4 167:5 25:0

A+B+C: a C b 55:9 20:5 0:6 136:3 125:1 23:1

7d long-arc A+B+C 69:1 18:8 1:6 189:5 161:4 24:2

A+B+C: a 70:7 13:8 1:1 202:6 164:6 23:5

A+B+C: a C b 56:3 18:6 0:1 144:3 132:1 23:5

A: LAGEOS-1/2
B: Etalon-1/2
C: LARES
a: w/o OPR-S for C
b: w/ stoch. pl. in S and W for C

both orbit parametrizations, i.e., 7d true-arc and 7d long-
arc of LARES, stochastic pulses in along-track and cross-
track are set up, the RMS of the Helmert transformation
can be reduced. In the case of the 7d true-arc, it is even
possible to get smaller RMS than for the LAGEOS-only
solution.

The geocenter coordinates are very similar for all the
discussed solutions and therefore they are not shown in this
paper.

4 Conclusions

We extended our SLR processing based on LAGEOS-1/2 and
Etalon-1/2 to also use normal points from the LEO satellite
LARES. Due to its lower altitude, the orbit environment
is more variable and the orbit modeling becomes more
challenging. Therefore, we investigated two different orbit
modeling approaches for LARES:

– 7d true-arc: one set of initial osculating orbital elements
and one set of dynamical orbit parameters estimated for 7
days,

– 7d long-arc: one set of initial osculating orbital elements
and daily dynamical orbit parameters estimated for 7 days.

The results showed that including LARES does not degrade
the already well defined SH coefficient of Earth’s gravity
field C20 w.r.t. the LAGEOS-only solution. In addition it
allows to precisely estimating C30, if the OPR accelera-
tions in along-track are not set up for LARES. Neverthe-
less, the larger amplitude of C30 requires further investiga-
tions.

The analysis of the ERP showed that including LARES
without any additional stochastic pulses in along-track and
cross-track, the WRMS of the polar motion increases sig-
nificantly compared with the LAGEOS-only solution. In
addtion, the comparsion of the RMS of the Helmert trans-
formation w.r.t. SLRF2014 results in the same conclusion
that additional stochastic pulses improve the quality of the
station coordinates. This indicates that orbit modeling defi-
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Fig. 3 RMS of the Helmert
transformation w.r.t. SLRF2014
in North, East, Up and in 3D for
different SLR solutions
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ciencies for LARES can be reduced by setting up stochas-
tic pulses in along-track and cross-track, without harming
C20.

Furthermore, the comparison of the ERP and the RMS
of the Helmert transformation shows that the 7d true-arc
is slightly better than the 7d long-arc for LARES, if the
orbit parametrization of LARES is added with stochastic
pulses. This research can now be used at AIUB as a basis for
generating a multi-satellite SLR solution with, e.g., Starlette
and Stella, where due to the low altitudes we expect to
use the long-arc computation. As for example Bloßfeld
et al. (2018) demonstrated, with a multi-satellite solution,
we should be able to also co-estimate higher degrees of
the gravity field than C30. Since in combined solutions the
relative weighting is very important, further studies, e.g.
variance component estimation, to find the optimal variance
factors to increase the quality of the SLR solution should be
performed.
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Determination and Combination of Monthly
Gravity Field Time Series from Kinematic Orbits
of GRACE, GRACE-FO and Swarm

Thomas Grombein, Martin Lasser, Daniel Arnold, Ulrich Meyer,
and Adrian Jäggi

Abstract

Dedicated gravity field missions like GRACE and GRACE-FO use ultra-precise inter-
satellite ranging observations to derive time series of monthly gravity field solutions. In
addition, any (non-dedicated) Low Earth Orbiting (LEO) satellite with a dual-frequency
GNSS receiver may also serve as a gravity field sensor. To this end, GPS-derived kinematic
LEO orbit positions are used as pseudo-observations for gravity field recovery. Although
less sensitive, this technique can provide valuable information for the monitoring of large-
scale time-variable gravity signals, particularly for those months where no inter-satellite
ranging measurements are available. Due to a growing number of LEO satellites that collect
continuous and mostly uninterrupted GPS data, the value of a combined multi-LEO gravity
field time series is likely to increase in the near future.

In this paper, we present monthly gravity field time series derived from GPS-based
kinematic orbit positions of the GRACE, GRACE-FO and Swarm missions. We analyze
their individual contribution as well as the additional benefit of their combination. For this
purpose, two combination strategies at solution level are studied that are based on (i) least-
squares variance component estimation, and (ii) stochastic properties of the gravity field
solutions. By evaluating mass variations in Greenland and the Amazon river basin, the
resulting gravity field time series are assessed with respect to superior solutions based on
inter-satellite ranging.

Keywords

GPS-based gravity field recovery � GRACE � GRACE-FO � Gravity field combination �

Kinematic orbits � LEO satellites � Swarm � Time-variable gravity

1 Introduction

The Earth’s gravity field and its temporal variations provide
an important source of information for the monitoring
of mass transport and mass distribution in the Earth’s
system. Dedicated satellite missions like the Gravity
Recovery And Climate Experiment (GRACE, Tapley et al.
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Astronomical Institute, University of Bern, Bern, Switzerland
e-mail: thomas.grombein@aiub.unibe.ch

2004) and its successor GRACE Follow-On (GRACE-FO,
Landerer et al. 2020) allow to resolve the Earth’s time-
variable gravity field on a monthly basis using ultra-precise
inter-satellite ranging derived from K-band or laser ranging
data.

Alternative gravity field information can be obtained from
Low Earth Orbiting (LEO) satellites that are equipped with
a high-quality (geodetic) GNSS receiver. For this purpose,
GPS tracking data may be used to derive precise kinematic
orbits (Švehla and Rothacher 2005). As kinematic orbit
positions are purely geometrically determined and indepen-
dent of the LEO orbital dynamics, they are well suited for
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gravity field recovery. Several methods have been proposed
to derive gravity field information from kinematic LEO orbit
positions, see, e.g., Baur et al. (2014) for a detailed overview.

Many studies have demonstrated that it is feasible to
recover large-scale time-variable gravity field signals from
kinematic LEO orbits, see, e.g., Weigelt et al. (2013), Guo
et al. (2020) and Grombein et al. (2021) for studies related to
the dedicated gravity field missions CHAMP, GRACE and
GOCE, respectively. In recent years, time-variable gravity
information derived from GPS tracking data of the (non-
dedicated) magnetic field mission Swarm (Friis-Christensen
et al. 2008) moved into focus to bridge the gap between
the GRACE and GRACE-FO missions, see, e.g., Richter
et al. (2021). Moreover, monthly gravity field solutions from
Swarm kinematic orbits are computed by different institutes
and operationally combined (Teixeira da Encarnação et al.
2020) in the frame of the International Combination Service
for Time-variable Gravity Fields (COST-G, Jäggi et al. 2020).

Beside such a single-mission combination, the increasing
number of operational scientific LEO satellites and com-
mercial satellite constellations makes it attractive to strive
for a combined GPS-based gravity field time series derived
from multiple LEO satellites. Such a combination will take
advantage of (i) a large number of mostly uninterrupted
observations, and (ii) the variety of complementary orbital
configurations that can improve the spatio-temporal resolu-
tion. Moreover, such a multi-LEO combination might play an
important role for a continuation of gravity field time series
when no dedicated mission is in orbit, e.g., due to a potential
failure of GRACE-FO or a large gap until the next generation
gravity field mission (NGGM) is launched.

At the Astronomical Institute of the University of Bern
(AIUB), GPS-based precise orbit determination (POD) is
routinely performed for a variety of LEO satellite using
the POD strategy described in Jäggi et al. (2006) that is
implemented in the Bernese GNSS Software (Dach et al.
2015). Kinematic orbits are processed in 24 h orbital arcs
in a batch least-squares adjustment using the ionosphere-
free linear combination of the undifferenced GPS carrier
phase observations. For this purpose, the final CODE GNSS
orbits (Dach et al. 2009) and 5 s satellite clock corrections
(Bock et al. 2009) are used. Furthermore, for each LEO GPS
receiver antenna, in-flight calibrated phase center variation
maps are generated by a residual stacking approach (Jäggi
et al. 2009). Beside conventional ambiguity-float orbits, also
ambiguity-fixed orbits are recently being computed based
on new phase bias and clock products (Schaer et al. 2021).
Kinematic orbits have been generated for various LEO satel-
lites like CHAMP, GRACE and GOCE or are routinely
processed for a growing number of operational missions like
GRACE-FO and Swarm or the fleet of Sentinel satellites.
This offers the opportunity to explore the contribution of
these kinematic orbits to the recovery of the Earth’s time-
variable gravity field.
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Fig. 1 Orbital altitudes of the GRACE, GRACE-FO and Swarm satel-
lites derived from their kinematic orbit positions (monthly mean values)

In the present study, we use the kinematic LEO orbit
positions from the dedicated satellite missions GRACE and
GRACE-FO as well as from the non-dedicated Swarm con-
stellation in order to determine and combine monthly gravity
field time series covering about seven years between Jan
2014 and Feb 2021. As illustrated in Fig. 1, the orbital
altitudes of these LEO satellites are quite different. This cer-
tainly represents a major difference to the setting of combi-
nations performed within COST-G. Therefore, it needs to be
analyzed if classical combination schemes based on variance
component estimation (VCE) as applied by COST-G can be
adapted for this scenario.

The paper is organized as follows: in Sect. 2 details about
the input data and gravity field recovery are provided. While
the quality of the derived gravity field time series is analyzed
in Sect. 3, two strategies for a combination at solution level
are introduced and applied in Sect. 4. By evaluating time-
variable gravity field signals in Greenland and the Amazon
river basin, Sect. 5 studies the individual contribution of the
time series and the additional value of their combination.
Finally, Sect. 6 concludes with a summary and an outlook.

2 Gravity Field Recovery

The monthly GPS-based LEO gravity field time series pre-
sented in this study are generated with the Celestial Mechan-
ics Approach (CMA, Beutler et al. 2010) as it is implemented
in a development version of the Bernese GNSS Software.
Following the procedure described in Jäggi et al. (2016), the
GPS-derived kinematic LEO orbit positions and their epoch-
wise covariance information are used as pseudo-observations
to perform gravity field recovery in a generalized orbit deter-
mination problem, where arc-specific orbit and gravity field
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Table 1 Overview and processing details of GPS-based gravity field time series for different LEO satellites

LEO satellites GRACE-A/B GRACE-FO-C/D Swarm-A/B/C
Processing period Jan 2014 – Oct 2017 Jun 2018 – Feb 2021 Jan 2014 – Feb 2021
Kinematic orbit type Ambiguity-float Ambiguity-fixed Ambiguity-float/-fixeda

Data sampling 10 s 10 s 10 s / 5 s b

Accelerometer data Used Used Not used
Initial conditions 6 orbital elements (daily) 6 orbital elements (daily)
Empirical parameters — Constant accelerations (daily)
Stochastic parameters PCAc (15 min, 10 nm s�2 constr.) PCAc (15 min, 10 / 7:07 nm s�2 constr.b)
Accelerometer parameters Bias + scaling factors (daily) —
Gravity field coefficients Degree and order 90 (monthly) Degree and order 70 (monthly)
Reference This paper Dahle et al. (2017)

aSince 2020-01-26 b Since 2014-07-15 c PCA: Piecewise constant accelerations

parameters are estimated simultaneously. Non-gravitational
forces are not explicitly modeled but considered by mea-
sured accelerometer data and/or absorbed by arc-specific
empirical acceleration (e.g., constant, once- or twice-per-
revolution). Remaining deficiencies are compensated by con-
strained stochastic parameters (e.g., pulses or piecewise
constant accelerations), see Jäggi et al. (2006). Daily normal
equations (NEQs) are set up and orbit parameters are pre-
eliminated. These NEQs are then stacked month-wise and
inverted to solve for monthly gravity field coefficients.

Table 1 provides details on the input data and the con-
ducted gravity field processing for the different LEO satel-
lites. We make use of our in-house generated GPS-based
kinematic orbit products for GRACE-A/B (Arnold and Jäggi
2020a), GRACE-FO-C/D (Arnold and Jäggi 2020b), and
Swarm-A/B/C (Arnold and Jäggi 2021) that are publicly
available.1 The GRACE/-FO kinematic orbit positions have
a data sampling rate of 10 s. While this is also the case for
the first months of Swarm, orbits starting from Jul 2014
feature an increased sampling rate of 1 s. For gravity field
recovery, a downsampling to 5 s is used as a compromise of
runtime reduction and required accuracy (comparisons show
that differences are mainly restricted to the high frequency
noise). Moreover, the kinematic Swarm positions are based
on screened GPS measurements to mitigate ionosphere-
induced disturbances affecting the orbit and gravity field
quality (e.g., Dahle et al. 2017).

For gravity field recovery, the following parameters are
used: beside the six daily orbital elements, stochastic param-
eters in terms of piecewise constant accelerations (PCA) are
estimated in radial, along-track and cross-track direction at
intervals of 15 min, using constraints as specified in Table 1
(intervals and constraints are empirically determined and
found to be suitable in many studies with the CMA). To
maintain an equal influence of the PCAs, the constraints
for Swarm need to be reduced by a factor of

p
2 in Jul

1http://www.aiub.unibe.ch/download/LEO_ORBITS

2014 to account for the doubling of the sampling rate. In
the GRACE/-FO processing, accelerometer measurements
are taken into account whenever available, by co-estimating
additional accelerometer bias and scaling factors. Moreover,
in the case of the Swarm gravity field recovery, daily con-
stant accelerations are estimated, which is implicitly also
the case for GRACE/-FO due to the used accelerometer
biases. Finally, gravity field parameters in terms of spherical
harmonic (SH) coefficients up to degree and order (d/o)
90 (GRACE/-FO) and 70 (Swarm) are determined without
applying any regularization.

It should be noted that the used maximum degree is
far above the expected signal content and sensitivity of
the GPS observations. However, this choice is motivated to
(i) prevent that an omission error propagates into the low-
degree coefficients (Guo et al. 2020), and to (ii) guarantee
that the estimated SH coefficients are not biased towards
the used a priori gravity field model due to an inconsistent
maximum degree (Meyer et al. 2015).

While the gravity field recovery for GRACE/-FO has
been conducted within this study, the monthly Swarm gravity
fields are the operational AIUB solutions (Dahle et al. 2017)
that contribute to the Swarm COST-G combination. In the
considered time period between Jan 2014 and Feb 2021, the
gravity field time series recovered from the kinematic orbits
of GRACE, GRACE-FO and Swarm consist of 46, 33 and 86
monthly solutions, respectively. For each mission, combined
as well as individual satellite time series have been generated.
All monthly solutions are independent from each other as no
temporal filtering is applied as, e.g., done in Weigelt et al.
(2013) and Zhong et al. (2021).

3 Characteristics of Gravity Field Time
Series

In order to analyze the quality of the GPS-based LEO gravity
field time series, Fig. 2 shows difference degree amplitudes
in terms of geoid heights with respect to the monthly ITSG-

http://www.aiub.unibe.ch/download/LEO_ORBITS
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Fig. 2 Difference degree amplitudes (degree 2 to 40) in terms of geoid
heights with respect to monthly ITSG-Grace2018 solutions for the GPS-
based gravity field time series of GRACE (top left), GRACE-FO (top

right), and Swarm (bottom) in the time span Jan 2014 – Feb 2021.
Note that gaps in the monthly ITSG-Grace2018 solutions are filled by
interpolation

Grace2018 solutions based on superior GRACE/-FO K-band
data (Kvas et al. 2019). For the analysis in this section, gaps
in the ITSG-Grace2018 time series are filled using interpo-
lation at the epochs of the GPS-based solutions. Difference
degree amplitudes shown in Fig. 2 are confined to degrees up
to 40 in order to focus on the relevant signal content of the
GPS-based gravity field solutions.

In the case of GRACE (Fig. 2, top left), the difference
degree amplitudes generally exhibit values at the mm-level.
However, the time series is apparently affected by several
disturbances. For the lower degrees, seasonal variations in
the difference degree amplitudes are visible, particularly in
the years 2014 and 2015. Here, the GRACE solutions in
spring and autumn systematically show larger differences for
degrees up to 20–30. This systemic behavior can be associ-
ated with the ionospheric activity. As described in Sect. 2, a
ionospheric-induced degradation of GPS-based gravity fields
has been reported for Swarm (Dahle et al. 2017) and GOCE
(Jäggi et al. 2015), but can also be observed for GRACE in
this study. This is confirmed by Fig. 3, where geoid height
differences for the GPS-based GRACE gravity fields of Aug
2014 and Apr 2015 are plotted in the space domain. In
contrast to the unaffected month Aug 2014, the solution for
Apr 2015 reveals typical signatures of ionospheric-induced
artifacts in two bands along the geomagnetic equator. Start-
ing from mid-2015, the quality of the GRACE monthly
gravity field solutions gradually improved due to (i) a period
of lower ionospheric activity, and (ii) the rapidly decreasing
orbital altitudes of the GRACE satellites (cf. Fig. 1).

Besides seasonal disturbances, prominent discrepancies
in the GRACE time series can be detected for Feb 2015
and Oct 2016. In both cases, the degradation of the monthly

Fig. 3 Geoid height differences with respect to ITSG-Grace2018 of
the GRACE GPS-based gravity field solutions for Aug 2014 (top) and
Apr 2015 (bottom). Gaussian smoothing with a 500 km radius is applied

solutions can be explained by a sparse ground track coverage
due to periods of near repeat orbits. Although it might be
expected that only higher degrees suffer from spatial cov-
erage problems, difference degree amplitudes for Feb 2015,
as show in Fig. 4 (top), illustrate that the impact strongly
depends on the maximum degree used for the gravity field
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Fig. 4 Difference degree amplitudes in terms of geoid heights with
respect to ITSG-Grace2018 for GRACE GPS-based gravity field
field solutions with different values for the maximum degree N 2
f90; 70; 40; 20g in the case of Feb 2015 (top) and Jul 2016 (bottom)

estimation. With an increasing maximum degree, the quality
of the solutions decreases, demonstrating a high correlation
between higher and lower degree coefficients. However, as
shown in Fig. 4 (bottom), solutions with a lower maximum
degree reveal large omission errors in the case of a nominal
month like Jul 2016. Moreover, it should be noted that
the plotted solutions with a lower maximum degree (e.g.,
20 or 40) still require the use of a higher degree a priori
gravity field to obtain a sufficiently accurate initial orbit
determination. This inconsistency in the maximum degree
might introduce a priori knowledge to the estimation (as
mentioned in Sect. 1).

Similar to GRACE, the difference degree amplitudes
of the Swarm time series shown in Fig. 2 (bottom) also
reveal a limited performance in the early mission phase,
mainly related to non-optimal settings of the GPS receivers
(cf. van den IJssel et al. 2016). Starting in May 2015, the

quality of the Swarm time series substantially improves when
several modifications of the GPS tracking loop bandwidths
have been performed (Dahle et al. 2017). The benefit is most
impressively visible for the relevant degrees below 20.

In comparison to the GRACE-FO time series (Fig. 2, top
right), the Swarm solutions are of superior quality, which
is also reflected when plotting the ratio of both time series
(not shown). This again is consistent with differences in
the satellites’ altitudes (cf. Fig. 1). Beginning in Feb 2020, a
degradation can be identified in both GPS-based gravity field
time series. While for Swarm it is only slightly visible in the
lower degrees, this behavior is more pronounced in the case
of GRACE-FO, where apparently all degrees are affected.
The appearance of this effect coincides with the activation
of a new flex power mode for various GPS satellites in Feb
2020 that allows to redistribute the transmit power between
different signal components (cf. Steigenberger et al. 2019).
As also reported by Huang et al. (2022), this causes problems
with some LEO GPS receivers (e.g., GRACE-FO), resulting
in a slightly degraded quality of the orbit and gravity field
solutions in this study.

4 Combination of Gravity Field Time
Series

In the framework of COST-G, monthly gravity field time
series are operationally combined to provide consolidated
and improved products (Jäggi et al. 2020). Solutions from
different institutes (analysis centers) are combined based
on data of a single LEO mission, e.g., solutions based on
K-band data from GRACE/-FO or GPS data from Swarm.
The gravity field combination can either be done at solution
or NEQ level, where the latter case benefits from taking
into account the full correlations between the estimated
parameter. However, as outlined in Teixeira da Encarnação
and Visser (2019), a robust NEQ level combination is based
on the assumption of equivalent information content of all
NEQs. In the above described combination scenario (single
LEO mission, multi-institutional approach), heterogeneous
processing and error modeling strategies make it necessary
to introduce empirical factors to balance the impact of the
individual NEQs (cf. Meyer et al. 2019). But even following
such a procedure, Teixeira da Encarnação et al. (2020)
reported that a combination of Swarm GPS-based gravity
field models at solution level provides a better agreement to
GRACE K-band data than a combination at NEQ level.

In the scenario of this study (multi-LEO mission, single
approach), we are confronted with similar issues, as the
individual gravity field solutions differ in their signal content
and sensitivity, e.g., due to differences in the orbital altitude
or the sampling rate of the kinematic positions. Thus, to
simplify the analysis in a first step, the focus of this paper
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is confined to the combination of gravity field time series
at solution level. In the following, the performance of two
combination strategies is studied: (i) a VCE approach using
monthly relative field-wise weights, and (ii) a “stochastic”
combination that takes into account the standard deviations
(formal errors) of the SH coefficients. Both combination
strategies are briefly introduced in the following and applied
to the individual satellite solutions.

4.1 VCE Combination

Based on iterative least-squares VCE (Teunissen and Amiri-
Simkooei 2008) as frequently used for stacking of NEQs,
Jean et al. (2018) introduced a VCE approach at solution
level that is applied for the COST-G combination. Following
Meyer et al. (2019), the gravity field coefficients of the
individual solutions are used as pseudo-observations (i.e.,
the design, weight and normal matrix all become identity
matrices) to iteratively derive monthly field-wise weights.

Assuming there are N solutions with their SH coefficients
x i

nm 2 fC i
nm; S i

nmg, i D 1; : : : ; N , where n and m are the SH
degree and order, the weighted combination in an iteration
step k is defined by

Ox .k/
nm D

1
PN

iD1 w
i ; k

NX

iD1

w i ; k x i
nm; (1)

where w i ; k denotes the weight of solution i in iteration step
k. Starting with equal weights w i ;0 D 1=N for each solution,
the weights in iteration k are given by

w i ; k D

 

1�
w i ; k�1

PN
iD1 w

i ; k�1

!
h

RMS
�
x i

nm� Ox .k�1/
nm

�i�2

; (2)

where RMS is the root-mean-square value.
For the estimation of VCE weights, we analyzed to which

maximum degree the SH coefficients should be introduced
to Eq. (2), e.g., degree 70, 40, or 20. Similar to findings in
Teixeira da Encarnação et al. (2020), it turned out that the
used maximum degree needs to be restricted to prevent that
VCE weights are strongly dominated by the noise of the
higher degrees. A comparison of VCE combinations based
on weights derived from SH coefficients up to degree 20
and 40 reveals a slightly better performance for degree 40
in terms of estimated mass trends and variations (Sect. 5).

For the case where SH coefficients up to degree 40 are
taken into account, Fig. 5 presents the resulting monthly
VCE weights after four iteration steps, where a sufficient
convergence level is reached (cf. Meyer et al. 2019). The
overall differences reflected in the weights are clearly corre-
lated with the different orbital altitudes of the LEO satellites
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Fig. 5 Monthly field-wise weights derived from VCE (four iterations)
based on the SH coefficients up to d/o 40 of the GPS-based gravity field
solutions for the LEO satellites of the GRACE and Swarm missions
between Jan 2014 and Oct 2017 (top), as well as the GRACE-FO and
Swarm missions between Jun 2018 and Feb 2021 (bottom)

as plotted in Fig. 1. This might be explained as follows:
satellites at lower altitudes obtain higher weights as they
have a higher sensitivity to the Earth’s gravity field with
a lower noise level. However, satellites at lower altitudes
are generally more affected by ionospheric disturbances that
influence the quality of the gravity field recovery, see, e.g.,
Fig. 2 in the case of GRACE. In this regard, the VCE weights
seems to be less sensitive as only in a few months, where
the GRACE solution suffers from severe problems like the
near repeat orbits in Feb 2015 and Oct 2016, the sequence
significantly changes.

4.2 Stochastic Combination

In the case of the stochastic combination, the SH coefficients
xi

nm of the individual solutions are combined based on their
respective standard deviations �xi

nm
obtained from the least-

squares adjustment. Generalized from the formulas presented
in Huang and Véronneau (2013), monthly coefficient-wise
weights are determined by

w i
nm D

1
PN

iD1

�
�x i

nm

�2

X

j D1;:::; N

j ¤i

�
�

x
j
nm

�2

: (3)

As the standard deviations �xi
nm

depend on the number
of observations, differences in the sampling rates of the
kinematic positions (see Table 1) need to be compensated. To
this end, the increased sampling rate of the Swarm kinematic
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Fig. 6 Time-variable gravity field signal (up to d/o 20) of the Green-
land ice sheet (top) and the Amazon river basin (bottom) recovered from
GRACE, GRACE-FO and Swarm kinematic positions and combina-

tions thereof in comparison to ITSG-Grace2018. Gaussian smoothing
with a 500 km radius is applied

positions from 10 to 5 s is considered by applying a factor ofp
2 to the standard deviations of the Swarm solutions starting

from Jul 2014. The weighted combination is then defined by

Oxnm D
1

PN
iD1 w

i
nm

NX

iD1

w i
nm x i

nm: (4)

5 Evaluation of Mass Trends and
Variations

In this section, we use the monthly GPS-based gravity field
solutions and their combinations to recover time-variable
mass trends and variations. For this purpose, we analyze
time series of mean equivalent water height (EWH) values
over the Greenland ice sheet (area: �2:07 � 106 km2) and
the Amazon river basin (area: �6:21 � 106 km2), regions
with strong ice mass loss or high hydrology-induced sea-
sonal variations. For assessment, a time series derived from
monthly ITSG-Grace2018 solutions will serve as a superior
reference.

The time series are derived as follows: (i) monthly SH
coefficients are transformed to EWH (Wahr et al. 1998),
subtracted by the signal of GOCO06s (Kvas et al. 2021)
to remove the static gravity field part, and smoothed by
a 500 km Gaussian filter, (ii) for each month, these SH
coefficients are evaluated up to d/o 20 to compute EWH
values on a regular 0:5ı � 0:5ı grid covering the selected
regions, (iii) values are averaged over these regions to derive

Table 2 RMS differences (cm) of GPS-based gravity field time series
and their combinations with respect to ITSG-Grace2018 for Greenland
and the Amazon river basin for Jan 2014 – Jun 2017 (T1) and Jun 2018 –
Feb 2021 (T2). For comparison, values are also shown for a combination
using the arithmetic average of the SH coefficients

Greenland Amazon
T1 T2 T1 T2

GRACE/-FO 8.23 8.07 9.95 7.70
Swarm 9.23 8.35 6.61 5.26
Comb (VCE) 7.40 7.18 7.14 5.11
Comb (stochastic) 7.06 6.43 6.15 5.23
Comb (average) 7.15 6.17 6.29 5.37

monthly area-weighted mean EWH estimates (i.e., weighted
by the cosine of the latitude of the grid cells).

In Fig. 6, the time series of mean EWH values derived
from the LEO gravity field solutions and combinations
thereof are displayed and compared to ITSG-Grace2018.
Results are shown for the Greenland ice sheet and the
Amazon river basin at the top and bottom of Fig. 6,
respectively. To quantify the performance of the time series,
Table 2 provides RMS differences of their mean EWH values
with respect to ITSG-Grace2018. For this purpose, the time
series is split into two time spans, T1 (Jan 2014–Jun 2017)
and T2 (Jun 2018–Feb 2021), representing the GRACE and
GRACE-FO mission periods, respectively. Note that values
in Table 2 are based solely on months with available ITSG-
Grace2018 solutions, i.e., 31 months in each time span.
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In the case of Greenland (Fig. 6, top), the mass loss
represented by the ITSG-Grace2018 time series (blue curve)
decreases from about �20 to �60 cm between 2014 and
2021, showing some smaller seasonal variations. Although
the GPS-derived time series of GRACE/-FO (red curve) and
Swarm (yellow curve) have a larger scatter, they provide
a remarkably good long-term agreement with the K-band
solution. At the beginning of the time span, the GRACE
and Swarm solutions exhibit some larger discrepancies. The
mean EWH values derived from Swarm are systematically
larger than those of ITSG-Grace2018, which can be
attributed to the problems in the early mission phase pointed
out in Sect. 3. In contrast, the GRACE time series tends to
produce smaller values than ITSG-Grace2018 in this period.
Here, larger amplitudes follow a certain periodicity that is
related to the 161-day cycle when the ˇ angle of the GRACE
orbit is crossing zero (ˇ: angle between the orbital plane and
the Earth-Sun direction). For these periods (e.g., in Feb, Jul,
Dec in the case of 2014), it is known that the recovery of
the C20 coefficient is affected in GRACE GPS and K-band
solutions (Cheng and Ries 2017). However, in contrast to
gaps in the K-band time series (mainly due to instrument
shut-downs in these periods), the derived GRACE GPS-only
time series is uninterrupted.

The benefit of a continuous time series can also be high-
lighted for the gap between GRACE and GRACE-FO, where
GRACE GPS data can provide four additional monthly
solutions at the end of the mission. This can be of particular
interest as during the GRACE/-FO gap in 2017 and 2018, the
ice mass loss trend in Greenland is significantly attenuated
(cf. Sasgen et al. 2020). This temporary phenomenon is
reflected by a roughly constant mean EWH value in the GPS-
based times series of GRACE, and particularly Swarm.

While the RMS differences in Table 2 demonstrate that
the GRACE time series is more consistent to the ITSG-
Grace2018 signal in the time period T1 (8:23 cm compared to
9:23 cm for Swarm), the GPS-based GRACE-FO and Swarm
time series achieve comparable results in period T2, both
obtaining RMS differences at a lower 8 cm-level. Here it is
noticeable that starting with 2020 (when GPS flex power
was activated), the scatter in the GRACE-FO time series
significantly increases and the Swarm time series tends to
gradually drift away from the ITSG-Grace2018 signal.

For the Amazon river basin (Fig. 6, bottom), the time-
variable gravity signal of ITSG-Grace2018 shows strong sea-
sonal variations between ˙20 cm, where maximum and min-
imum values are reached in spring and autumn, respectively.
Compared to Greenland, the GPS-based LEO time series
for the Amazon river basin are generally more consistent to
ITSG-Grace2018, particularly in the case of Swarm, where
RMS differences are significantly smaller (up to 37 % in
time period T2, see Table 2). This can certainly be explained
by the approximately three times larger area compared to

Greenland, where potential discrepancies in the EWH values
average out to a larger extent. The only exception is the
performance of the GRACE time series in T1, attaining a
large RMS difference of �10 cm.

Mostly at the beginning of the time span T1, the Swarm
and particularly the GRACE time series tend to over- or
underestimate the peaks of the seasonal variations. Moreover,
two prominent outliers are visible in the GRACE time series,
in Nov 2015 and Oct 2016, where in the latter case the
gravity field signal is impaired due to coverage problems
in this month. During the first months of the GRACE/-FO
data gap, when K-band data was unavailable but GPS data
was still being collected, both LEO time series match quite
well and produce a reasonable signal. While the GRACE-FO
time series shows slightly larger amplitudes in the seasonal
peaks, the Swarm time series is remarkably consistent to
the ITSG-Grace2018 signal for the time period T2, which
is also indicated by the small RMS difference of 5:26 cm in
Table 2.

The combined LEO gravity field time series are plotted
by the green and light-blue curves in Fig. 6. Generally, it
can be seen that both combinations are able to reduce the
scatter around the ITSG-Grace2018 signal (e.g., in 2014
for Greenland) and effectively compensate for outliers of
the individual solutions (e.g., in Oct 2016 for the Amazon
river basin). The improved performance is also reflected by
reduced RMS values in Table 2. In the case of Greenland,
a decrease in the RMS differences of up to 11 % and 20 %
can be detected for the VCE and stochastic combination,
respectively, relative to the best individual time series. Due
to the generally good performance of the Swarm time series
in the case of the Amazon river basin, the additional value for
a combination with the GRACE and GRACE-FO solutions is
limited. Therefore, as visible from Table 2, improvements in
the RMS differences with respect to the Swarm time series
are confined to a maximum reduction of 3 % and 7 % for the
VCE and stochastic combination, respectively.

In total, both combination strategies achieve comparable
results with a preference for the stochastic combination
that provides smaller residuals to ITSG-Grace2018 in 52 %
(Greenland) and 58 % (Amazon river basin) of the months
and outperforms the VCE combination in terms of RMS
differences (except for T2 in the latter case). For comparison,
Table 2 also provides RMS differences for a combination
based on the arithmetic average of the SH coefficients. In
the time span T1 its performance is in between the analyzed
combinations, while in T2 the RMS difference is about 4 %
smaller (Greenland) or 2 % larger (Amazon river basin)
compared to the stochastic combination.

One of the most noticeable differences between the time
series of the VCE and stochastic combinations can be seen
for the Amazon river basin in Oct 2014. For this month, Fig. 7
shows the gridded EWH residuals of the different solutions



Monthly Gravity Field Time Series from Kinematic Orbits of GRACE, GRACE-FO and Swarm 199

Fig. 7 Equivalent water height differences (up to d/o 20) with respect
to ITSG-Grace2018 of (a) GRACE and (b) Swarm GPS-based gravity
field solution as well as their (c) VCE and (d) stochastic combination for
Oct 2014 in the Amazon river basin. Gaussian smoothing with a 500 km

radius is applied. Additionally, for each solution the area-weighted
RMS of the differences is specified, i.e., weighted by the cosine of the
latitude

with respect to ITSG-Grace2018. Here, the GRACE-derived
values reveal strong positive anomalies in the northern and
southern part of the Amazon river basin, resulting in the
high mean EWH value displayed in Fig. 6. Both of these
anomalies are related to ionospheric-induced artifacts along
the geomagnetic equator (cf. Fig. 3). In contrast, the Swarm
solution is far less affected by the ionosphere, but also shows
stronger positive and negative differences in the south and
north of the Amazon river basin, respectively.

Concerning the combinations, it can be seen that they
are both able to reduce the disturbances of the individual
solutions. However, the VCE combination is apparently more
driven by the GRACE solution as can be seen by the consid-
erably large remaining residuals in the north of the Amazon
river basin. This dominance of the GRACE solution can be
seen as a consequence of the strong impact of the orbital
altitudes on the VCE weights as shown in Fig. 5. Thus, this
example illustrates the disadvantage of the VCE combination
approach when using inhomogeneous data from different
LEO satellites. In contrast, the stochastic combination is
capable to strongly attenuate the anomalies originating from
the GRACE and Swarm solutions. In terms of weighted
RMS values with respect to ITSG-Grace2018, the stochastic
combination provides a 30 % smaller value, underlining that
this procedure is more robust against outliers.

6 Conclusions and Outlook

In this paper, we use GPS-based kinematic LEO orbit posi-
tions of the GRACE, GRACE-FO and Swarm missions to
recover time-variable gravity field signals. By studying mass
variations in Greenland and the Amazon river basin, the
GPS-based gravity field time series are in good agreement
with those derived from inter-satellite ranging and are able
to fill gaps reasonably at spatial scales of about 1000 km

(d/o 20). Moreover, it was demonstrated that a combination
of the time series provides a further improved estimation
of time-variable signals, indicated by a reduction of RMS
differences by �10 % to 20 % with respect to a inter-satellite
ranging solution. Here, it can be pointed out that the VCE
combination at solution level as applied for COST-G is of
limited use for a multi-mission scenario, as derived weights
are mainly driven by the different altitudes of the LEOs. This
might be related to the used simple case where the normal
matrix is equal to the identity matrix, which cannot properly
reflect differences in the geometry of LEO missions. In com-
parison, a combination that takes into account the standard
deviations (formal errors) of the gravity field coefficients,
turned out to cope better with this setting and underlines the
importance of a degree-dependent weighting.

As a next step, we aim to extend our monthly GRACE/-
FO time series and include gravity field information derived
from additional LEO satellites, e.g., from the Sentinel con-
stellation. Further improvements of the current GRACE time
series can be expected by a refinement of the used kinematic
orbits, e.g., considering measures to mitigate the influence of
ionospheric disturbances would be beneficial for the years
2014 and 2015. Beside a classical screening as currently
done for the operational Swarm orbits, advanced weighting
techniques might also be considered (cf. Schreiter et al.
2019) that have demonstrated their advantage, e.g., in the
GOCE GPS-based gravity field recovery (Grombein et al.
2019). Finally, we will focus on the combination of the GPS-
based gravity field time series at normal equation level.
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Topographic Gravity Field Modelling for
Improving High-Resolution Global Gravity Field
Models

E. Sinem Ince, Christoph Förste, Oleh Abrykosov, and Frank Flechtner

Abstract

The global gravitational potential generated by the attraction of the Earth’s topographic
masses has been computed in spectral domain. The mass-source information is provided
by the 1 arcmin resolution Earth2014 relief model and four averaged density values for
rock, ocean, lake, and ice areas. The topography and bathymetry are split into confocal
ellipsoidal shells of a defined thickness. Based on the provided mass-source information,
the gravitational potential is expanded for each shell and then summed up to represent the
complete gravitational potential of the topography (and bathymetry). In this contribution,
we present the impact of different shell thicknesses to the model accuracy and computation
time. Moreover, we expanded our topographic gravity field model up to spherical harmonic
degree and order 5,494. Such short scale mass information represented by the topography
can be used to complement high-resolution combined static gravity field models for
the very high-frequency components of the gravity field. As an example, we enhanced
(augmented) EIGEN-6C4 model with the high frequency components retrieved from the
topographic model. The deflections of vertical values computed from the augmented model
are compared w.r.t. ground truth observations in Germany, Southern Colorado and Iowa
(USA) which suggest as expected a considerable improvement over rugged mountainous
regions and comparable residuals in areas of moderate topography.

Keywords

Enhanced (augmented) gravity field models � High resolution global gravity field mod-
elling � Topographic gravity field

1 Introduction

High-resolution global gravity field models (GGMs)
retrieved from combination of satellite-derived observations
and terrestrial gravity measurements represent the finest
details of the gravitational field. Spatial resolution of such
models reaches up to 9 km in EGM2008 (Pavlis et al.
2012) and EIGEN-6C4 (Förste et al. 2014) which are
prominent examples of high-resolution combined global

E.S. Ince (�) · C. Förste · O. Abrykosov · F. Flechtner
Helmholtz Centre Potsdam German Research Centre for Geosciences,
GFZ Potsdam, Potsdam, Germany
e-mail: elmas.sinem.ince@gfz-potsdam.de

gravity field models. Combined global gravity field models
can be enhanced by modelling the omitted part of the signal
(or the very high frequency components of the gravity
field) via (gravity) forward modelling techniques. For
example, a recently published model XGM2019e delivers
an enhanced spatial resolution of about 3.6 km based on
gravity information derived from topography (Zingerle et
al. 2020). Forward modelling has been commonly used in
geophysics (Götze and Lahmeyer 1988; Shin et al. 2006) and
planetary science (Wieczorek and Simons 2005; Wieczorek
2007). Recently, the technique is used in geodesy as well not
only to retrieve high frequency components of the gravity
field and to enhance global gravity field models up to very
high degree and order (d/o) expansions (Hirt et al. 2016),

© The Author(s) 2022
J. T. Freymueller, L. Sánchez (eds.), Geodesy for a Sustainable Earth,
International Association of Geodesy Symposia 154, https://doi.org/10.1007/1345_2022_154

203

http://crossmark.crossref.org/dialog/?doi=10.1007/1345_154&domain=pdf
mailto:elmas.sinem.ince@gfz-potsdam.de


204 E. S. Ince et al.

but also to approximate the gravity field in areas with no or
limited gravity measurements.

The calculation of forward models can be performed in
spatial or spectral domain which have different pros and
cons. The reader is referred to literature for different state-
of-the-art examples (e.g., Grombein et al. 2016; Rexer et
al. 2016; Root et al. 2016; Tenzer et al. 2016). Topographic
gravity field models are used: (a) to enhance the representa-
tion of the high frequency components of the gravity field
(reducing omission error), (b) to compute the topographic
attraction which is then removed from gravity measurements
helping to investigate the residual signal, and (c) to interpo-
late and predict gravity values in regions that have sparse
or no gravity measurements. Moreover, topographic gravity
field models contribute to enhance the figure of the Earth
and provide insight to subsurface mass-density distribution
when used together with actual gravity measurements and
other datasets (e.g., seismic measurements).

In recent geodetic applications, the application of a topo-
graphic gravity field is particularly important for the def-
inition and determination of a worldwide unified height
system. This application area is one of the focus topics
of the Global Geodetic Observing System (GGOS, https://
ggos.org) of the International Association of Geodesy (IAG)
which is on the unification of height systems and realization
of the International Height Reference System (IHRS). Such a
reference system can only be achieved via the contribution of
high-resolution topographic gravity field models especially
over the areas that are lacking gravity observations (Sánchez
et al. 2021).

In this contribution, we use a multi-layer approach and
consider different average density values for different layers.
Starting from the lowermost ellipsoid up to the bounding
ellipsoid, the calculations are defined for subsequent shells
whose thickness has an important effect on the final product.
Our primary focus is to advance our preliminary work (Ince
et al. 2020) on the reduction of the omission error and
increase the resolution of the most recent high-resolution
combined static global gravity field models via enhancing
the spatial and spectral content of the topographic model. We
also investigate the impact of the shell thickness in the com-
puted products and determine an optimum thickness interval
for the computations. Based on our previous study (Ince et
al. 2020), comparisons of an augmented (enhanced) version
of EIGEN-6C4 w.r.t. external ground-truth datasets clearly
indicate the improvements that are due to the contribution
of the topographic model. The ground-truth data include
GNSS/levelling-derived geoid undulations, terrestrial gravity
data, and deflections of the vertical (DoV) measurements.
The results indicated improvement in terms of root mean
square (RMS) and mean values of up to 30% which supports
the contribution of the forward model in the medium and
high-frequency interval that are applicable to small spatial

scale gravity features. In this paper, we present the analysis of
the impact of different shell thicknesses and the expansion of
the topographic gravity field model from spherical harmonic
degree 3,660 up to 5,494. Corresponding evaluation results
are provided based on high-quality deflections of vertical
data available in Germany and recently published datasets
from southern Colorado and Iowa, USA.

2 Methodology

In order to compute topographic potentials, we formulate an
ellipsoidal approximation in spectral domain in which we can
introduce different mass layers as input. In the current study,
we use rock, ocean, lake and ice layers as provided by the
shape files of Earth2014 (Hirt and Rexer 2015). Moreover,
we subdivide the topography and bathymetry into shells and
compute the potential of each shell on the bounding ellipsoid
that is defined outside of all the masses. Once the density
is known (estimated from the combination of four layers
mentioned above) for each grid point within each shell, espe-
cially over the regions of land-coast transition, ellipsoidal
surface harmonic analysis of the laterally varying density
values can be performed. The details of the methodology
and formulae used in this paper are given in Ince et al.
(2020).

The topographic potential is at first represented in terms
of ellipsoidal harmonic coefficients and then transformed
into spherical harmonic coefficients. For this purpose, the
ellipsoidal harmonic coefficients are represented in terms
of density integrals which can be derived once the series
expansion of the reciprocal distance is formulated (Hobson
1931; Ince et al. 2020). These coefficients are computed
by integrating lateral density variations derived from the
four averaged density values within a sequence of thin
volumetric shells bounded by confocal ellipsoids for lower
and upper bounds of the shells. Within each shell, the density
is assumed to vary only in the lateral direction. That means,
from cell to cell of a corresponding grid the density value can
change. For each shell, the density can then be expanded into
series of surface harmonics.

In the final stage, the ellipsoidal harmonic coefficients of
the potential are computed, which are sums of the coeffi-
cients of each individual shell. In our analysis, the compu-
tations are performed to degree and order 10,800 that corre-
sponds to the resolution of grids of the input data Earth2014
(1 arcmin). To avoid spectral leakage and aliasing problems,
the computed ellipsoidal potential coefficients have been set
to zero above degree 3,600 and 5,400, respectively. Finally,
Jekeli’s transformation is applied to retrieve the spherical
harmonic coefficients below or equal to 3,660 and 5,494,
respectively from the ellipsoidal harmonic coefficients of
these example models.

https://ggos.org
https://ggos.org
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Fig. 1 Representation of different density and thickness mass sources
in a simplified form. Note that the middle compartment represents
the vertical density distribution of the original mass source, the left
compartment represented as A is the (assumed) condensed density

distribution with shell thickness h, and the right compartment(s) repre-
sented as B is the density distribution with three shells of thickness h/3.
Note that CoM refers to center of mass of the respective compartment,
and h and h/3 are selected arbitrary for the example

The thickness of the shells mentioned above play a role
in the computation efficiency and accuracy of the outcomes.
Therefore, different shell thicknesses have been tested whose
results are presented in the following section. For visual
simplification purposes, the confocal ellipsoidal shells (see
Fig. 2 in Ince et al. 2020) that have been used in our
calculations are represented as compartment blocks with
different thickness and density values assigned (see Fig. 1).
The calculation of the topographic potential between the
lower and upper bounding surfaces (red lines) of the com-
partment can be performed by applying two scenarios using
ellipsoidal confocals: A) An averaged condensed density
value assigned to the entire compartment of interest (single
layer approach), or B) Different density and height (shape)
information assigned to the same compartment defined in A)
(multi-layer approach). The topographic potentials computed
from different shell thicknesses and respective density val-
ues assigned are not equal for A and B. Such differences,
based on the approach applied, must be investigated and
considered in the calculations. The current study presents
the result obtained from multi-layer approach and thinner
shell thickness (method B) which are derived from the
provided four averaged densities. It should be noted that
future studies should preferably aim to include high spatial
resolution laterally and radially varying density models and

corresponding elevation information than using just average
four density values.

In summary, the results retrieved from using one con-
densed density value and one thick shell for the entire com-
partment (A) are different and underpowered (as explained
later) than the results that are retrieved by using different
density values (averaged values in our case) and smaller shell
thicknesses (B). How small the shell thicknesses need to
be is investigated in the current study by using respective
density values under consideration of the knowledge of the
type of the shell (e.g., rock or ice) that are retrieved from
the Earth2014 shape files. The current study uses Method B
since it is more realistic as shown in the following section.

3 Analysis

The analyses performed in this section are twofold. The first
one is the investigation of the reduction of the omission error
in the combined GGM based on the further expansion of
the topographic gravity field models in terms of spectral and
spatial resolution. More precisely, using the forward mod-
elling technique explained above we increased the spectral
and spatial content of our preliminary topographic gravity
field model ROLI (Rock, Ocean, Lake, Ice) from spherical
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Fig. 2 The differences between the enhanced models of maximum degree 3,660 and 5,494 in terms of gravity disturbance (in mGal) computed
on the Earth’s surface [mean value: 30.37 mGal]

harmonic degree 3,660 up to 5,494 that corresponds to about
5.4 km and 3.6 km spatial resolution, respectively. The con-
tribution is presented in Fig. 2. It is clearly visible that high
mountainous areas suffer from the omitted signal content.
Currently available state-of-the-art GGMs in these areas can
be improved via high resolution topographic gravity field
models. However, the visible leakage problem needs to be
investigated in more detail. The true gravity field of the
topography can be approximated better with a higher degree
expansion model that requires high-resolution density and
elevation content. Himalayas, Andes, Mexico, North and
East Anatolia, and Canadian and American Rockies are
prominent examples that will benefit from the extension from
degree 3,660 to degree 5,494.

The second investigation performed is on the impact of
the shell thickness in the calculation procedure. Calculation
from an “optimum” thickness should deliver precise results
and be affordable by the available computing sources. In our
analyses, we tested 5 m, 10 m, 15 m, 20 m, 30 m, 60 m,
and 120 m shell thickness and present the results in terms
of degree variances in Fig. 3. The computation times of
the calculations using 5 m and 30 m thick shells are about
38 and 7 h, respectively. These computations were done in
a parallelized way using 256 Cores on a Linux compute
node cluster consisting of 2.10 GHz Intel Xeon Gold 6230
CPUs.

The example shows that the power of the signal decreases
as the shell thicknesses increase which was already proven
by the simplified example presented in Fig. 1. Ellipsoidal
harmonic coefficients of the potential of each shell (see
Ince et al. 2020) can be treated as a result of vertical
numerical integration between corresponding lower and
upper boundaries (confocal ellipsoids) of the shell using the
trapezoidal rule. Thus, generally, the smaller the integration
interval (thickness of shells) the smaller the integration error.
This consideration can serve as a crude explanation of the
above mentioned decrease of the power of the signal when
the shell thickness increases. Therefore, “thin enough” shell
thickness needs to be selected for the calculations followed in
our algorithm for a realistic and more accurate representation
of the potential.

Based on the comparisons in terms of geoid undulation,
results computed from 5 m and 10 m thickness mass sources
coincide with the reference EIGEN-6C4 spectrum in Fig. 3.
A reliable topographic model is expected to provide similar
signal content with EIGEN-6C4 in the medium to high
frequency bandwidth interval. The results of the other thick-
nesses included in our analyses are underpowered and shifted
away from the expected results. The differences between the
5 m and 10 m shell thicknesses are presented in Fig. 4. These
differences are very small in terms of geoid undulation and
may not be meaningful considering the current developments
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Fig. 3 Degree variance results of different shell thicknesses (5, 10, 15, 20, 30 and 60 m), and respective number of shells (3,825, 1,914, 1,276,
957, 638, 319) are represented in terms of geoid undulation. Note that the thicker shell thicknesses result in underpowered signal

in the field of height systems. However, gravity anomalies of
the same representation might be meaningful in regional to
local studies. Therefore, we used 5 m shell thickness in our
calculations.

4 Evaluation of the EnhancedModel
w.r.t. Ground Data

Our preliminary model (Abrykosov et al. 2019) was eval-
uated against different sets of ground truth data and global
models. Terrestrial gravity measurements, GNSS/Levelling-
derived geoid undulations and deflections of the vertical
were among the ground truth data included. In this study,
we evaluate the new enhanced model using deflections of
the vertical only since (a) astrogeodetic vertical deflections
retrieved from astronomical observations are assumed to
contain the full signal spectrum (Torge 2001) and (b) it is a
type of dataset that is very sensitive to the high frequency
components of the gravity field. Therefore, provided that
they fulfill the requirements in terms accuracy and spatial

extent such datasets are very reliable to quantify the enhance-
ment in the augmented models and the reduction of the signal
omission error in the combined high-resolution GGMs.

The deflections of the vertical data from Germany used
in this study are provided by Voigt (2013) and are the same
used in Ince et al. (2020). In addition, we included the
deflections of vertical measured in the rugged terrain of
Colorado during the Geoid Slope Validation Survey in 2017
(GSVS17) published by van Westrum et al. (2021) and in
the moderate topography of Iowa during the GSVS14 (Wang
et al. 2017). The German measurements were taken along
two profiles of different topographic features of the North-
South and East-West Germany with a spacing of 3–4 km.
As shown in Fig. 5a, North-South profile consists of 216
measurement points, whereas the East-West profile consists
of 154 measurement points. The Colorado data shown in
Fig. 5b. on the other hand include 222 observation points
and are sampled at about 1.6 km interval. The measurement
points over Iowa region are mainly located along a highway
and consist of 204 survey benchmarks. The observations in
Germany which have an accuracy level of about 0.100 fulfill
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Fig. 4 Degree variance differences of 5 m and 10 m shell thickness in terms of geoid undulation

the requirements of our evaluation purpose (Voigt 2013).
The newly measured DoVs in the Colorado region have an
observational accuracy of 0.0400 and are one of the best high-
quality ground truth data that can be used to validate our
enhanced and topographic gravity field models. Also, these
three test areas have different topographical characteristics
which help to evaluate our enhanced models consistently.

The comparisons are performed for EIGEN-6C4, and
two enhanced EIGEN-6C4 models up to degree 3,660
and 5,494, respectively. High-frequency components of the
Earth’s gravity field that are smaller than 5 arcmin are
not represented in the EIGEN-6C4 due to the truncation
of the model at degree 2,190. Since the topography
generates a considerable part of the deflection of vertical
signal (Forsberg and Tscherning 1981), the omitted signal
components are retrieved from topographic gravity field
models and used in the enhancement of EIGEN-6C4.
According to Torge (1981), such omission errors can reach
up to a few arc seconds in the case DoVs.

Based on our comparisons w.r.t. DoV measurements in
Germany and the USA, significant improvement is expected
in mountainous regions. The differences between the model

derived DoVs are compared with the ground truth observa-
tions in the three areas of different topographic characteris-
tics. The distribution of the residuals derived from EIGEN-
6C4 and two enhanced models with respect to the elevation
of the measurement points are represented for the east-
west (�) and north-south (�) components of the deflection
of verticals for Germany, Colorado, and Iowa in Figs. 6, 7
and 8, respectively. As expected, the residuals increase with
increasing elevation which reach 8 arcsec in mountainous
Colorado, for example.

The RMS values for the three regions are summarised in
Tables 1, 2, and 3. The residuals computed w.r.t EIGEN-
6C4 reflect the signal omission and commission error in the
global gravity field models as well the uncertainty of the
ground truth vertical deflections. The residuals are smaller
for the enhanced models since the omission error due to
the high frequency signals is reduced by augmenting topo-
graphical gravity field information. The residual RMS values
are reduced for the expanded models by up 40% in the �

component of the North-South Profile in Germany (see Table
1) and over 30% for the � component in Colorado (see
Table 2) which is a clear indication that the high frequencies
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Fig. 5 The distribution of the measurement points in (a) Germany (East-West and North-South profiles), (b) Colorado region and (c) Iowa, in the
USA. Note the differences in the elevation characteristics from flat-moderate to rugged

Fig. 6 The distribution of the residuals between the ground truth astronomical DoVs and the DoVs computed from EIGEN-6C4, and the two
enhanced models in Germany for (a) � (b) �

of global gravity field models such as EIGEN-6C4 can be
significantly improved using forward modelled topographic
gravity field models. Further improvement is visible in Ger-
many between the augmented models up to degree 3,660

and 5,494, respectively but it also points to inconsistencies
especially in �. For the flat and moderate topography, the
topographic gravity field models are not expected to improve
the GGM representation drastically. Therefore, the residuals
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Fig. 7 The distribution of the residuals between the ground truth astronomical DoVs and the DoVs computed from EIGEN-6C4, and the two
enhanced models in Colorado region for (a) � (b) �

Fig. 8 The distribution of the residuals between the ground truth astronomical DoVs and the DoVs computed from EIGEN-6C4, and the two
enhanced models in Iowa for (a) � (b) �

Table 1 The RMS values of the residual deflections of
vertical between EIGEN-6C4, the expanded model EIGEN-
6C4.2000.2100.exp.3660, EIGEN-6C4.2000.2100.exp.5494, and the
terrestrial astrogeodetic measurements in Germany (Voigt 2013).

The corresponding numbers of the measurement points are given in
brackets. The reader is advised to use the recomputed RMS values
presented in this paper instead of those in Ince et al. (2020) which are
subject to an error in the east-west component

Profile North-South Profile (216 pt) East-West Profile (154 pt)
Deflection of the vertical (arcsec) � � � �

max d/o rms rms rms rms
EIGEN-6C4 2,190 1.09 0.99 0.71 0.55
EIGEN-6C4.2000.2100.exp.3660 3,660 0.92 0.78 0.51 0.38
EIGEN-6C4.2000.2100.exp.5494 5,494 0.66 0.92 0.46 0.40

are not reduced for enhanced models (eigen6c4plus3660 and
eigen6c4plus5494) as summarised in Table 3.

Our results in Germany are consistent with the findings
of Voigt (2013), Voigt and Denker (2018) and Hirt (2010)
where the authors added the effect of the RTM (Residual
Terrain Model) to the deflection of vertical values computed

from the EGM2008. Introducing realistic density values for
instance via laterally (and radially) varying density models
(e.g., UNB_TopoDensT_2v01, Sheng et al. 2019) instead of
the averaged density values, the calculation of topographic
gravity field can improve the agreement between the com-
puted model and ground truth values.
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Table 2 The RMS values of the residual deflections of
vertical between EIGEN-6C4, the expanded model EIGEN-
6C4.2000.2100.exp.3660, EIGEN-6C4.2000.2100.exp.5494, and
the terrestrial astrogeodetic measurements in GSVS17 Colorado,
USA (van Westrum et al. 2021). The corresponding number of the
measurement points is given in brackets

Colorado DoV data
(222 pt)

Deflection of the
vertical (arcsec) � �

max d/o rms rms
EIGEN-6C4 2,190 1.26 1.62
EIGEN-
6C4.2000.2100.exp.3660

3,660 1.02 1.18

EIGEN-
6C4.2000.2100.exp.5494

5,494 0.97 1.07

Table 3 The RMS values of the residual deflections of
vertical between EIGEN-6C4, the expanded model EIGEN-
6C4.2000.2100.exp.3660, EIGEN-6C4.2000.2100.exp.5494, and
the terrestrial astrogeodetic measurements in GSVS14 Iowa, USA
(Wang et al. 2017). The corresponding number of the measurement
points is given in brackets

Iowa DoV data
(204 pt)

Deflection of the vertical (arcsec) � �

max d/o rms rms
EIGEN-6C4 2,190 0.34 0.29
EIGEN-6C4.2000.2100.exp.3660 3,660 0.31 0.28
EIGEN-6C4.2000.2100.exp.5494 5,494 0.28 0.29

5 Conclusion and FutureWork

We forward modelled a topographic gravity field based on
ellipsoidal approximation in spectral domain using multi-
layer density information together with globally distributed
elevation data retrieved from Earth2014. The algorithm used
expresses the gravity field of the subsequent shells in terms
of ellipsoidal harmonic coefficients which are then trans-
formed into spherical harmonic coefficients. In this study,
we investigated the impact of the shell thickness of the
confocal ellipsoids that is fundamental in the algorithm
applied. It is shown that thinner shell thicknesses provide
more accurate results, but the computational burden has to
be tackled.

We use the developed topographic gravity field model
to enhance high resolution combined global gravity
field models. The existing combined global gravity field
model example EIGEN-6C4 is augmented with the
topographic gravity field model that is forward modelled
using the high-resolution digital elevation model and
average density estimations for different layers of the
Earth’s upper crust. The high frequency components of
the gravity field are assumed to be mainly due to the
topography. Therefore, topographic gravity field models

are complementary to the existing models as well as to
fill areas that lack actual gravity data. In the current study,
we presented two enhanced combined global gravity field
models up to degree 3,660 and 5,494, respectively and
demonstrated the further contribution of the very high
degree components above degree 3,660. The results are
evaluated w.r.t ground truth data, namely deflections of
vertical observations in Germany and in Colorado and
Iowa regions, USA. The results indicate that the omission
error in mountainous areas can be reduced significantly
using topographic gravity field model augmented combined
models.

It is known that the reliability of the topographic gravity
field models is determined by the included input data and
the applied algorithms. The resolution of the input data,
the uncertainties and validity of the elevation and density
values, and the algorithm followed are important parameters.
In this study, we modelled the topographic gravity field
using average topographic, seawater, freshwater, and glacial
densities. Further improvement is possible by introducing
more realistic topographic density models as an input to our
method.

The ROLI_EllApprox_SphN_3660_plusGRS80 (Abryko-
sov et al. 2019) is available on the ICGEM Service
(http://icgem.gfz-potsdam.de/tom_reltopo, Ince et al. 2019)
and can be accessed and downloaded freely also from
https://doi.org/10.5880/ICGEM.2019.011. The newly devel-
oped model ROLI_EllApprox_SphN_5494_plusGRS80 and
augmented (enhanced) models are available upon request
from the authors.
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The Benefit of Accelerometers Based on Cold
Atom Interferometry for Future Satellite
Gravity Missions
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Abstract

Satellite gravity missions, like GRACE and GRACE Follow-On, successfully map the
Earth’s gravity field and its change over time. With the addition of the laser ranging inter-
ferometer (LRI) to GRACE-FO, a significant improvement over GRACE for inter-satellite
ranging was achieved. One of the limiting factors is the accelerometer for measuring the
non-gravitational forces acting on the satellite. The classical electrostatic accelerometers are
affected by a drift at low frequencies. This drawback can be counterbalanced by adding an
accelerometer based on cold atom interferometry (CAI) due to its high long-term stability.
The CAI concept has already been successfully demonstrated in ground experiments and is
expected to show an even higher sensitivity in space.

In order to investigate the potential of the CAI concept for future satellite gravity
missions, a closed-loop simulation is performed in the context of GRACE-FO like missions.
The sensitivity of the CAI accelerometer is estimated based on state-of-the-art ground
sensors and predictions for space applications. The sensor performance is tested for different
scenarios and the benefits to the gravity field solutions are quantitatively evaluated. It is
shown that a classical accelerometer aided by CAI technology improves the results of
the gravity field recovery especially in reducing the striping effects. The non-gravitational
accelerations are modelled using a detailed surface model of a GRACE-like satellite body.
This is required for a realistic determination of the variations of the non-gravitational
accelerations during one interferometer cycle. It is demonstrated that the estimated error
due to this variation is significant. We consider different orbit altitudes and also analyze the
effect of drag compensation.
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1 Introduction

The Earth’s gravity field and its variation are of great interest
for several disciplines (Pail et al. 2015). The measurement
of the time-variable gravity field, i.e. monitoring of mass
variations, was successfully realized by the satellite mis-
sion GRACE (Tapley et al. 2019) and is now continued
by GRACE Follow-On (Landerer et al. 2020). The lim-
iting factor on the instrument level is the accelerometer.
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It is needed to measure the non-gravitational accelerations
acting on the satellite which are subtracted in the post-
processing to retrieve the Earth’s gravity field information.
In the current satellite missions, electrostatic accelerometers
are used. These sensors are characterized by their low noise
at the high frequencies. The main drawbacks of electro-
static accelerometers are the drift at the low frequencies
and the difficulty in the estimation of biases and scale
factors.

The technology of Cold Atom Interferometry (CAI) could
solve these challenges. A cloud of independent cold atoms
constitute the test mass in an atom interferometer. The benefit
of atom interferometry accelerometers is their high long-
term stability and good knowledge of the scale factor which
is based on the frequency stability of the laser system.
Simulation studies like Abrykosov et al. (2019) and Müller
and Wu (2020) show promising improvements by CAI for
the gravity field recovery. In Fig. 1, the noise behaviour of
the accelerometer types are displayed in terms of Amplitude
Spectral Density (ASD), which is defined as the square root
of the Power Spectral Density (PSD). The hybrid sensor is a
combination of an atomic interferometer and an electrostatic
accelerometer. The performances for CAI are based on the
anticipation of a large interrogation time in microgravity.
In this contribution, a closed-loop simulation is performed
to study the benefit of CAI accelerometry. The sensitivity
of the measurements increases with higher interaction time.
As the satellite is moving during the measurements, the
non-gravitational acceleration varies in one interferometer
cycle. In this study we use a cycle time (duration of one
CAI measurement) of 12 s and evaluate the variation of
the acceleration using the transfer function of an atomic
interferometer.
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Fig. 1 Anticipated ASD of a space accelerometer noise: CAI
accelerometer, electrostatic accelerometer and hybrid accelerometer

2 Performance of an Atom
Interferometry Accelerometer

In an atom interferometer, cold atoms are in free fall and
operate as test mass. Laser pulses in a time interval T are
used to split and recombine the atomic wave functions into
different momentum states according to the superposition
principle (Pereira dos Santos and Landragin 2007; Schilling
et al. 2012). The output phase ˚ can be obtained by
measuring the relative atomic populations in the output
states after recombination. The acceleration ak during cycle
k is obtained from the measured phase ˚k with the evolution
time T :

ak D
˚k

keff T 2
; (1)

where keff D jkeff j is the norm of the effective wave vector
of the laser light used to transfer momentum to the atoms
(Kasevich and Chu 1991). In this study, the duration of one
interferometer measurement cycle Tc is 12 s. It consists of
the preparation time Tp , the interferometer duration 2T and
the detection time Td :

Tc D Tp C 2T C Td : (2)

As the sensitivity of the accelerometer to the acceleration
varies during one measurement cycle, the transfer function
must be taken into account. The phase of the interferometer
˚k at the k-th cycle is given by

˚k D keff

Z .kC1/Tc

kTc

ga;k.t/a.t/dt : (3)

The response function ga;k (see Fig. 2) is given by

ga;k.t/ D 0 for kTc < t < kTc C Tp;

ga;k.t/ D t � .kTc C Tp/

for kTc C Tp < t < kTc C Tp C T ;

ga;k.t/ D kTc C Tp C 2T � t

for kTc C Tp C T < t < kTc C Tp C 2T ;

ga;k.t/ D 0 for kTc C Tp C 2T < t < .k C 1/Tc:

To estimate the performance, we used parameters based on
state of the art accelerometers on ground. The number of
interfering atoms is N D 106 and the contrast is C D 0:8.
The momentum transfer, depending on laser wavelength �,
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Fig. 2 Response in the time domain of the transfer function for the
conversion of the phase shift to acceleration

is keff D 4�� � 1:6 � 107 /m for a two photon Raman
transition using rubidium atoms. Microgravity in space is
expected to allow for a dramatic increase of the free fall
interferometer interrogation time T , which would greatly
improve the performances of a CAI. For the following
calculations we consider a measurement time of T D 5 s
and a preparation time of 2 s. The detection time is neglected
as it is only a few tens of ms.

The quantum projection limited phase noise is given by

�˚ D

r
Tc

C 2N
D 4:2 mrad/

p
Hz: (4)

The sensitivity function of a 3 pulse atom interferometer is

H.f / D 16
.2keff /2

.2�f /4
sin4 .2�f T =2/: (5)

In order to take into account fluctuations of systematic
effects, we impose a 1=f flicker floor noise of �f D

0:1 mrad. The acceleration PSD can then be expressed as (see
Fig. 3)

S2
a .f / D .2�2

˚ C 2 ln.2/�2
f =f /=H.f /: (6)

We use this model in the following to estimate the perfor-
mances of a CAI accelerometer in a satellite.

3 Variation of Non-Gravitational
AccelerationsWithin One
Interferometer Cycle

Time series of the non-gravitational accelerations are simu-
lated with the Extended High Performance Satellite Dynam-
ics Simulator (XHPS) Software (Wöske et al. 2016) devel-
oped by ZARM/DLR. Models for atmospheric drag and
solar radiation pressure, Earth albedo, thermal radiation
pressure and infrared are included in the simulations. In
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Fig. 3 Anticipated ASD of a space CAI accelerometer noise

this study, only accelerations in the along-track direction are
included, because in this direction the magnitude of the non-
gravitational accelerations is the biggest and consequently
the biggest effect is expected here. In this section, only a
single satellite is investigated. An attitude control system
with a nadir pointing mode is included in the calculation
of the non-gravitational accelerations. Misalignment errors
and errors due to the non-orthogonality of the accelerometer
frame axes are not considered in this study. Degradation
induced by the cross-track and nadir axes would appear when
the true alignment differs from the target alignment. Two
simulations are investigated with satellite altitudes of 467 km
and 303 km. The satellite’s mass is assumed to be equal
to 600:98 kg. A detailed surface model of a GRACE-like
satellite body is used. The mass and shape of the satellite and
the altitude of 467 km are the parameters of the GRACE-FO
mission, allowing a realistic comparison to the results of the
mission. In addition, a lower altitude of 303 km is chosen,
which would lead to a higher sensitivity to the gravity field
signal at the cost of higher non-gravitational accelerations
and is thus interesting for future gravity missions. In order to
get a continuous signal for the computation of �k in Eq. (3),
the acceleration time series is approximated with an inter-
polation polynomial. The Newton polynomial interpolation
is applied for each cycle separately. The best agreement is
achieved with a quadratic polynomial. The variation between
the minimum acceleration and the maximum acceleration
within one cycle is calculated for the two satellite orbits
(Fig. 4). The variation in 12 s is of the order of 10�9 m/s2

for an altitude of 467 km and 10�8 m/s2 for an altitude of
303 km. This variation is higher than the accelerometer noise
itself (Fig. 1).
The transfer function of an atomic interferometer is used to
investigate the effect of this variation in one cycle. The output
of the atom interferometer is compared to the true accelera-
tion value at t D 7 s of each cycle, i.e. the middle time of the
interferometer. In Fig. 5 the ASD of this difference and the
ASD of the variation in one cycle are shown. The estimated
error of the acceleration measurements is at the level of
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Fig. 4 Variation of non-gravitational accelerations within one interfer-
ometer cycle for two different altitudes: 467 km (red) and 303 km (blue)
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3 � 10�11 m/s2 for an altitude of 467 km and 2 � 10�10 m/s2

for an altitude of 303 km. In comparison to the acceleration
noise this error contribution is significant, which shows that
one needs to take into account the temporal filtering of
non-inertial accelerations due to the interferometer response
function.

Furthermore, the impact of using a drag compensation
system is studied. The thruster is modelled with parameters
of the GOCE mission. The thruster noise is simulated using
a PSD model (Canuto et al. 2010):

S2
thr .f / D

 �
0:005

f

�2

C 1

!
�
10�6

�2
N2/Hz: (7)

For the thruster system a maximum thrust level of 21 mN, a
minimum thrust level of 0:6 mN and a possible rate of change
of 2:5 mN/s are considered. As it is impossible to find a good
fitting polynomial for the time series including thruster noise,
a filter is first applied. A second order Butterworth filter
with cutoff frequencies of 1 � 10�6 Hz and 5 � 10�3 Hz is
used. The variation of accelerations within one interferom-
eter cycle is shown in Fig. 6 and its ASD in Fig. 7. The
estimated error contribution due to the residual variation of
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Fig. 6 Residual variation of non-gravitational accelerations within one
interferometer cycle under drag free control
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non-gravitational accelerations is now below the noise of
an atomic interferometer and hence acceptable (Fig. 7). In
summary, the acceleration variation in one interferometer
cycle has to be taken into account because it can have a
critical impact on the performance of the CAI accelerometer.
A balance between the cycle time length and sensitivity has
to be found. Drag compensation is a good option to reduce
the impact of this acceleration variation.

4 Closed-Loop Simulation

4.1 Simulation Procedure

A closed-loop simulation of a GRACE-FO like mission is
performed to investigate the potential of the combination of
an electrostatic and a CAI accelerometer. Figure 8 shows
the flowchart of the simulation procedure. It consists of the
synthesis of range accelerations based on the input satellite
orbit and the gravity field model, addition of instrument
noise and model errors and the gravity field recovery. The
reference gravity field model is only a static model which
means no temporal gravity field signals are included, since
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Synthesis of noise-free range 
accelera�ons in Line-of-Sight direc�on

Noise models:
• Laser Ranging Interferometer
• Accelerometer
• Atmosphere and Ocean De-Aliasing

Recovered gravity field model

Input:
• Reference gravity field model
• Satellite orbit
• Satellite a�tudes

Comparison

Fig. 8 Flowchart of the closed-loop simulation

the main purpose of this study is to evaluate the contributions
of CAI accelerometer w.r.t. the electrostatic one. In order to
recover the temporal gravity fields, in a future study we will
use a sequence of monthly simulated data which includes
not only the static model but also the temporal signals.
Ocean tide errors and non-tidal gravity field signals are not
included, but an error due to Atmosphere and Ocean Aliasing
is considered. We know that some ocean tide components
might cause aliasing effects on recovered solutions. But as
a preliminary study, we suppose that the ocean tides and
direct tides can be precisely modelled and reduced from
the observations. The range accelerations in Line-of-Sight
direction R�, measured by the Laser Ranging Interferometer
(LRI), are synthesized with:

R� D RrAB eAB C PrAB PeAB; (8)

where RrAB D RrB � RrA is the difference of the gradient of
the Earth’s gravitational potential at the positions of the two
satellites A and B, eAB is the unit vector of the Line-of-Sight
and PeAB is its derivative, PrAB D PrB � PrA is the velocity
difference between satellites A and B. The second term
PrAB PeAB is neglected in this study because no acceleration
measurements for its estimation are needed and the focus is
put on the benefit of novel accelerometers. The magnitude of
this term is estimated to be lower than 4:3 � 10�9 m/s2 for a
GRACE-like mission scenario. In the next step, noise models
for different error sources are added: LRI measurement
noise, accelerometer noise and Atmospheric and Ocean
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Fig. 9 ASD of the different noise sources

De-Aliasing noise (AOD). The LRI noise is modelled
according to Abich et al. (2019). The Atmospheric and
Ocean De-Aliasing models errors are assumed as 10% of
AOD1B RL6 (Dobslaw et al. 2017). The ASD of these noise
contributions is shown in Fig. 9. The spherical harmonic
coefficients Snm and Cnm are estimated with a least-squares
adjustment. The observation equation of the adjustment is
linear as the range accelerations provide a direct link to
the gravity field coefficients. The gravity field model is
solved up to degree and order 90. The reference gravity
field model is Eigen-6c4 (Foerste et al. 2014) and the
GRACE orbit from April 2006 is used. A perfect alignment
of each satellite is assumed so that the non-gravitational
accelerations can be measured with accuracy by the 1-axis
hybrid accelerometer in this study. The variance-covariance
matrix, which is assembled from the post-fit residuals, is
used for the stochastic modelling.

4.2 Simulation Results

For the evaluation the differences between the input ref-
erence gravity field model and the recovered gravity field
model are calculated. The coefficient differences of gravity
fields recovered applying different types of accelerometers
are then compared. The evaluation is carried out in the
spectral and the space domain. The equivalent water height
(EWH) is calculated to validate the results in the space
domain using the following equation (Schrama et al. 2007;
Wahr et al. 1998):

�EWH D
R �e

3�w

NX

nD0

2n C 1

1 C kn

nX

mD0

.�Cnm cos.m�/

C�Snm sin.m�//Pnm.cos.�//;

(9)

where R is the radius of the Earth, �e is the average density
of the Earth, �w is the density of water, kn is Love number
of degree n, � is the longitude and � the polar distance.
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Fig. 10 Coefficient differences between recovered and reference grav-
ity field using in the closed-loop simulation the noise model of (a) an
electrostatic accelerometer and (b) a hybrid accelerometer

Fig. 11 Coefficient differences between recovered and reference grav-
ity field expressed in terms of equivalent water height using in
the closed-loop simulation the noise model of (a) an electrostatic
accelerometer and (b) a hybrid accelerometer

�Cnm and �Snm are the coefficient differences and Pnm are
the Legendre functions.

In Fig. 10, the true errors are represented as two-
dimensional spectrum. The result with the electrostatic
accelerometer shows large striping effects at orders
m D 16 � k; k 2 N. These specific orders correspond
to the orbit frequency and multiples of it. This reveals,
that the CAI accelerometer counteracts the problem with
orbit resonances and striping effects owing to its low
noise in the low frequencies. It can be concluded that
the bias drift of the electrostatic accelerometer in the low
frequencies causes degradation in the orbital resonance order
16 and integer multiples of it. However, this problem can
also be solved by filtering because the frequencies below
1:8 � 10�4 Hz imply no gravity field signal. In McGirr et al.
(2022), an improvement of the GRACE gravity solutions is
achieved by applying a high-pass filter to the accelerometer
data and removing the low-frequency components below
4:5 � 10�5 Hz.

The evaluation of the true errors in the spatial domain
confirms a great improvement of the recovered gravity field
for the simulation with a hybrid accelerometer. The striping
effects using an electrostatic accelerometer are also visi-
ble in the space domain (Fig. 11). The striping effects in
North-South direction are caused by the sampling and flight
direction of the in-line pair. These systematic effects are
characteristic for the GRACE solution. That is why, typically
a filter is applied to the solutions. The stripes in the space
domain are largely reduced by the combination with the
CAI accelerometer. The errors expressed as EWH are two
orders of magnitude lower when using the hybrid sensor.
In Fig. 11b, the dominant factor is the AOD error. This
can be observed by comparing the coefficient differences
to the input AOD noise. The solution using an electrostatic
accelerometer is also degraded by the AOD noise.

According to Abrykosov et al. (2019) the accelerometer
noise is not the limiting factor when considering all non-tidal
temporal signals. It must be noted that several assumptions
are applied in our study. Some contributors to the error
budget due to temporal variations are not considered. One
example is the ocean tide aliasing which is one of the limiting
factors. For a more realistic investigation, further signals and
errors have to be included in upcoming studies.

5 Conclusions

The performance of an atom interferometry accelerometer is
estimated based on state of the art atomic accelerometers on
ground and various predicted space scenarios. The decisive
advantage of the CAI sensor is its high long-term stability.

The variation of accelerations within one interferom-
eter cycle is analysed using the transfer function of an
atomic interferometer. For both simulations with altitudes
of 303 km and 467 km the corresponding error is bigger
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than the anticipated CAI noise. It means, this aspect is
significant and must be considered for future gravity field
missions. Consequently, a possible reduction of this effect
when using a drag compensation system is studied. The
simulation including drag compensation shows a reduced
error contribution which is below the anticipated noise level
of the atom interferometer.

A closed-loop simulation is performed to investigate the
benefit of the CAI sensor for the recovered gravity field.
The gravity field solution shows an improvement by a factor
of two when using a hybridization of a CAI accelerometer
and a classical electrostatic accelerometer. In the space
domain, the striping effect is largely reduced. Accordingly,
frequencies below 1 � 10�4 Hz have an influence on the
gravity solutions, which can be justified by the bias drift
of the accelerometer. Nevertheless, the signal below this
frequency could also be removed by filtering without affect-
ing the gravity field solution. The coefficient differences
between recovered and reference gravity field indicate the
input AOD error. This is especially visible when using a
hybrid accelerometer and shows that the aliasing effects are
the limiting factor. However, it has to be noted that not all
temporal signals are included in our simulation and their
effect to the gravity field solution might be even bigger.
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Abstract

Proof-of-principle demonstrations have been made for cold atom interferometer (CAI)
sensors. Using CAI-based accelerometers in the next generation of satellite gravimetry
missions can provide long-term stability and precise measurements of the non-gravitational
forces acting on the satellites. This would allow a better understanding of climate change
processes and geophysical phenomena which require long-term monitoring of mass vari-
ations with sufficient spatial and temporal resolution. The proposed accuracy and long-
term stability of CAI-based accelerometers appear promising, while there are some major
drawbacks in the long dead times and the comparatively small dynamic range of the sensors.
One interesting way to handle these limitations is to use a hybridization with a conventional
navigation sensor. This study discusses one possible solution to employ measurements of a
CAI accelerometer together with a conventional Inertial Measurement Unit (IMU) using a
Kalman filter framework.

A hybrid navigation solution of these two sensors for applications on ground has already
been demonstrated in simulations. Here, we adapt this method to a space-based GRACE-
like gravimetry mission. A simulation is performed, where the sensitivity of the CAI
accelerometer is estimated based on state-of-the-art ground sensors and further published
space scenarios. Our results show that the Kalman filter framework can be used to combine
the measurements of conventional inertial measurement units with the CAI accelerometers
measurements in a way to benefit from the high accuracy of the conventional IMU
measurements in higher frequencies together with the high stability of CAI measurements
in lower frequencies. We will discuss the challenges, potential solutions, and the possible
performance limits of the proposed hybrid accelerometry scenario.
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1 Introduction

The satellite gravimetry missions GRACE and GRACE-FO
have enabled the monitoring of the global time variable
gravity field. The results contributed to quantifying mass
changes related to climate change (Tapley et al. 2019) and
new insights into processes of the Earth’s interior (Man-
dea et al. 2020). The gravity field solutions are limited
in the very low degrees at C20 and, for times with only
one operational accelerometer on two satellites, even at
C30 (Loomis et al. 2020). These coefficients are typically
replaced with satellite laser ranging solutions. The spatial
resolution is limited at a few hundred kilometers for the
typical monthly gravity field solutions. For future missions
a resolution at the order of 100 km or below is needed to
address the requirements of the scientific community (Pail
et al. 2015). This would allow, amongst others, to monitor the
mass balance of smaller glaciers or contribute to the water
management as well as drought or flood predictions on a
regional scale.

The GRACE-FO mission added a laser ranging interfer-
ometer (LRI) as a major innovation compared to the K-
band ranging system (KBR) on the GRACE mission. Cur-
rently the LRI is a technical demonstrator for inter-satellite
ranging and GRACE-FO still employs KBR as the main
instrument. Future missions will probably rely on a LRI
system (see e.g. Haagmans et al. 2020) because the current
LRI performance already exceeds the mission requirements
of 80 nm/

p
Hz (Abich et al. 2019) and the GRACE KBR

noise of 1 µm/
p
Hz. The performance of the electrostatic

accelerometer (ACC) for GRACE-FO, however, has not
changed significantly from the GRACE mission (Christophe
et al. 2015).

Figure 1 shows the ACC and ranging system error models
of GRACE and GRACE-FO as amplitude spectral densi-
ties in range accelerations. The potential improvement of
the gravity field solutions is in the frequency range above
10�3 Hz. One of the main deficiencies of GRACE gravity
field solutions, the so called striping effect, is not improved in
GRACE-FO solutions. This effect, which manifests itself as
low frequency stripes in the spatial domain, is caused by the
predominantly North–South direction of the observations,
unmodelled temporal variations of atmosphere and ocean,
but also a drift of the ACC in frequencies below 10�3 Hz.
The stripes are typically reduced by signal processing, e.g.
a 300 km Gaussian filter, which, however, also affects the
gravity signal.

The development of electrostatic ACC for future missions
(e.g. Christophe et al. 2018) shows an improvement in
instrumental noise by more than one order of magnitude for
frequencies above 10�3 Hz while keeping an approximately
1=

p
f low frequency drift. Cold Atom Interferometry (CAI;

see Sect. 2) is one potential technology to overcome the
limitation of the electrostatic ACCs in lower frequencies.
Additionally, the CAI measurement enables the calibration of
the electrostatic accelerometer by a second bias and drift free
in-situ measurement of the non gravitational accelerations.
Currently, this type of calibration step uses modelled non-
gravitational accelerations (see e.g. Klinger and Mayer-Gürr
2016; Wöske et al. 2019).

The proposed accuracy and long-term stability of CAI-
based accelerometers appear promising, while there are some
major drawbacks in the long dead times and the compar-
atively small dynamic range of the sensor. One promising
way to handle the drawbacks of atom interferometry is to
use it in hybrid combination together with conventional
navigation sensors. The CAI measurement then has to be
combined with the electrostatic ACC, for which we present
a Kalman filter based approach (Sect. 3) to create a hybrid
one-axis accelerometer (Sect. 4) oriented in the along-track
direction.

2 Orbit and Accelerometer Modelling

2.1 Cold Atom Interferometer
Accelerometry

Cold Atom Interferometry utilises atoms as test masses in an
interferometer realised by a sequence of specific laser pulses.
A light pulse atom interferometer can be implemented in
different ways. See Abend et al. (2020) for an overview.
Only a brief introduction based on Kasevich and Chu (1991)
is given here. The atom interferometer consists of three
laser pulses acting as either beam splitter or mirror. The
frequencies of two parallel counter-propagating lasers beams
are chosen to be in resonance with a two-photon Raman
transition. The first light pulse creates a beam splitter, putting
about 50% of the atoms in a superposition of the initial
state with an excited state (having absorbed energy and
momentum of two photons). After a time interval T a second
light pulse initiates a transition of all atoms from excited back
to initial state or vice versa. After a second time interval
T a second beam splitter closes the interferometer. The
leading order atom interferometer phase �˚ is described
by

�˚ D .keff � a � ˛/T 2 C ˚L (1)

with the acceleration a acting on the atoms and the effective
optical wave vector of the laser light keff, which describes
the photon momentum exchange.1 The Raman laser phase
˚L is added to the last light pulse to operate the interfer-

1The momentum transferred is „keff where „ is the reduced Planck
constant.
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Fig. 1 Amplitude spectral
densities in range accelerations in
the along-track direction of
dominant noise sources for
GRACE(-FO) satellite missions
with electrostatic accelerometer
(ACC; Flury et al. 2008;
Christophe et al. 2015) and
microwave- or laser-ranging
system (KBR,LRI; Thomas 1999;
Abich et al. 2019). ACC
performance includes an estimate
for temperature dependent bias
variations in low frequencies
(Christophe et al. 2018)
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ometer, e.g., mid-fringe (cf. Sect. 3.2). The linear frequency
ramp ˛ is added to compensate for the acceleration of the
atoms. The acceleration in direction of keff is canceled out
if ˛ D jkeff � aj. This way, all measurements of a CAI
can be traced back to (laser) frequencies. More specifically,
�˚ measures the projection of the acceleration a along
keff, e.g. in terrestrial applications keff is aligned in parallel
to g to create a gravimeter. In a satellite setting, a are
the non-gravitational accelerations acting on the satellite.
Assuming the CAI is in the center of mass and keff is aligned
in the along-track direction, �˚ would be a measure of
the non-gravitational accelerations in the along-track direc-
tion.

According to Eq. (1) the sensitivity of the CAI can be
increased by either applying methods with a higher photon
momentum transfer (e.g. multiphoton Bragg diffraction) or
increasing the pulse separation time T . For terrestrial appli-
cations T is limited by the length of the free fall distance of
the atoms, e.g. up to 300ms for a transportable (Freier et al.
2016) and 1:2 s for a stationary instrument (Schilling et al.
2020). As atoms and satellites in space are in free fall, these
restrictions do not apply and longer times T are possible.
Limiting factors are, for example, the thermal expansion of
the atomic cloud.

The technical realisation of the CAI is of lesser impor-
tance at this stage. Considering the intended duration of a
single interferometer sequence, using Bose-Einstein Con-
densates might also be the preferred choice (Becker et al.
2018). In this study, individual measurements of the CAI-
ACC have a certain duration and its time series have certain
spectral properties while the measurements are also affected
by external effects like rotations.

2.2 In-Orbit Simulation of Electrostatic and
CAI Accelerometers

In this study we consider a GRACE-like satellite pair in
a circular polar orbit around the Earth with an altitude
of 480 km. The simulation is implemented in the MAT-
LAB/Simulink based eXtended High Performance satellite
dynamics Simulator (XHPS; Wöske et al. 2019) developed
by ZARM/DLR. XHPS calculates the orbits of a GRACE-FO
mission scenario under consideration of the Earth’s gravity
field ‘EGM2008’ (up to d/o 90), non-gravitational forces
(atmospheric drag, solar radiation pressure, Earth albedo
and thermal radiation pressure) and the GRACE satellite
geometry. To consider the effect of non-gravitational forces
on the spacecraft, we use a detailed surface model of the
satellite body included in XHPS.

The IMU measures the linear accelerations and angular
rates acting on the satellite. In this study, we consider a sim-
plified case, where we assume to have a perfect knowledge of
the angular velocities and therefore, only the measurements
of linear accelerations by an electrostatic accelerometer (E-
ACC) are considered as the measurements of conventional
IMU.

The E-ACC measures the sum of non-gravitational accel-
erations acting on the satellite in three orthogonal directions
(along-track, cross-track and radial). The sensor model of
an E-ACC, based on the GRACE ACC sensitive axis with a
noise level of 10�10 m/s2/

p
Hz in frequencies above 10�3 Hz,

is implemented in XHPS. The sampling rate of the E-ACC is
10Hz.

Later during this study, we also use a more accurate
model of E-ACC with a noise level of 10�11 m/s2/

p
Hz in
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frequencies above 10�3 Hz and test the performance of its
hybridization with the CAI-ACC model.

The functionality of the algorithm also depends on the
accelerometer noise in timescales of the CAI measurement
duration. Although better performing E-ACC have already
been flown in space (e.g. GOCE; Marque et al. 2010) or are
published as recent developments (Christophe et al. 2018),
the GRACE-FO type accelerometer was chosen to later com-
pare with GRACE-FO gravity field solutions. This scenario
is also a worst case scenario, i.e. if our method works
successfully for this accelerometer, an accelerometer with a
lower noise is not a priority to enable a hybrid accelerometer.
A conventional E-ACC usually has its best performance in
higher frequencies, while at lower frequencies the measure-
ments suffer from a large noise. The low frequency noise
shows its impact on the measured accelerations as a bias
(see Fig. 4). The accelerometer measurements therefore can
be written as:

AACC D B C S � Anon-grav: C N ; (2)

where B is the accelerometer bias, S is the accelerometer
scaling factor and N stands for the random noise. In this
study, we ignore the scaling factor and focus on the deter-
mination of the E-ACC bias.

For the CAI-ACC a white noise at the level of
10�10 m/s2/

p
Hz is assumed. The assumption is based on

the results of terrestrial applications (e.g. Freier et al. 2016)
and the fact that the CAI measurement is directly related to
the frequency stability of the laser system (see also Eq. (1)
and Abich et al. 2019; Sanjuan et al. 2021). As shown by
Abrykosov et al. (2019), a CAI-ACC with a higher noise
level will not improve the gravity field solution. Therefore, it
is also unlikely that a gravity field mission will be launched
with a CAI-ACC performing not at least at this level (Alonso
et al. 2022).

The signal of the CAI accelerometer is modelled based
on Eq. (1). However, because of the change of the non-
gravitational acceleration during the CAI interrogation time,
we integrate this equation by considering the sensitivity
function of CAI as described in Knabe et al. (2022).

For the noise modelling, we use a band-limited white
noise in the frequency range of 10�5 Hz to 10�1 Hz from
which we produce a noise time series. Then, we add this
noise to the acceleration signal and calculate the measured
phase of the cold atom interferometry accelerometer.

3 Extended Kalman Filter

The benefit of the hybridization of cold atom and electro-
static accelerometers for gravity field missions under cer-
tain circumstances has already been shown (e.g. Abrykosov

et al. 2019). These studies typically generate noise-only time
series for the two accelerometers and combine them, e.g.,
by filtering. The hybrid accelerometer noise, converted to
ranging accelerations, is then added to the ranging obser-
vations prior to gravity field recovery. Our method aims at
combining the (noisy) measurements of the two accelerom-
eters while simultaneously using the measurements of the
electrostatic accelerometer to solve phase ambiguities of
the cold atom interferometer. The method introduced here
can potentially be used in real time for data generated by
future hybrid sensors and has already been demonstrated
by experiment for application in inertial navigation (Weddig
et al. 2021).

The measurements of the CAI and the electrostatic ACC
have different sampling rates, e.g. 0:1Hz and 10Hz, which
have to be combined to create a hybrid accelerometer. In
this study, we adapt an extended Kalman filter (EKF) based
approach used for inertial navigation (Tennstedt and Schön
2021). This filter system uses the E-ACC data as input
to the dynamic model in order to predict the phase shift
and the expected observation of the atom interferometer,
effectively solving the fringe ambiguity. The CAI data is
then used as actual observation in return to estimate the
bias of the E-ACC. The equations are stated for a system
oriented in the along-track direction. This can be realized
by a single CAI sensor with its sensitive axis oriented
along the respective spatial axis of the body-frame of the
vehicle.

The functionality of the algorithm depends on the ampli-
tude of the input signal (non-gravitational accelerations)
as well as the change in a given time interval and these
are largest in the along-track direction for our scenario.
The amplitude and change of signal for the cross-track and
radial axis are smaller and require less accuracy from the
electrostatic accelerometer to solve the phase ambiguity of
a single measurement.

3.1 Dynamic System and Phase Prediction

The measurement of CAI and IMU is combined in the body-
frame (b-frame), which is aligned with the CAI sensor. In
order to predict the phase shift which is based on the position
of the atoms in the laser field during the interrogation pulses,
cf. Tennstedt and Schön (2021) and Antoine and Borde
(2003), the motion equations of the atoms in the body-frame
are utilized. The state vector reads

x D Œqb; vb; ba�T ; (3)

with vb as atom velocity and qb as atom position in the along-
track direction in the body-frame affected by the accelera-
tions and acceleration bias ba of the electrostatic IMU.
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The evolution of the kinematic state can be described
by the following system of ordinary differential equations
(ODE).

Pqb D vb; (4)

Pvb D f b C ba; (5)

Pba D 0; (6)

where f b are specific forces affecting the system, i.e. non-
gravitational accelerations. It is assumed that the platform
is stabilized and thus no Coriolis term due to the rotation
occurs.

For the prediction step of the filter, this system is numer-
ically solved by trapezoid integration. The predicted phase
shift of the interferometer is given by (Tennstedt and Schön
2021):

˚pred D keff

�

qb.Tf / � 2qb.
1

2
Tf /

�

; (7)

where the total filter step time Tf equals twice the interroga-
tion time Tf D 2T . The two atom positions at T and 2T are
gained from the numerical integration.

For the covariance propagation, the transition matrix Fk is
needed. The systems solution after discretisation yields:

xkC1 D Fkxk C Bkuk C wk: (8)

The homogeneous part of the solution is characterized by the
wanted transition matrix Fk :

Fk D

0

@
1 �t 0

0 1 �t

0 0 1

1

A ; (9)

where �t is the filter time constant.
The particular solution with the input matrix Bk D

Œ 1
2
�t2; �t; 1�T denotes any perturbations that affect the sys-

tem, here mainly resembled by accelerations uk D f b , as
well as another additive noise component wk to allow the
adaption of the filter.

The system noise Qk can be approximated:

Qk D
�
BkEŒukuT

k �BT
k C EŒwkwT

k �
�

�t: (10)

The formal variance EŒukuT
k � is used to include the E-ACC

data uncertainty.

3.2 CAI Observation Equation

The CAI observation equation is based on the transition
probability p that follows the sinusoidal fringe pattern:

p D A cos.˚L C ˚pred C ı˚/ C p0: (11)

The fringe amplitude A and zero offset p0 are regarded as
known constants over the time of the experiments. The laser
phase ˚L is assumed to be regulated by the controller so that
the sum of ˚L C ˚pred is always at the operating point �=2

(mid-fringe).
The error phase shift ı˚ is the part that results from

any errors of the accelerations measured by the conventional
IMU, here biases. It couples the observation equation with
the state parameters.

In order to enable a connection between this phase shift
and the system model, Eq. (5) is utilized again. This time
the equation is solved analytically under the assumption of a
time-constant system during the measuring interval, making
it easier to derive the matrix H.

Since the filter is only active during the measurement
cycle of the CAI, Tf essentially equals the filter time con-
stant �t that was introduced before.

The integrated acceleration bias leads to the following
velocity increment:

ıv D baTf : (12)

The equation for ı˚ is then

ı˚ D
1

4
keffbaT 2

f ; (13)

which is similar to the more familiar expression ı˚ D

keffaT 2 from the first section. All discussed values plugged
into Eq. (11) result in:

p D A cos

�
�

2
C

1

4
keffbaT 2

f

�

C p0: (14)

The final observation matrix H D @p

@x reads:

HT D

0

@
0

0

� 1
4
A � keffT

2
f

1

A : (15)
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Fig. 2 The difference between
the true CAI phase and the
determined phase based on the
E-ACC measurements in one day
of the mission

Note that the constant system assumption is only necessary
for the calculation of the measurement sensitivities in matrix
H. The calculation of the innovation follows the original non-
linear equations described before.

The observation uncertainty of the atom interferometer
measurement is expressed in R D �2

p .

4 Results and Discussion

4.1 Solving for the Phase Ambiguity

The CAI sensor has a phase ambiguity which has to be solved
for. Our approach here is to use the phase shift equivalent to
the acceleration measured by E-ACC to determine the target
part of the cosine interval. This only works if the bias and the
integrated noise of the IMU in the respective measurement
cycle is smaller than half of the cosine flank �=2.

In the case that the phase difference between the CAI
and the predicted phase is higher than �=2, but lower than
� , the filter will not be able to directly estimate the phase
ambiguity. However, it will likely converge to the right
direction and in the next iteration there is a good chance
that the phase difference is further reduced. Therefore, after
a few iterations, the CAI phase ambiguity will be estimated
correctly.

Monte Carlo simulations of in-flight CAI-ACC and E-
ACC are performed to study the phase differences and to
verify whether or not this approach can be used for the case
of satellite gravimetry. Those simulations show that in most
of the cases (>95%) the phase difference �IMU � �CAI

stays below the limit of � (see Fig. 2). The assumptions here
are the satellite altitude of 480 km, the CAI interferometer
duration of 10 s and assumed E-ACC noise as shown in
Fig. 1.

Our investigation shows that in the few cases where the
CAI and IMU phase difference temporarily go beyond the
� limit, the difference between the CAI and predicted phase
(IMU phase plus the estimated error model) is still below the
limit and the filter is able to recover the bias. Therefore, the
final estimation of bias and acceleration is not considerably
affected by it.

4.2 Hybridization of CAI-ACC with the
GRACE-FO E-ACC

For the first test scenario, we consider an electrostatic
accelerometer with the same performance as the GRACE-
FO accelerometer as discussed in Sect. 2.2. Figure 3 shows
the estimated bias as an output of the EKF compared
to the true E-ACC bias (non-gravitational signal minus
E-ACC measurements). Figure 4 compares the filtered
accelerations to the model of non-gravitational accelerations
and the measurements of the E-ACC. One can notice
the improvements that are achieved in the measured
accelerations by using a CAI accelerometer. The Kalman
filter also recognises the steep decline in non-gravitational
accelerations due to the entry of the satellite into the Earth’s
penumbra.

To truly compare the output of the filter to the original,
one must look at the noise in the frequency domain.
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Fig. 3 Blue: The difference
between non-gravitational
accelerations and the
measurements of E-ACC;
Magenta: Estimated ACC bias
using extended Kalman filtering

Fig. 4 Short segment of
non-gravitational accelerations
with measurements of E-ACC
(blue), estimated accelerations
using the Kalman filter (green)
and true non-gravitational
accelerations (black) as modelled
in XHPS; the steep decline is due
to the entry of the satellite into
the Earth’s penumbra
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Fig. 5 Hybridization of CAI-ACC with the GRACE-FO E-ACC; spectral representation of the solutions in terms of amplitude spectral density
for CAI-ACC (blue) and E-ACC measurements (red), and the Kalman filter (green)

Figure 5 shows the amplitude spectral densities of the
CAI and electrostatic accelerometer together with the filter
solution, with the modelled non-gravitational accelerations
removed. The filter output has gained the accuracy of
CAI-ACC measurements at lower frequencies as well as
benefiting from the accuracy of E-ACC at higher frequencies.

4.3 Hybridization of CAI-ACC with an
Improved E-ACC

In the second test scenario, we assume an E-ACC with
a noise level of 10�11 m/s2/

p
Hz in frequencies above

10�3 Hz and test the performance of its hybridization with
the CAI-ACC model. In this case, because of the higher
accuracy of E-ACC, the phase difference between the IMU
measurements and the CAI measurements are considerably
lower and in most of the cases (>98%) remain below
�=2 which then leads to a better estimation of the CAI
ambiguity.

Figure 6 compares the amplitude spectral densities of
the CAI, electrostatic accelerometer together with the filter
solution, with the modelled non-gravitational accelerations
removed. The filter output has reached the good accuracy
of E-ACC measurements at higher frequencies as well as
benefiting from the stability of CAI-ACC measurements at
lower frequencies. These results, suggest that the described
filter is perfectly able to be adopted to different electrostatic

and CAI accelerometer accuracies and find the optimal
solution in different scenarios.

However, to fully benefit from the instrumental improve-
ments of the quantum accelerometers as well as the LRI,
progress to reduce temporal aliasing is also necessary. This
is achieved by improved background modelling, e.g., the
next generation of AOD products, and deploying multiple
satellite pairs. The application of our method in such mission
scenarios is part of the ongoing work on this topic.

4.4 Discussion on the Impact of Rotational
Accelerations and Gravity Gradient on
theMeasurements

The effect of rotational accelerations and gravity gradients
are not considered in this study. However, here we discuss
certain properties which are relevant for CAI measurements.
The main rotation, which affects a CAI accelerometer in the
along-track direction of a satellite, is the rotation about the
cross-track axis due to the orbital frequency. The biggest
contribution of this rotation on the atom interferometer
phase shift comes from the Coriolis acceleration (Sagnac
effect) induced by the atomic velocity in the radial direction
(Lévèque et al. 2021).

In addition to the Coriolis acceleration, we have the
Euler acceleration and the centrifugal acceleration. However,
depending on position and orientation of CAI-ACC in the
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Fig. 6 Hybridization of CAI-ACC with an improved E-ACC; spectral representation of the solutions in terms of amplitude spectral density for
CAI-ACC (blue) and E-ACC measurements (red), and the Kalman filter (green)

satellite frame, the CAI-ACC might not see parts of these
effects. For example, if the CAI-ACC is placed on top of the
E-ACC on the z axis (nadir direction), the centrifugal accel-
eration would be perpendicular to the CAI-ACC sensitivity
axis in along-track direction and therefore, it would not be
seen by the instrument. In addition to the rotational accelera-
tions, higher order contributions couple these inertial forces,
in particular with gravity gradients. This additional phase
shift induces a bias on the measurement of the instrument
(Lévèque et al. 2021). The effect of rotational accelerations
during one CAI cycle is either physically compensated or
the CAI phase shift is calculated and corrected this way. The
latter method, however, does not restore the contrast loss due
to the Coriolis effect. Therefore, a technical solution would
be advantageous.

The impact of the main rotation due to the orbital fre-
quency, can be passively compensated by counter rotating the
Raman wave vector, e.g., by designing the laser beam path
of the atom interferometer accordingly (see e.g. Migliaccio
et al. 2019; Trimeche et al. 2019, for a nadir pointing gra-
diometer). For the remaining small residual rotation errors,
a high performance gyroscope can be used in order to
measure the rotation and mathematically cancel its contri-
bution on the output phase shift (Lévèque et al. 2021). The
residual rotation errors can also be compensated by active
tip-tilt actuation of the retro-reflection mirror (Lan et al.
2012; Migliaccio et al. 2019), preferably mounted directly to
the E-ACC housing. Alternatively, the design described by

Christophe et al. (2018) for a hybrid accelerometer uses the
electrostatic accelerometer proof mass as reference mirror in
the Raman interferometer, effectively linking both measure-
ments.

When the E-ACC test mass is in the center of mass of
the satellite, the atomic test mass cannot be in the center of
mass at the same time. The initial position of the atoms will
have an offset with respect to the center of mass after the
cooling step of the atom interferometer sequence resulting
in a gravity gradient and a gravitational pull of the satellites
mass on the atoms. Based on this initial position, which
is identical for each atom interferometer sequence, and the
mass distribution of the satellite a systematic bias can be
calculated and corrected in the atom interferometer phase.
The impact of rotational accelerations and positioning of
CAI-ACC and E-ACC inside the satellite will be considered
in an upcoming study.

Goswami et al. (2021) have shown that the GRACE-FO
attitude and orbit control system is capable of controlling
the satellites attitude within ˙100 µrad, which is the mission
requirement for the pointing accuracy of the LRI (Abich
et al. 2019). The beam steering mechanism of the LRI
has demonstrated a pointing error below 10 µrad in the lab
(Schütze et al. 2014). Investigations of LRI data estimate
the noise of the beam steering to be below 2 µrad/

p
Hz. The

combination of the LRI differential wavefront sensing and
beam steering with the star camera and IMU is proposed to
increase the overall accuracy of the attitude determination
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and therefore, it can be used to further reduce the effect of the
satellite rotation on the phase shift (Goswami et al. 2021).

5 Conclusions

Satellite gravity missions successfully map the Earth’s grav-
ity field and its change over time. Accelerometers deter-
mine the non-gravitational accelerations acting on the satel-
lite. One limiting factor in the gravimetry missions is the
accelerometer performance especially in lower frequencies.
Using CAI-based accelerometers in the next generation of
satellite gravimetry missions can provide long-term stability
and precise measurements of the non-gravitational forces
acting on the satellites. This would allow a better monitoring
of several geophysical phenomena.

We study the hybridization of CAI and electrostatic
accelerometers by applying an extended Kalman filter to
the measurements. In this approach the classic IMU resolves
the high-frequency non-gravitational accelerations while the
precision of the calculated hybrid solution benefits from
the superior long-term CAI accuracy. Our results show
that the EKF can be used to combine the measurements
of conventional inertial measurement units with the CAI
accelerometers measurements in a way to benefit from both
measurements.

For the next generation of satellite gravimetry missions,
using a lower altitude and also CAI accelerometers with
longer interrogation times will be beneficial. We will study
those cases in the future. One major challenge would be that
with longer interrogation time, the sensitivity of CAI would
be higher and as a result, the dynamical range of the CAI
sensor would be smaller. Therefore, one might not be able to
determine the CAI ambiguity directly with the measurements
of the E-ACC. Drag compensation which would decrease the
amplitude of the input accelerations closer to the dynamical
range of the CAI-ACC could be a solution here.

In the future, we will also study more complex cases
where the impact of rotational rates and gravity gradients
are also considered on the CAI measurements and we will
compare the achievable accuracy of the recovery of the
gravity field with the data from current gravimetry missions.
We will also run a number of simulations where we use
hybrid accelerometers with different configurations and on
different satellite constellations, e.g. on low-altitude drag-
free satellites. We will then compare the results to find the
optimal scenarios for using hybrid accelerometers in future
satellite gravimetry.
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Gravimetry by Nanoscale Parametric Amplifiers
Driven by Radiation-Induced Dispersion Force
Modulation

Fabrizio Pinto

Abstract

Here we present early results from lumped-element numerical simulations of a novel
class of nano electromechanical systems (NEMS) presently being considered for ground-
based gravimetry and future micro accelerometry applications in GPS-denied environments,
including spacecraft. The strategy we discuss is based on measuring the effects of non-
inertial or gravitational forces on the dynamics of a standard oscillator driven at its
resonance frequency by a time-dependent electrostatic potential. In order to substantially
enhance the sensitivity of the instrument, the oscillating mass is made to simultaneously
interact with a nearby boundary so as to be affected by quantum electrodynamical Casimir
forces. Furthermore, unlike previously published proposals, in the design presented herein
the Casimir boundary does not oscillate but it is a fixed semiconducting layer. As already
demonstrated experimentally, this arrangement enables Casimir force time-modulation by
semiconductor back-illumination. Such a design strategy, first suggested by this author as
a promising approach to gravitational wave detection in different nano-sensors, allows for
the realization of a Casimir force-pumped mechanical parametric amplifier. Such devices
can, in principle, yield gains of several orders of magnitude in the mechanical response
amplitude over the response from standard unpumped oscillators. The numerical proof-of-
concept first presented herein points to a potentially new class of gravimetry products based
on exploiting appropriately engineered dispersion forces as an emerging enabling general
purpose technology on the nanoscale.

Keywords

Dispersion force engineering � Nanodevices and spacecraft systems � Novel accelerome-
ters � Quantum technology for geodesy

1 Introduction

The existence of interatomic forces between two neutral,
spherically symmetrical atoms in the unretarded regime was
first considered by means of the tools of the new quantum
mechanics by Wang (1927), and the problem was success-
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fully solved by Von Eisenschitz and London (1930). London
coined the term “dispersion effect” to describe such forces
because of their dependence upon atomic polarizability. A
few years later, in order to explain mounting discrepancies
between experimental data about particle interactions in
lyophobic colloids (Verwey and Overbeek 1946; Verwey
1947) and theoretical predictions from the London theory,
Casimir and Polder, following an early intuition by Over-
beek, developed the first theory of van der Waals forces
within the retarded regime based on quantum electrodynam-
ics (QED) (Casimir and Polder 1948). Shortly thereafter,
inspired by a remark by Niels Bohr during a conversation in
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Copenhagen (Pinto 2019), Casimir published his celebrated
calculation of the attractive force between two perfectly
conducting plates in terms of the zero-point-energy of the
electromagnetic field (Casimir 1948), an approach that many
years later he referred to as “Poor Man’s Q.E.D.” (Casimir
1987) (for an introductory discussion of such issues see
the treatment of dispersion forces by the author at Pinto
(2018)).

Circumventing the negative effects of adhesion (Buks and
Roukes 2001), such as stiction, to avoid the destruction of
nanodevices (Beeby et al. 2004; Corigliano et al. 2018) is but
one example of “dispersion force engineering” (Pinto 2008,
2019), that is, “manipulating dispersion forces to achieve
a causally quantifiable success” (Pinto 2019). This activity,
first discussed in detail by the present author (Pinto 2008,
2019), recognizes the role played by harnessing dispersion
forces in device design as meeting the general require-
ments (Rotolo et al. 2015; Wang 2017) of an “emerg-
ing enabling general-purpose technology” (EEGPT) (Pinto
2019). The evolution of dispersion forces from a physical
phenomenon to be studied in the laboratory and to be the-
oretically understood (Pinto 2019) to a technological tool to
be exploited is occurring by the development of techniques to
manipulate such interactions in space and to modulate them
in time.

A remarkable recent example of the successful manip-
ulation of dispersion forces (Pinto 2019) is ‘gecko glue,’
defined as a class of synthetic adhesives that “recapitu-
late,” (Mahdavi et al. 2008) in the biotechnological sense
(Mendes 2013), key features of gecko feet, including both
chemically glueless adhesion in a dry environment and the
dense fibrillary arrays of hairlike setæ found in the pads of
gecko toes (Autumn et al. 2002). These nanomaterials have
quickly moved from a theoretical concept to applications
in robotics (Henrey et al. 2013), including recently in the
International Space Station (Cauligi et al. 2020), and to en-
abling otherwise impossible human climbing of vertical glass
walls (Hawkes et al. 2015). Another example of novel ap-
plications wholly enabled by dispersion force engineering is
the revolutionary nanotube-based nonvolatile random access
memory (NRAM) made by Nantero and tested in the Space
Shuttle Atlantis during STS-125 (Nelson 2009). Finally, this
author has discussed in detail (Pinto 2019) what can be
considered as the archetype of inventions entirely enabled by
dispersion force engineering, that is, the now lesser known
Johansson blocks. These amazingly accurate mechanical
gauges, developed decades before quantum mechanics was
introduced, are highly polished to dramatically enhance the
effect of van der Waals forces. Indeed, Johansson blocks
were mentioned by Feynman in his memorable speech,
“There’s Plenty of Room at the Bottom” (Feynman 1992),
and, in his Lectures, they are presented as “exemplifying
the direct attraction between the atoms on one block for the
atoms on the other block” (Feynman et al. 1963, Sec. 12-3).

This paper is yet another step forward in the unfolding of
dispersion force engineering within the specific context of a
novel accelerometer featuring design innovations based on
technologies derived from quantum field theory. Past studies
explored the impact of Casimir forces on the performance
of traditional NEMS proposed for use in space applica-
tions (Bilhaut and Duraffourg 2009), specifically includ-
ing possible negative effects in accelerometers (Andreucci
et al. 2006). However, most previous investigations consid-
ered strategies to avoid nonlinearities, pull-in, and stiction
rather than to enable novel performance. In important studies
in which the Casimir force was considered as a possible
enabling factor, this was typically restricted to the static
Casimir force (Serry et al. 1995). In experiments reporting
use of the Casimir force as an actuation mechanism, mod-
ulation was successfully achieved mechanically, by varying
the width of the gap between the two interacting bound-
aries (Chan et al. 2001a,b).

Two previous contributions to this subfield by the present
author will be crucial in what follows (Sect. 2). The former
was the observation that, in analogy to the vibration of a
condenser microphone membrane, experimentally demon-
strated dispersion force modulation based on semiconductor
back-illumination enables oscillator actuation by a Casimir
boundary at rest (Pinto 1999, 2014a). The latter contribu-
tion was that, by an appropriate choice of the dispersion
force modulation frequency, a Casimir oscillator can serve
as a mechanical parametric amplifier, thus leading to dra-
matic sensitivity enhancement (Pinto 2014b, 2017). This
suggestion was applied to gravitational wave detection by
a different NEMS but the unique advantages of Casimir
force parametric amplification persist in the present system.
Although, presently, “there is no experimental observation
of parametrically amplified Casimir coupling” (Javor et al.
2021), the parametric amplification approach resulting from
the former strategy above presents several performance and
nanofabrication advantages over that obtained from a stan-
dard mechanical pump (Imboden et al. 2014; Stange et al.
2019; Javor et al. 2021; Gong et al. 2021; Stange et al.
2021). Furthermore, although one specific proposal exists
to apply the well-developed analytical theory of Casimir
force mechanical parametric amplification (Imboden et al.
2014) to magnetic gradiometry, also featuring numerical
simulations (Javor et al. 2021), the present paper may be the
only reported application of such design concepts to micro-
g accelerometry and gravimetry. Finally, although impor-
tant experimental and computational reports about combined
electrostatic forced and parametric oscillators do exist (Ru-
gar and Grutter 1991; Zhang and Meng 2005; Rhoads et al.
2008; Moran et al. 2013), the results reported herein, to
the best of this author’s knowledge, may be the only nu-
merical simulations of Casimir force parametric oscillators
carried out without approximating the dynamics of a system
employed in accelerometry.
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object under studyx

J J

Fig. 1 Nano-oscillator of proof mass m under the action of a linear
restoring force of elastic constant, Kel, and combined electrostatic and
Casimir forces. The friction force is described as Ffric D �� Px. The
radiation (J ) back-illuminating the semiconducting layer (orange) is
indicated in red. The distance s is the gap width between the top face of
the proof mass and the bottom face of the semiconducting layer when
the center of mass of the oscillator is at x D 0, and similarly for the
distance to the electrode (blue), H (see also Fig. 2)

Although limited by the brevity needed for this report,
in the following Section (Sect. 2), we summarize the basic
concepts and tools to manipulate dispersion forces in semi-
conductors by illumination. In Sect. 3, in order to validate
our lumped-element oscillator model, we connect the results
from our numerical simulations to well-known published
experimental and theoretical results. In order of increasing
sophistication, starting from a harmonic oscillator (Sect. 3.1),
we very briefly discuss electrostatically driven oscillators
(Sect. 3.2), static Casimir force perturbations (Sect. 3.3), and
parametric amplifiers pumped by a back-illuminated, fixed,
semiconducting boundary (Sect. 3.4). In Sect. 4, we present
the effect of acceleration on the response of the parametric
amplifier of Sect. 3.4. The paper closes with Summary and
Conclusions, followed by a brief Appendix containing es-
sential information about the numerical approach executed
within the Mathematica language (Fig. 1).

2 Casimir Force Manipulation

One of the key design innovations introduced in this pa-
per is the implementation of a parametric amplification
pump by time-manipulation of the Casimir force between
a fixed semiconducting boundary and the oscillating proof
mass. A treatment of the dependency of dispersion forces
in semiconductors on illumination is beyond the scope of
this short paper. However, for the purpose of providing an
intuitive argument, we recall that the Casimir force (properly,

a pressure) between two imperfect conductors of plasma
frequency!p , for which the dielectric function can be written
as �.!/ ' 1�!2

p=!2, is approximately given by P .!p; s/ D

PCas.1 � 16
3

c=!ps, where PCas D ��2„c=.240s4/ is the
ideal Casimir force, s is the gap between the two boundaries,
and c is the speed of light (Lifshitz 1956 and Milonni 1994,
p. 229). This result predicts that the magnitude and analytical
behavior of the pressure can be altered, for instance, by back-
illuminating the boundaries so as to increase the plasma
frequency, resulting in a pressure increase. This extremely
important effect was first reported in 1979 by Arnold et al.
(1979), who employed a novel dynamical detection tech-
nique based on a modified condenser microphone placed in
a moderate vacuum (Hunklinger et al. 1972). Although the
result played an important part in the history of Casimir
force experimentation, its technological implications were
not noticed until the present author reported the possibility
to implement thermodynamical engines on the nanoscale
by means of this process (Pinto 1999, 2014a). More re-
cently, new results, acquired with a modified atomic force
microscope (AFM), have appeared, confirming the possi-
bility to control dispersion forces by illumination on the
nanoscale (Chen et al. 2007a,b).

The computation of the dielectric function to be used
in the Lifshitz theory double integral (Lifshitz 1956;
Dzyaloshinskii et al. 1961) is not trivial, requiring care
about the numerical data involved, appropriate modeling
of the irradiation process (Inui 2007), and consideration of
subtle thermodynamical issues that have been the subject
of intense debate (Klimchitskaya et al. 2009). The present
author has reported results from a parametric description of
the silicon dielectric function, particularly appropriate for
industrial applications (Pinto 2017, Sec. 4).

In this paper, for the purpose of providing a rapid proof-
of-concept, it is simply assumed that the back-illumination
intensity as a function of time can be programmed so as
to yield a Casimir force varying as P .seffI t / D PCasŒ1 C

�Cas cos.2!es;CastC�/�, where seff < s is an effective distance
smaller than the actual distance (to satisfy the strict constraint
that no Casimir pressure can be larger than the ideal value),
�Cas is a parameter connected to the typical description of
parametric resonance via the Mathieu equation (Kittel et al.
1965; Landau and Lifshitz 1976; Rhoads et al. 2010) and � is
the phase difference between the pump and the electrostatic
actuator signals (Fig. 2).

3 Nanomechanical Oscillators

The dynamical evolution of NEMS is intrinsically non-
linear due to the non-linearity in the coupling between the
driving forces and the device structures (Frangi et al. 2008,
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Fig. 2 Forces acting on the lumped mass, as a function of interbound-
ary distance. On the left (blue, x D �5 �m) is the electrode; on the right
(orange, x D 0:5 �m) is the semiconducting surface. Forces: elastic
force (black); Casimir force (orange); electrostatic force (red); total
force in the inertial case and in the absence of the Casimir force (purple,
shown by the purple arrow at far right); total force in the inertial case
in the presence of the Casimir force (blue); total force when the device
experiences an acceleration aDU T D 1g (light green), total force when
the device experiences an acceleration aDU T D �1g (dark green). If
the Casimir force is absent, there exist two positions of equilibrium;
if the Casimir force is present, there exist three (black dots), of which
two (x1;2) are unstable and one (xes;Cas), whose coordinate is given in
Table 1, is stable. For convenience, the proof mass is an infinitely thin
layer located at its center of mass. In a physically correct representation
retaining the assigned interboundary distances, the right face of the
electrode and the left face of the Casimir boundary should be moved
by ıPM=2 D 5 �m to the left and to the right of their positions in this
figure, respectively (see also Fig. 1)

Ch. 7). Consequently, a first approach to the study of the
behavior of these systems is often based on linearized, or
at least highly simplified, analytical treatments. Despite the
obviously important guiding role played by such idealized
results, the need for – and the attendant challenges of –
realistic numerical simulations to guide the research and
development process was recognized long ago (Senturia et al.
1997).

In what follows, we present numerical experiments car-
ried out without any approximations in the treatment of force
non-linearities and by integrating the equation of motion
numerically to relatively long final times tfin & 103 T0,
where T0 is the natural period of oscillation. In order to
insure full reproducibility, in the Appendix we provide basic
input information needed to implement these calculations
within the Wolfram Mathematica system (v. 11.3.0.0).
The results presented in Secs. 3.1,3.2, 3.3, and 3.4 provide
validation of the algorithms by establishing connections to
fundamental mechanics as well as to published theoretical
and experimental studies in progressively more complex
regimes. The numerical experiments about Casimir force-
driven parametric amplifiers presented herein complement
published analytical results about electrostatic and Casimir
force driven systems (Rugar and Grutter 1991; Pinto 2014b;

Imboden et al. 2014; Pinto 2017). The first numerical
simulations of a Casimir force parametric amplifier,
employed as a magnetic gradiometer in a very different
configuration than we consider here, have appeared only
very recently (Javor et al. 2021).

3.1 Free and Dampened Harmonic
Oscillators

As a first test to establish the parameters needed to achieve
reliable long term numerical integration (see Appendix for
further details), the elementary case of free and dampened
harmonic oscillators are first tested. With reference to the
numerical adopted parameters shown in Table 1, the relative
numerical position error between the analytical solution, xan,
and the numerical solution, xnum, at a final integration time
tfin D 1 s (' 1;703 oscillation cycles), is found to be
Œxan.tfin/ � xnum.tfin/�=xan.tfin/ � 10�7 and 3 � 10�6 for the
free and dampened oscillator, respectively. In absolute terms,
these errors are completely negligible since the proof mass is
at a distance H � 1 �m from the electrode and s � 0:3 �m
from the Casimir boundary (Fig. 1). Even assuming larger
integration errors in the more complex systems we analyze
below, this limitation does not affect the conclusions drawn
from our analysis.

3.2 Electrostatically Driven Oscillators

Let us now consider motion driven by the electrostatic force
due to a facing electrode (Beeby et al. 2004) biased at a
voltage Vtot.t/ D Vbias C VAC.t/, placed at x D �H below
the position of the lower face of the proof mass when Vtot D 0

V, chosen as the origin of the x-axis (Fig. 1). With this
geometry and choice of axis orientation, the net force acting
on the proof mass is:

Fnet.t/ D �Kelx.t/ �
1

2
�0

WPMLPMV 2
bias.t/

.x.t/ � H/2
: (1)

A numerical solution algorithm yields the coordinates of the
unstable and stable positions of equilibrium, x1 and xes ,
respectively, for the bias voltage, Vbias, given in Table 1;
oscillatory motion is only possible in the neighborhood of the
stable position of equilibrium at xes , whereas motion with
x.t/ < x1 immediately leads to electrostatic pull-in to the
electrode.

As is well known (Chan and Stambaugh 2009), the gradi-
ent of the interaction – in this case, the second derivative of
the capacitance – causes a significant shift of the resonant
frequency, !0 ! !0;es . This effect can be immediately
derived by expanding Eq. (1) to first order in �.t/ D
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Table 1 Casimir force parametric amplification accelerometer parameters

Fundamental constants Symbol Recommended valuea

Vacuum electric permittivity �0 8:854187812810�12 F�m�1

Speed of light in vacuum c 2:99792458108 m/s
Reduced Planck constant „ 1:05457181710�34 J�s
Standard gravity g0 9:80665 m/s2

Material properties Symbol Tabulated value
Silicon density 	Si 2:33 � 103 kg/m3

Lumped parameter model inputs Symbol Nominal value
Proof mass width WPM 150 �m
Proof mass length LPM 500 �m
Proof mass thickness ıPM 10 �m
Elastic constant Kel 0:2 N�m
Quality factor Q 103

Electrode-proof mass gap (Vbias D 0 V) H 5:0 �m
Bias voltage Vbias 2:5 V
Computed model parameters Symbol/Equation Theoretical value Estimated valueb

Capacitance C D �0LPMWPM=H 0:132813 pF
Electrostatic sensitivity Ses D jdC =dH j 26:5626 aF/nm
Proof mass m D WPMLPMıPM	Si 1:7475 � 10�11 kg
Free angular frequency !0 D

p
Kel=m 10:698094 � 103 s�1

Electrostatically shifted frequency !es 9:386385 � 103 s�1 .9:38638498˙

0:00009482/ � 103 s�1

Electrostatically-Casimir shifted frequency !es;Cas (s D 0:1 �m) 9:2506487 � 103 s�1 (9:2493 ˙ 0:0005/ � 103 s�1

Electrostatically-Casimir shifted frequency !es;Cas (s D 0:2 �m) 9:3242324 � 103 s�1 (9:3240 ˙ 0:0003/ � 103 s�1

Acceleration-shifted frequency (aDUT D 1g) !es;Cas (s D 0:1 �m) 9:0916483 � 103 s�1

Stable equilibrium (no Casimir force) xes �0:51607580 �m
Stable equilibrium (Casimir force, inertial) xes;Cas (s D 0:1 �m) �0:51154986 �m
Stable equilibrium (Casimir force, inertial) xes;Cas (s D 0:2 �m) �0:51363449 �m
Stable equilibrium (Casimir force, aDUT D 1g) xes;Cas (s D 0:1 �m) �0:39567671 �m
Response (inertial, pump off) X0 (s D 0:1 �m) 45:5281 nm
Response (aDUT D 1 mg, pump off) X0 (s D 0:1 �m) 45:4679 nm
Mechanical sensitivity (pump off) Smech 60:2 nm/g
Response (inertial, �Cas D 0:2, � D �162ı) X0 (s D 0:1 �m) 0:10957 �m
Response (aDUT D 1 mg, �Cas D 0:2) X0 (s D 0:1 �m) 0:10949 �m
Mechanical sensitivity (�Cas D 0:2, � D �162ı) Smech 87:7 nm/g
Overall sensitivity (�Cas D 0:2, � D �162ı) S D Ses � Smech 2.66 fF/g
a NIST 2018 CODATA Recommended Values
b The resonance frequency was estimated by a non-linear fit to a Lorentzian with the numerical data from Case 1 (Fig. 3)

jx.t/ � xesj � H and by collecting the first order term in
�.t/ with the elastic force, which yields, in our coordinate
system:

!0;es D

s

!2
0 �

�0WPMLPMV 2
bias

mjxesj3
: (2)

In order to validate this expression, this frequency shift is
detected by calculating the dynamical amplitude response
of the system to a signal obtained by imposing a signal
VAC.t/ D VAC;0 cos!t . The resonance frequency is de-
termined by a non-linear best fit of the amplitude data to
the standard forced oscillator amplitude response (Feynman
et al. 1963, Ch. 23; Kittel et al. 1965, Ch. 7) by means of the
Origin package (v. 8.5.1). The results are shown in Fig. 3 and
in Table 1.

3.3 Oscillators with Static Casimir Force
Perturbation

In this Section, we consider the dynamical effects of the
Casimir force between the proof mass and a fixed plate
placed above the upper boundary of the proof mass across
an empty gap of width s (Fig. 1). As previously discussed
(Sect. 2), the attractive Casimir force on the proof mass,
assuming perfectly conducting, parallel plane boundaries,
neglecting edge effects, is FCas D .WPMLPM/�2„c=.240s4/

(Table 1) in our reference frame.
The special case including a constant Casimir force (in

the sense defined at Sect. 2) but excluding both electrostatic
actuation (Vtot D 0 V) and frictional forces was first treated
by Maclay and collaborators (Serry et al. 1995). Although,
under those circumstances, the energy of the system is

https://www.nist.gov/pml/fundamental-physical-constants
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Fig. 3 Response of the system of Table 1 to electrostatic actuation (no
Casimir force), for Vbias D 2:5 V and VAC D 100 �V (Case 1, top
curve), VAC D 50 �V (Case 2, middle curve) and VAC D 5 �V (Case 3,
bottom curve) (compare to Chan et al. 2001b, Fig. 2)

Fig. 4 Response of the system of Table 1 to electrostatic actuation
(with Casimir force), for s D 0:1 �m (left, orange) and s D 0:2

�m (right, green). Also shown are the best fits yielding the estimated
resonance frequencies in Table 1 (blue) and the resonant frequency in
the absence of the Casimir force (red). The distortion from the Lorentz
curve due to Casimir force-induced non-linearities is evident as a peak
asymmetry in the curve on the left (compare to Chan et al. 2001b,
Fig. 4a)

conserved so that resonances cannot occur, that early attack
to the problem highlighted the extreme sensitivity of the
dynamical evolution of NEMS to Casimir force magnitude

and geometry. This, in turn, led to the breakthrough conclu-
sion, fully confirmed by the later evolution of this field of
studies (Pinto 2019), that “. . . the attractive force between
parallel surfaces may not always have to be dealt with as
a nuisance; rather, it may be manipulated to perform useful
tasks . . . ” (Serry et al. 1995).

In analogy to the electrostatic case, the presence of a
Casimir interaction gradient causes a resonance frequency
shift (Chan et al. 2001b) extremely sensitive to the Casimir
gap width (Fig. 4).

3.4 Combined Forced and Parametric
Oscillators

The combined presence of forced electrostatic oscillations
and Casimir force parametric resonance have been the sub-
ject of two independent research efforts. In one, the elec-
trostatic pumping by a fixed electrode adopted by Rugar
and Grutter (1991) was replaced by Casimir force pumping
produced by a periodically oscillating mass (Imboden et al.
2014; Stange et al. 2019; Javor et al. 2021). In the other,
pursued by this author (Pinto 2014b, 2017), Casimir force
pumping is again produced by a fixed boundary by means
of Casimir force time-manipulation. The results for the gain
from our numerical simulations are shown in Fig. 5.

4 Accelerometry with Casimir Force
Amplifiers

Having validated the approach of this paper, we can proceed
to reporting simulations of the proof-of-concept lumped
parameter model enabled by Casimir force parametric am-
plification with back-illumination of a fixed semiconducting
boundary operated in open-loop mode and employed as
an accelerometer. The frequency shift for an acceleration
aDUT D 1g is shown in Fig. 6. An instrument monitoring
the mechanical response at resonance could detect an accel-
eration both as a measurable resonance frequency peak shift
and as a capacitance change in a non-inertial reference frame.
Importantly, in this first report, we show a gain � 2:4 at the
appropriate phase �. However, the choice of NEMS parame-
ter values made here was quite conservative and only aimed
at showing proof of concept. It is well known from the theory
of Casimir force parametric resonance that, by decreasing
the Casimir force gap, s, and by appropriately adjusting all
design parameters, gains � 103 are feasible (Imboden et al.
2014). Therefore, the overall sensitivity, S , given by the
product of the electrical and mechanical sensitivities (Frangi
et al. 2015) and shown in Table 1, can be expected to rise
to S � 3 � 103 fF/g. This compares quite favorably with
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Fig. 5 The gain, defined as the ratio of the response amplitude with
pump-on to the same quantity with pump-off (G D X0(pump-
on)=X0(pump-off)), as a function of the Casimir force modulation
parameter, �Cas (top) and the phase between the forcing electrostatic
potential and the pump, � (bottom) (compare to Rugar and Grutter
1991, Fig. 2). Although the latter diagram shows a general behavior
mindful of that of the corresponding quantity in the electrostatic case,
nonlinearities are seen to give rise to additional features. For instance,
two smaller dips exist on either side of the main deamplification min-
imum. Also, the deamplification minimum (amplification maximum)
does not take place for � D 0ı (� D ˙180ı) but for � D' 43ı

(� ' �162ı) and its minimum is larger than in the electrostatic case

values � 1 � 10 fF/g typical of commercial highly sensitive
accelerometers (Corigliano et al. 2018).

5 Summary and Conclusions

In this paper, we have presented a novel concept for a micro-
g accelerometer with features attractive in such applications
as geodetic continuous ground-based gravitational field mon-
itoring and in the determination of non-gravitational acceler-
ation in orbiting spacecraft. The architecture of the proposed
device is based on a nano-electromechanical system (NEMS)
driven by the simultaneous application of forced electrostatic
oscillations by a biased electrode, further parametrically
amplified by a pump modulating Casimir forces via back-
illumination of a semiconducting boundary.

In order to amplify the magnitude of the response of the
system, we adopted a strategy first proposed by the author

Fig. 6 Response of the system of Table 1 forced by electrostatic actu-
ation (with Casimir force), for s D 0:1 �m (right, orange) in an inertial
reference frame (same data as in Fig. 4), compared to the same system
undergoing an acceleration aDUT D 1g (left, purple). The theoretical
resonance frequencies without Casimir force (red), with Casimir force
in an inertial frame (black), and with Casimir force in a non-inertial
frame (blue) are also displayed. The extreme peak asymmetry due to
Casimir force-induced non-linearities is further enhanced by the effect
of the fictitious force acting on the proof-mass

in the context of table-top gravitational wave detection, that
is, parametric amplification achieved by modulation of the
Casimir force by illumination. By adopting values of the
design parameters typical of Casimir force experimentation
with NEMS, we demonstrated by numerical simulations that
the pump can yield a moderate amplification factor.

Among the advantages of the design discussed herein is
that the Casimir force parametric amplifier is not driven by
mechanical oscillations of the Casimir boundary, as in the
very few other reports in the literature, but is produced by
illumination of fixed boundaries. Also, the inherent tunability
of the potential well is extremely promising within the
context of possible closed-loop implementations.

For reasons of space, in this short discussion we only
aimed at presenting a numerical proof-of-concept of the
design. However, existing analytical treatments developed
by other authors in different contexts clearly show that the
parametric amplification gain can reasonably be expected to
actually reach several orders of magnitude.

In addition to exploring the very rich parameter space
of the system we discussed, our next steps will include
extensive explorations of non-linearities, simulations of the
effects of noise, and closed-loop applications.

The results of such follow-up exhaustive analysis will be
applied to instrumentation applications typical of geodesy,
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particularly connected to such main geodetic goals as grav-
itational measurements with a relative accuracy of 1 ppb.
Furthermore, the novel NEMS technology presented herein,
enabled by the existence of modulated quantum electrody-
namical forces caused by the uncertainty principle in systems
with boundaries, should be considered as yet another re-
search effort in the field of quantum technologies and related
instrumentation for geodesy.

Appendix: WolframMathematica Algorithms

The strategy followed in all cases is the direct numerical inte-
gration of the equations of motion by the function NDSolve
in Wolfram Mathematica (Wolfram Research 2018) (see
also Pinto 2018; Dubin 2003). The choice of the Method
strategy is important to treat the full problem, in which
both the electrostatic potential and the Casimir force are
time dependent and are turned on and off by Heaviside step
functions. The resonance frequency and amplitude of the
system response are determined by a Lorentzian best-fit with
the Origin package. Additional Mathematica testing is done
by the discrete Fourier transform of the solution with the
Fourier function and by means of the PeakDetect and
FindPeaks functions. A similar mathematical approach
was pioneeeed by Maclay and collaborators (Serry et al.
1995), whose numerical findings we confirmed and greatly
expanded.
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Part IV

Earth Rotation



On the Improvement of Combined EOP Series
by Adding 24-h VLBI Sessions to VLBI Intensives
and GNSS Data

Lisa Lengert, Daniela Thaller, Claudia Flohrer, Hendrik Hellmers,
and Anastasiia Girdiuk

Abstract

The publicly available Earth Orientation Parameter (EOP) time series provided by the Earth
Orientation Centre of the IERS (e.g., IERS Bulletin A, IERS 14 C04) result from the
combination of individual space-geodetic solutions on a daily basis, i.e., a parameter-level
combination. Current activities of the Federal Agency for Cartography and Geodesy (BKG)
focus on the development of a combination strategy, the main objective of which is to im-
prove the consistency between the space-geodetic techniques through common parameters,
i.e., mainly EOP, but also station coordinates and tropospheric parameters using local ties
and atmospheric ties, respectively. In this study, we present our combination strategy and
the results of the combination of VLBI data available within approximately two weeks (i.e.,
Intensive and R1/R4 sessions) with data from the global GNSS network. The combination
is done at the normal equation (NEQ) level on a daily and multi-day basis. We compare our
EOP solutions with the respective daily and multi-day single-technique EOP solutions as
well as with the low-latency inter-technique EOP time series (COMBI RAP) examined in
previous studies, which is based on the combination of GNSS and VLBI Intensive data only.
We found regarding the dUT1 solution, that the addition of the VLBI R1/R4 sessions to the
VLBI Intensives and GNSS data has a positive impact on the entire 7-day solution, and
especially stabilizes the dUT1 estimates of the boundary days of the multi-day continuous
polygon. The dUT1 estimates of the left and right boundary day compared to IERS Bulletin
A and COMBI RAP reveal an improvement in terms of WRMS of the residuals by 2.3 �s
and 1.4 �s, respectively. For the pole coordinates, the consistency of the estimates with
external reference series is almost at the same level as for the COMBI RAP solution.

Keywords

Combination at the normal equation level � EOP � Global geodetic reference frame �

GNSS � Space-geodetic techniques � VLBI intensives � VLBI rapid sessions

1 Introduction

The realization of the global geodetic reference systems com-
prises the Terrestrial Reference Frame (TRF), the Celestial
Reference Frame (CRF) as well as the Earth Orientation

L. Lengert (�) · D. Thaller · C. Flohrer · H. Hellmers · A. Girdiuk
Federal Agency for Cartography and Geodesy, Section G1, Frankfurt
am Main, Germany
e-mail: lisa.lengert@bkg.bund.de

Parameters (EOP). The latter allow for the transformation
between the TRF and CRF. The EOP are represented by the
difference dUT1 between Universal Time UT1 and Coordi-
nated Universal Time UTC, the polar motion components xp

and yp , and the celestial pole offsets ıX and ıY . Each of the
EOP typically comes along with a drift parameter covering
temporal changes. Therein, the Length-of-Day (LOD), which
represents the temporal derivative of dUT1, plays a key
role in our combination approach (Thaller 2008; Blossfeld
2015).

© The Author(s) 2022
J. T. Freymueller, L. Sánchez (eds.), Geodesy for a Sustainable Earth,
International Association of Geodesy Symposia 154, https://doi.org/10.1007/1345_2022_175

245

http://crossmark.crossref.org/dialog/?doi=10.1007/1345_175&domain=pdf
mailto:lisa.lengert@bkg.bund.de
https://doi.org/10.1007/1345_2022_175


246 L. Lengert et al.

The realization of the global reference systems is based
on the observation data of the four most-important space-
geodetic techniques: Very Long Baseline Interferometry
(VLBI), Global Navigation Satellite Systems (GNSS),
Satellite Laser Ranging (SLR) and Doppler Orbitography
and Radiopositioning Integrated by Satellite (DORIS) (Dick
and Thaller 2020). Since the space techniques have different
strengths and weaknesses, a combination of all techniques is
required for best possible estimation of the reference system
products.

However, the current combination methods used for the
estimation of the official reference system products have
some weaknesses and do not ensure full consistency between
TRF, CRF, and EOP. Furthermore, in particular for VLBI and
SLR, not all of the available observational data is used in the
TRF, CRF and EOP estimation so far.

The aim of our study is the development of an improved
combination method with the focus on the estimation of
a consistent time series of all EOP. For this purpose, we
focus in this paper on the combination of all VLBI data
available within approx. two weeks (i.e. Intensive and R1-
/R4-sessions) with data of the global GNSS network based
on the normal equation (NEQ) level. The combination of in-
dividual technique contributions at the NEQ level represents
the second most rigorous combination method (Thaller 2008;
Seitz 2009; Schmid 2009; Blossfeld 2015). For this purpose
constraint-free NEQs are stacked to one NEQ system before
applying datum constraints and solving for parameters. The
resulting parameter solutions, typically including EOP, TRF,
CRF and other technique-specific parameters, are more con-
sistent than those from the combination approach performed
at the parameter level which is typically applied for the
generation of the official IERS EOP products. With the com-
bination at NEQ level the same underlying reference frame
can be assured and the correlations between the parameters
are considered. If the modelling and parameterization of
identical parameters have been handled in the same way for
each input NEQ system, the combination on NEQ level can
be considered as a good approximation for the combination
on observation level, being the most rigorous combination
approach.

The dUT1 parameter is the most variable quantity among
the EOP with significant unpredictable variations (Derma-
nis and Mueller 1978; Artz et al. 2014). These can only
be measured with the quasi space-fixed technique VLBI
(Thaller 2008). The IVS-R1/R4 observation campaigns are
conducted every Monday and Thursday. Due to the global
IVS network involving up to ten antennas, they are suitable
for the determination of all five EOP.

However, these R1/R4 sessions have a rather long latency
up to 15 days, from collecting the data until the availability
of the SINEX (Solution INdependent EXchange format) files
(Nothnagel et al. 2017).

For the daily monitoring of dUT1, VLBI experiments of
1 h duration are organized at least once a day, i.e., the so-
called Intensives (INT). These campaigns include two or
three antennas whose baselines are characterized by a large
east-west extension that is particularly sensitive to dUT1
(Robertson et al. 2008; Leek et al. 2015). Due to the sparse
network and short observation time, the INT sessions are not
suitable for the determination of other EOP components. The
big advantages of these sessions are, however, the latency
of two days or even less as well as the scheduling for each
day (Nothnagel and Schnell 2008; Nothnagel et al. 2017;
Dermanis and Mueller 1978). Figure 1 illustrates the weekly
session distribution of the GNSS and both VLBI observation
campaigns used for our combination. It becomes obvious
from Fig. 1 that a VLBI-only EOP product will not be
regularly spaced.

Table 1 summarizes the different abilities to determine
EOP using GNSS and both VLBI observation types: the
biweekly 24-h Rapid (R1/R4) and daily 1-h Intensive (INT)
sessions. The satellite-based GNSS is primarily sensitive to
polar motion and LOD. The latter can be derived from GNSS

Table 1 Contributions of GNSS, 1-h VLBI INT sessions and 24-h
VLBI R1/R4 sessions to the determination of EOP

GNSS VLBI INT VLBI R1/R4
xp , yp ✓ ✗ ✓

Pxp , Pyp ✓ ✗ ✓

dUT1 ✗ ✓ ✓

LOD ✓ ✗ ✓

ıX , ıY ✗ ✗ ✓

Fig. 1 Weekly distribution of the GNSS and VLBI observation campaigns used for the combination (GNSS Rapid from CODE AC (dark blue:
extracted day; light blue: pre-eliminated days), VLBI Rapid (R1/R4) from BKG AC (light orange), VLBI Intensive from BKG AC (dark orange))
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with high internal accuracy but it is systematically biased
due to orbit model deficiencies (primarily caused by solar
radiation pressure) of the GNSS satellites (Meindl et al.
2014; Thaller et al. 2014; Arnold et al. 2015; Zajdel et al.
2021).

The contributions of GNSS and VLBI INT to the EOP
determination are complementary, so that a daily, consistent
and regularly spaced low-latency EOP product (except for
the celestial pole offsets) can be estimated by combining
data of these two observation campaigns (see Table 1).
The additional combination with VLBI R1/R4 data further
stabilizes all EOP twice per week and enables the estimation
of high-precision EOP including the celestial pole offsets
with a latency of about two weeks.

In this paper, we focus on the comparison of both com-
bined EOP solutions: the low-latency GNSS and VLBI INT
EOP and the extended EOP solution that includes also VLBI
R1/R4 data.

2 CombinationMethodology

In this paper, we present two different combination ap-
proaches:
1. Combination “rapid” (COMBI RAP):

The multi-day combination of GNSS with VLBI INT
only, with a latency of about two days.

2. Combination “final” (COMBI FIN):
The multi-day combination of GNSS, VLBI INT and
VLBI R1/R4 with a latency of about two weeks.
The combination process is based on a least-squares

algorithm using NEQs based on VLBI and GNSS Rapid
observation campaigns provided via SINEX files by the BKG
IVS Analysis Centre (AC) and CODE1 (Center for Orbit
Determination in Europe) IGS AC, respectively (Engelhardt
et al. 2020; Dach et al. 2015). Table 2 summarizes the ex-
plicit parameters of the technique-specific NEQs. The VLBI
R1/R4 NEQs contain station coordinates (X,Y,Z) and radio
source coordinates (˛, ı) in addition to all five components
of the EOP and their temporal derivatives (except for the
drift parameter of ıX and ıY ). The EOP are parameterized
at the middle observation epoch (MOE) of the respective
VLBI session (Thorandt et al. 2017). The parameterization
of the VLBI INT NEQs is the same, except for the missing
celestial pole offsets and source coordinates. The EOP of
the GNSS NEQs are parameterized as continuous piece-
wise linear (pwl) offsets at the day boundaries (0 h, 24 h)

1CODE is a consortium of the Astronomical Institute of the Univer-
sity of Bern (AIUB, Bern, Switzerland), the Swiss Federal Office of
Topography (swisstopo, Wabern, Switzerland), the Federal Agency for
Cartography and Geodesy (BKG. Frankfurt a. M., Germany), and the
lnstitut für Astronomische und Physikalische Geodäsie, Technische
Universität München (IAPG/TUM, Munich, Germany).

Table 2 Parameters explicitly contained in the VLBI and GNSS
NEQs provided in the SINEX files by the BKG AC and the CODE
AC, respectively

VLBI R1/R4 VLBI INT GNSS
EOP dUT1 dUT1 dUT1 (pwl)

LOD LOD –
xp , yp xp , yp xp , yp (pwl)
Pxp , Pyp Pxp , Pyp –
ıX , ıY – –

TRF X,Y,Z X,Y,Z X,Y,Z
CRF ˛, ı – –
GNSS-specific – – Geocenter

coordinates
– – Satellite

phase center
offsets (Z)

including the GNSS observations of three consecutive days.
Hence, information about linear temporal changes in EOP
are implicitly included (Dach et al. 2015). Additionally
to the EOP, the GNSS NEQs include station coordinates,
geocenter coordinates (GCC) and satellite phase center off-
sets (PCO) in Z-direction. All other parameters are pre-
eliminated before generating the corresponding SINEX file.
Figure 2 summarizes the processing steps and the entire
combination procedure. It is an extension of the combina-
tion scheme presented in Lengert et al. (2022). It is ex-
tended by the multi-day intra-technique VLBI combination
(n-VLBI) and the final combination (COMBI FIN) presented
hereafter.

For the processing we use the Combination and Solu-
tion package of the DGFI Orbit and Geodetic parame-
ter estimation Software (DOGS-CS), developed at DGFI-
TUM (Deutsches Geodätisches Forschungsinstitut, Technis-
che Universität München) (Gerstl et al. 2004).

In order to get a homogenized, datum-free input for the
subsequent intra- and inter-technique combination process,
each technique-specific NEQ undergoes several transforma-
tion procedures. First, the parameterization of the VLBI EOP
is adapted to that of the GNSS EOP by converting the offsets
and drifts into a continuous pwl polygon with offsets at 0 h
and 24 h. In the case of pole coordinates, a linear epoch trans-
formation can be used. The parameters dUT1 and LOD need
for the transformation a regularization process using short-
term tidal variations accordingly to the IERS Conventions
(Petit and Luzum 2010). The advantage of the regularization
is, that the reduced parameter UT1R and LODR can be
approximated by a linear interpolation (Blossfeld 2015). In
the case of VLBI R1/R4 NEQs, the observation time window
usually includes two standard week-days, i.e., Monday and
Tuesday in case of R1 sessions, and Thursday and Friday in
case of R4 sessions (see Fig. 1). The current VLBI analysis
at the IVS AC provides NEQs in SINEX files that do not
allow us to optimally convert the VLBI contribution to a 24-h
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Fig. 2 Schematic representation of the entire combination strategy and the different solutions. (Extended version of the combination scheme in
Lengert et al. (2022))

polygon parameterization of the EOP series. We therefore
decided to select the day with the majority of observations
(usually Tuesday (R1) and Friday (R4)), and to transform
the EOP offset and drift parameters from MOE into two
offsets each at 0 h and 24 h of the second day of the respective
session (Thaller et al. 2009).

For GNSS, a LOD bias correction must be performed to
reduce the drift of the estimated GNSS dUT1 time series due
to orbit model deficiencies of the GNSS satellites. Therefore,
the dUT1 parameters are corrected using a linear parameter
transformation with a time-dependent offset derived from
the mean GNSS LOD bias (w.r.t. IERS 14 C04 and IERS
Bulletin A) of �7.7 �s/d. The bias is characterized by a high
temporal stability. The mean observation epoch of the 3-day
GNSS interval (middle day, 12 h) was chosen as reference
point with 0 �s correction. Studies have shown that the
selection of the reference point with no correction does not
affect the estimated dUT1 values. The addition of Galileo
observations into the analysis process has no noticeable
effect on the magnitude of the bias (Lengert et al. 2022).
Furthermore, the EOP of the last day of each GNSS Rapid
are extracted and the EOP offsets of the first two days of the
3-day polygons are pre-eliminated.

In addition, the a priori values of the parameters of all
technique-specific NEQs are transformed to a consistent
set. For the EOP and station coordinates we chose the
IERS 14C04 and ITRF2014 series, respectively (Bizouard
et al. 2019; Altamimi et al. 2016). If no ITRF coordinates

are available, the a priori values provided in the SINEX files
are retained.

After these transformations, the homogenized NEQs with
identical parameterization and a priori values are ready for
further combination steps.

In the first combination step, multi-day intra-technique
combined NEQs and solutions are generated (see columns
2, 4, 7 in Fig. 2). Therefore, the NEQ systems of consecutive
days are accumulated to one NEQ system to obtain a continu-
ous EOP parameterization consisting of a pwl offset polygon
up to seven days long. In the case of VLBI, we generated
two different multi-day NEQ systems: one containing only
the daily 1-h VLBI INT observation campaigns, and a second
NEQ series additionally containing the 24-h R1/R4 sessions.
The resulting NEQ systems are labeled with “n-VLBI INT”,
“n-VLBI”, respectively, with “n” being the total number of
combined consecutive days. In case of GNSS, the generation
of a multi-day GNSS NEQ (labeled “n-GNSS”) is straight
forward.

In the second step, these multi-day single-technique
NEQs are combined using a constant technique-specific scal-
ing factor to generate multi-day inter-technique combined
NEQ systems. The chosen scaling factor reflects almost the
ratio between the technique- or session-specific observation
duration. Detailed information on the determination of the
appropriate scaling factor can be found in Lengert et al.
(2022). For the solution COMBI RAP, the n-GNSS NEQ is
combined with the n-VLBI INT NEQ, whereas for COMBI
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FIN, the intra-technique combined n-VLBI NEQ is used
instead, i.e. additionally including R1/R4 VLBI sessions
(see green parts in Fig. 2). After applying datum conditions
and other technique-specific constraints, all these datum-
free NEQ systems can be solved for the parameters to be
estimated. In summary, eight different solution types are
obtained. These are listed in the last row of Fig. 2. Based
on these daily and n-day solutions, time series of EOP are
generated for further analysis by using a sliding window
approach that is shifted over the daily single-technique
NEQs. The NEQs within the window are combined into
a multi-day NEQ system. In the next step the window is
shifted by one day and the combination is repeated. This
procedure is iterated over the whole series of daily NEQs.

3 Resulting EOP Series

For the validation of the estimated multi-day EOP, we gener-
ate for each time series seven sub-series by extracting EOP
of the same day d from each multi-day pwl offset polygon.
The analysis day d ranges from 0 to �6 and represents the
analyzed day within the multi-day polygon, with d D 0

being the rightmost and d D �6 the leftmost day on the time
axis. As a result, seven sub-series (d D 0; �1; �2; :::; �6),
each with two EOP estimates per day at 0 h and 24 h, can be
generated for a weekly combination approach.

To obtain one validation epoch per day, the estimated EOP
at 0 h and 24 h are interpolated to a mean epoch, i.e. 12 h.

The problem of validating EOP series is the absence of
a known truth. Instead we can compare them against other
external EOP products. Hence, we analyse the differences
between our estimated EOP series and the IERSBulletin A or
IERS 14C04 series, interpolated at the very same validation
epochs. We study the Weighted Root Mean Square (WRMS)
of the time series of EOP residuals. The weighting factors
for the WRMS calculation are determined by the reciprocal
value of the individual EOP variance.

In the following, we focus on the EOP series estimated
from a 7-day solution.

The WRMS values of the dUT1 differences with re-
spect to IERS Bulletin A estimated by the COMBI RAP
and COMBI FIN approaches are shown in Fig. 3. The
comparison epoch is 12 h. The WRMS values of the single-
day VLBI INT solution (with fixed LOD a priori values) and
the weekly intra-technique combination (7-VLBI INT) are
depicted additionally.

Detailed information about the session-wise single-
technique solutions (GNSS, VLBI INT, VLBI R1/R4), intra-
technique combined solutions (n-VLBI INT, n-GNSS) and
the rapid combination (COMBI RAP) as well as the session-
wise combination of GNSS and VLBI R1/R4 can be found
in Lengert et al. (2021).
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Fig. 3 WRMS values of dUT1 estimates resulting from different anal-
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Fig. 4 WRMS values of the pole coordinate xp (top) and yp (bottom)
estimates resulting from different analysis approaches compared to
IERS 14C04. The analysis epoch is 12 h

Figure 3 shows that for the dUT1 parameter an improve-
ment in all WRMS values can be achieved by adding 24 h
VLBI data. The biggest reduction in the WRMS values of
2.3 �s and 1.4 �s compared to the COMBI RAP solution
is visible for the boundary days d D �6 and d D 0,
respectively. In accordance with expectations, the estimates
are stabilized by adding the 24-h VLBI data available twice
a week.

Figure 4 shows the WRMS values of the six extracted xp

(top) and yp (bottom) sub-series, resulting from the multi-
day n-GNSS solutions and inter-technique combination solu-
tions 7-COMBI RAP and 7-COMBI FIN w.r.t. IERS 14C04
analyzed at 12 h epochs for each analysis day d . The WRMS
values of the single-day GNSS solution (GNSS) is depicted
additionally as dashed line.

For the pole coordinate components xp and yp , a slight
decrease in the WRMS values of 1.4 �as and 0.6 �as of the
multi-day single-technique solutions (7-GNSS) compared to
the session-wise single-technique solutions (GNSS), can be
determined by evaluating the results of day d D 0. A
significant improvement of the WRMS values can be ob-
served in particular for the analysis days d � �2. A similar
behavior of the WRMS values can be observed for the inter-
technique combined solution COMBI RAP and COMBI
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Table 3 Comparison of the
different types of dUT1 and pole
coordinate solutions with
IERSBulletin A and IERS 14C04,
respectively. WRMS of the
differences computed at 12:00
UTC epochs

Analysis day d �6 �5 �4 �3 �2 �1 0

dUT1 [�s] VLBI INT – – – – – – 21:9

VLBI R1/R4 – – – – – – 9:5

7-VLBI INT 21.2 18.4 16.8 16.0 15.9 17.2 17:6

7-COMBI RAP 16.4 14.6 14.2 14.2 14.4 15.0 16:7

7-COMBI FIN 14.1 13.5 13.3 13.3 13.7 14.0 15:3

xp [�as] GNSS – – – – – – 46:9

VLBI R1/R4 – – – – – – 123:7

7-GNSS 42.8 42.4 41.9 42.0 41.8 42.0 45:5

7-COMBI RAP 43.3 42.4 42.3 42.2 42.2 42.7 45:8

7-COMBI FIN 44.5 43.7 43.7 43.1 43.0 43.8 46:6

yp [�as] GNSS – – – – – – 42:6

VLBI R1/R4 – – – – – – 123:7

7-GNSS 34.8 34.6 34.7 35.0 35.6 36.4 42:0

7-COMBI RAP 34.2 33.9 34.1 34.4 34.7 35.7 41:1

7-COMBI FIN 33.4 33.0 33.1 33.3 33.7 34.4 40:5

FIN. While for the y-component of the pole coordinates
the WRMS values improve slightly with increasing number
of VLBI data, a slight deterioration is observed for the x-
component. Comparing the mean average and the weighted
standard deviation (WSTD) of the time series we conclude
that this effect is caused by an increasing offset of the whole
time series towards zero. The WSTD values, which can be
interpreted as a quantification of noise, decrease slightly on
average when more VLBI data are added. However, it is not
possible to distinguish whether the offset of the time series is
caused by an inaccuracy of the estimates or of the reference
time series.

Table 3 summarizes all WRMS values of the dUT1 and
pole coordinates residuals, corresponding to Figs. 3 and 4.

At first glance, it might surprise that the WRMS values
do not show a symmetric behavior reflecting the typical
decrease of precision at the boundaries of the combined ob-
servation window for a GNSS multi-day solution as well as
for the multi-day inter-technique combined solution (which
is dominated of GNSS for the pole coordinates solution).
The reason can be found in the characteristic of our GNSS
input. It should be kept in mind that we process GNSS NEQs
with continuous 3-day pwl polygons. Although the EOP
parameters of the first two days have been pre-eliminated,
these are implicitly contained in the NEQs and stabilize the
pole coordinates of the days on the very left side of the time
axis.

4 Conclusion and Outlook

Our study focuses on the multi-day inter-technique combi-
nation of GNSS, VLBI Intensives and VLBI R1/R4 data
on the normal equation level. The complementary daily
contributions of GNSS and VLBI Intensives data to the EOP
estimation together with the contribution of VLBI R1/R4

sessions to all five EOP components twice per week, enables
a consistent estimation of a full set of high-precision EOP
with daily resolution in one common adjustment. Due to the
daily resolution we are also able to accumulate the NEQs of
consecutive days in order to stabilize the estimates.

The paper focuses on the comparison of the low-latency
EOP resulting from the combination of GNSS and VLBI
INT data (COMBI RAP) and the extended EOP solution
that includes also VLBI R1/R4 data (COMBI FIN). For the
parameter dUT1, we obtained a significant improvement in
WRMS values compared to the individual technique-specific
EOP (VLBI, n-VLBI INT) as well as to the ones resulting
from COMBI RAP.

The improvement in WRMS values is largest for days
located at the edge of the multi-day polygon (d D 0 and d D

�.n � 1/). This means that especially the dUT1 parameters,
which have a continuity condition only to one side of the
polygon, benefit most from the additional information of the
VLBI R1/R4 data. Thus, by combining the GNSS and VLBI
INT data together with VLBI R1/R4 sessions, an almost
constant accuracy level of the dUT1 estimates within the
multi-day polygon is achieved.

For the pole coordinates a slight improvement of
the WRMS values compared to the multi-day GNSS-
only and COMBI RAP EOP can be achieved only for
the y-component. For the x-component, no significant
improvement of the WRMS values can be observed, but
a slight improvement of the WSTD values. The noise of the
entire time series decreases slightly, but the offset w.r.t. the
zero line increases when more VLBI data are added.

Since the 24-h VLBI R1/R4 sessions are available with
about two weeks delay, the pole coordinate estimates of the
IERS EOP products (IERS Bulletin A) rely primarily on
GNSS and SLR data. It is not surprising, therefore, that the
estimates of pole coordinates based purely on GNSS data
match the IERS pole coordinate reference products best, and
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that those that additionally include VLBI data differ slightly
from the IERS estimates.

In summary, a significant improvement can be achieved
for the parameter dUT1 by adding VLBI R1/R4 data to the
combination of VLBI INT and GNSS data. For the pole
coordinates, the accuracy of the estimates is almost at the
same level as for the COMBI RAP solution.

Based on the improved combination method, we intent to
set up a new operational BKG-EOP product. Once in place,
BKG will be the first institution (according to current knowl-
edge) providing a complete and homogeneously combined
EOP product with daily resolution and short latency (1–2
days) with open access for the international community.

In the future we plan to extend the combination of GNSS
and VLBI data by adding SLR data in order to exploit the
benefit of the combination to its maximum extent.
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Investigating the Relationship Between Length
of Day and El-Niño Using Wavelet Coherence
Method

Shrishail Raut, Sadegh Modiri, Robert Heinkelmann, Kyriakos Balidakis,
Santiago Belda, Chaiyaporn Kitpracha, and Harald Schuh

Abstract

The relationship between the length of day (LOD) and El-Niño Southern Oscillation
(ENSO) has been well studied since the 1980s. LOD is the negative time-derivative of
UT1-UTC, which is directly proportional to Earth Rotation Angle (ERA), one of the Earth
Orientation Parameters (EOP). The EOP can be determined using Very Long Baseline
Interferometry (VLBI), which is a space geodetic technique. In addition, satellite techniques
such as the Global Navigation Satellite System (GNSS), Satellite Laser Ranging (SLR),
Doppler Orbitography and Radiopositioning Integrated by Satellite (DORIS) can provide
Earth Rotation Parameters, i.e., polar motion and LOD. ENSO is a climate phenomenon
occurring over the tropical eastern Pacific Ocean that mainly affects the tropics and the
subtropics. Extreme ENSO events can cause extreme weather like flooding and droughts in
many parts of the world. In this work, we investigated the effect of ENSO on the LOD from
January 1979 to April 2022 using the wavelet coherence method. This method computes the
coherence between the two non-stationary time-series in the time-frequency domain using
the real-valued Morlet wavelet. We used the Multivariate ENSO index version 2 (MEI v.2)
which is the most robust series as the climate index for the ENSO, and LOD time-series from
IERS (EOP 14 C04 (IAU2000A)). We also used Oceanic Niño and Southern Oscillation
index in this study for comparison. The results show strong coherence of 0.7 to 0.9 at major
ENSO events for the periods 2–4 years between LOD and MEI.v2.
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1 Introduction

This paper discusses the impact of the major El-Niño
Southern Oscillation (ENSO) events on the length of day
(LOD). The relationship between ENSO and LOD is
well known in the scientific community since the 1980s.
Gipson (2016) suggested that the major ENSO events
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of 1997–98 and 2016 caused a change of 750 µs d�1 in
LOD. Also, Le Bail et al. (2014) found that there is a
significant correlation between Multivariate ENSO Index
(MEI) and various components of LOD. In this study,
we mainly focused on the relationship between LOD and
ENSO index such as Multivariate ENSO Index version 2
(MEI.v2), which is the most robust index as compared to the
other indices. We also investigated the relationship between
LOD and other ENSO indices, such as Southern Oscillation
Index (SOI) and Oceanic Niño Index (ONI) as well, for
comparison.

There are various methods which can be used to under-
stand the relationship between LOD and ENSO. For exam-
ple, previous studies have used the Singular Spectrum Anal-
ysis (SSA) method (Gross et al. 1996; Dickey et al. 2011),
plain decomposition (Chao 1984, 1989), or de-trended fluc-
tuation analysis (Alvarez-Ramirez et al. 2010). For this study,
we used the wavelet coherence analysis method with several
geophysical time series applications (Grinsted et al. 2004;
Modiri et al. 2021; Modiri 2021). The wavelet coherence
analysis technique effectively recognizes regions of high co-
motion in the time-frequency domain, which helps us under-
stand the amount of coherence at various periods between
LOD and ENSO during major ENSO events. Kumar and
Foufoula-Georgiou (1997) describes the wavelet analysis for
geophysical applications.

2 Data

2.1 Length of Day (LOD)

The LOD is a part of the Earth Orientation Parameters (EOP)
and is the negative time derivative of UT1-UTC. It is the
difference between the duration of the day measured by space
geodetic techniques such as Very Long Baseline Interferome-
try (VLBI), Global Navigation Satellite System (GNSS), and
the nominal day with a duration of 86 400 TAI-compatible
seconds. For this study, we use the LOD time-series, obtained
from the IERS EOP 14 C04 combined solution (Bizouard
et al. 2019), having a daily temporal resolution (see Fig. 1)
and epoch at midnight UTC. The LOD time series used in
this study spans from January 1st 1979 to April 1st 2022.

2.2 El-Niño Southern Oscillation (ENSO)

El-Niño southern oscillation (ENSO) is a coupled oceanic-
atmospheric extreme weather event occurring in the eastern
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-2000

0

2000

4000

Fig. 1 LOD time-series from 1st January 1979 to 1st April 2022 (IERS
EOP 14 C04), daily resolution. (LOD values are in µs d�1)

equatorial region of the Pacific ocean. It can be characterized
by variations in the Sea Surface Temperature (SST) and
the trade winds. The oscillations with different periods are
irregular. The ENSO typically consists of three phases lasting
between 2–7 years: the warming phase which is also known
as El-Niño, the neutral phase, and the cooling phase, which
is also known as La-Niña. The El-Nino can be divided into
several categories based on where the highest tropical Pacific
SST anomalies occur.

The standard El-Niño can also be categorized as the
Eastern Pacific El-Niño, having the Pacific SST anomaly
in the Eastern Pacific regions (near the coasts of Southern
America). In the case of the other type of El-Niño, known as
the Central Pacific (CP) El-Niño, the Pacific SST anomaly
occurs in the Central Pacific region (near the International
dateline).

There are several indices available to quantify the
ENSO activity. These include Multivariate ENSO Index
(MEI.v2), Southern Oscillation Index (SOI), Oceanic Niño
Index (ONI), etc. The Multi-Variate ENSO Index version 2
(MEI.v2) is the most robust index and is computed using five
different parameters, namely, sea level pressure (SLP), sea
surface temperature (SST), surface zonal winds (U), surface
meridional winds (V), and outgoing longwave radiation
(OLR) over the tropical Pacific basin (30ıS–30ıN and
100ıE–70ıW). The MEI.v2 values are provided as two-
month seasons, i.e., December-January, January-February,
etc. The Southern Oscillation Index (SOI) is the atmospheric
component of the ENSO and is computed by the sea level
pressure difference between stations in Tahiti and Darwin.1

This index is, however noisier in comparison to the MEI.v2
index. The Oceanic Niño Index (ONI) is computed by taking
a three-month running mean of SST of the equatorial region
(5ıN–5ıS, 170ıW–120ıW).2 However, in this paper, we
focused on the MEI.v2 index as it is a suitable index for
global parameters such as LOD. The MEI.v2 time-series

1https://psl.noaa.gov/data/correlation/soi.data.
2https://psl.noaa.gov/data/correlation/oni.data.

https://psl.noaa.gov/data/correlation/soi.data
https://psl.noaa.gov/data/correlation/oni.data
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Fig. 2 MEI.v2 time-series from 1st January 1979 to 1st April 2022,
monthly values (The values are dimensionless)

plot is illustrated in Fig. 2 using datasets3 from Physical
Sciences Laboratory (PSL).4 The period of MEI.v2 datasets
is January 1st 1979 to April 1st 2022 in the study. We focus
on the three major El-Niño events that last from January
1982 to December 1983, January 1997 to December 1998,
and January 2015 to December 2016. These three events had
MEI.v2 indices above 2.0, which characterizes them as very
strong El-Niño events.

3 Methodology

We performed a wavelet coherence analysis (WCA) between
LOD and MEI.v2. The temporal resolution of the LOD
time series is daily in contrast to the monthly values of the
MEI.v2 index. Consequently, we re-sampled the monthly
ENSO index to a daily resolution by linear interpolation
to synchronize the data sets. As the original sampling of
the MEI.v2 index is monthly (30 days), the Nyquist period
would be equal to twice the original sampling period, i.e.,
two months (60 days). Therefore, we did not consider the
coherence of the periods less than the Nyquist period, i.e.,
60 days. Besides, we also employed WCA between LOD
with SOI and ONI to see how other ENSO indices perform
in contrast to MEI.v2. However, we will only discuss the
important points.

3.1 Wavelet Coherence (WC) Method

This method computes the magnitude-squared wavelet
coherence, i.e., the coherence between two non- stationary
time series in the time-frequency plane. The WCA is
grounded in the continuous wavelet transform (CWT)
contrary to discrete wavelet transform (DWT). The CWT
can be defined as (Torrence and Webster 1999):

W X.n; s/ D

r
�t

s

NX

nD1

x.n/ �
0 Œ Jn � n�

�
�t

t

�

(1)

3https://psl.noaa.gov/enso/mei/data/meiv2.data.
4https://psl.noaa.gov/.

where, W denotes the CWT of a time series x.n/, n the time
index, s the wavelet scale, N the length of the time series,
�t the time step,  0 the mother wavelet function, and �

indicates the complex conjugate. The wavelet cross-spectrum
is defined as a measure of the distribution of power of two
signals and can be expressed as:

W XY .n; s/ D W X.n; s/ W Y �.n; s/ (2)

where the W XY .n; s/ is the joint power between the two
time-series x.n/ and y.n/. We computed the squared cross-
wavelet coherence function R2, which tells us the amount
of how coherent the cross-wavelet transform is in the time-
frequency domain. The R2 can be expressed through the
following equation:

R2.n; s/ D
j S.s�1W XY .n; s// j2

S.s�1 j W X.n; s/ j2/ � S.s�1 j W Y .n; s/ j2/

(3)

where S is a smoothing operator, which can be described as:

S.W / D Sscale.Stime.Wn.s/// (4)

where Sscale is the smoothing along the scale axis of a
wavelet and Stime the smoothing time. It is interesting to
note that Eq. 1 is similar to the standard correlation coef-
ficient equation. The wavelet coherence can be considered
as a localized correlation coefficient in the time-frequency
domain.

There are mainly three types of wavelets, namely, Gen-
eralised Morse, Analytical Morlet, and Bump wavelet. We
chose a real-valued Morlet wavelet as it is recommended for
feature extraction from geophysical signals (Grinsted et al.
2004) and for retaining phase information in the wavelet
spectrum (Chao et al. 2014). Phase arrows indicate the rela-
tive phase relationship between these two series. If the phase
arrows are pointing right, the two series are in phase, and
if the phase arrows point towards the left, it means they are
in anti-phase. In the case the phase arrows face downwards,
LOD series leads the MEI.v2 index. Mathematically, a real-
valued Morlet wavelet is represented as:

 .x/ D C exp.�x2/ cos.5x/ (5)

where, C is the normalization constant.
It is important to discuss the coherence values in terms

of their significance level w.r.t. the confidence level and
degree of freedom (Chao and Chung 2019). We determined
the statistical significance of the wavelet coherence using
the Monte Carlo method. This is performed only for the
values outside the cone of influence. We carried out this
analysis using the MATLAB R� (MathWorks R�) toolbox for

https://psl.noaa.gov/enso/mei/data/meiv2.data
https://psl.noaa.gov/
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Fig. 3 Wavelet Coherence between LOD and MEI.v2. Plot description:
The left y-axis is the period (in days) and the color bar corresponds to
Magnitude-Squared Coherence. The vertical solid lines represent the
three major ENSO events of El-Niño. The line that separates the white-
faded portion and the remaining plot represents the Cone of Influence.
The enclosed region by contour lines indicate the statistically significant
regions (5% significance level against red noise). The arrows represent
the phase information

performing cross wavelet and wavelet coherence analysis5

provided by Grinsted et al. (2004).

4 Result and Discussion

This section discusses the coherence of MEI.v2 index and
LOD for the periods ranging from around 600 (1.6 years) to
1500 days (4 years) as these periods show high coherence.
The coherence between LOD and MEI.v2 index is illustrated
in Fig. 3. We will only discuss the regions that are statis-
tically significant (surrounded by black contour lines). The
coherence between LOD with SOI and ONI is also discussed
briefly.

4.1 El-Niño Event of 1982–83

In this case, the ENSO event lasted for approximately nine
months (MEI.v2 > 2). From the Fig. 3, we can observe a
strong coherence between LOD and ENSO starting from the
middle of the event interval. Table 1 indicates a strong coher-
ence of more than 0.75, for the periods from approximately
593 to 792 days. An interesting fact to note is that we also
observe a continual strong coherence up to the year 1992 for
the periods from 593 to 792 days. The occurrence of medium
to strong ENSO events in 1987–88 and 1991–92 could be
a reason. In addition, looking at the phase information, the
ENSO seems to lead the LOD by 45ı. We also observe a
strong coherence of 0.76 at the shorter periods of 111 to 124
days shortly before the ENSO reaches its peak. The phase

5https://noc.ac.uk/business/marine-data-products/cross-wavelet-
wavelet-coherence-toolbox-matlab.

Table 1 Coherence between LOD and MEI.v2 for ENSO event of
1982–83

Period (in days) Coherence
111 0.76
117 0.77
124 0.75
628 0.75
666 0.77
706 0.77

information indicates that LOD and ENSO have an anti-
phase during these periods.

For LOD and ONI, we observed periods and phase infor-
mation similar to LOD and MEI.v2. However, in the case of
LOD and SOI, we observed high coherence for the periods
of around one year, and the phase information is opposite as
compared to LOD and MEI.v2.

4.2 El-Niño Event of 1997–98

This El-Niño event is widely considered as one of the most
powerful El-Niño recorded in history. The MEI.v2 index
remains above 2 for 12 months. We can see from the Fig. 3
that there is a strong coherence between LOD and MEI.v2
mainly at longer periods. As from Table 2, we observe
coherence between 0.75 and 0.85 for the periods from 706
to 1120 days. A much higher coherence of more than 0.85 is
seen for periods 1187 to 1332 days. Besides, LOD and ENSO
are almost in phase for periods from 706 to 1332 days. For
the period of 62 days, the coherence is approximately 0.80.
This coherence occurred shortly before the ENSO reached
its maximum. We do not find any reliable phase information
for these periods. An interesting fact to be noted is that
the coherence between ENSO and LOD continues until the
year 2009, even though there were no more strong El-Niños
during these years.

In the case of LOD and ONI, we observed strong
coherency and the phase information at similar periods as
in LOD and MEI.v2. For LOD and SOI, we noticed strong
coherency at periods of approximately two to four years.
However, both the parameters are anti-phase.

Table 2 Coherence between LOD and MEI.v2 for ENSO event of
1997–98

Period (in days) Coherence Period (in days) Coherence
62 0.79 998 0.75

666 0.74 1057 0.77
706 0.77 1120 0.81
748 0.78 1187 0.86
792 0.78 1280 0.87
839 0.77 1332 0.85

https://noc.ac.uk/business/marine-data-products/cross-wavelet-wavelet-coherence-toolbox-matlab
https://noc.ac.uk/business/marine-data-products/cross-wavelet-wavelet-coherence-toolbox-matlab
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Table 3 Coherence between LOD and MEI.v2 for ENSO event of
2015–16

Period (in days) Coherence
593 0.77
628 0.76

4.3 El-Niño Event of 2015–16

In this case, the MEI.v2 index is above 2 only for two months
(September to October 2015). We observe a strong coherence
between LOD and MEI.v2 of approximately 0.77 for the
periods of 593 to 628 days (Table 3). The phase information
is insufficient for drawing conclusions. We do not observe
any coherence between LOD and ENSO after the ENSO
event dissipated unlike to the previous two ENSO events. The
reason could be the relatively smaller intensity and duration
of ENSO.

We can see strong coherency between LOD and ONI at
around two years, and the phase information is insufficient
to derive any conclusions. In the case of LOD and SOI, we
cannot observe any strong coherency, and subsequently, no
phase information is available.

5 Conclusions

Although the relationship between LOD and ENSO has been
studied extensively in the past, using the wavelet coherence
method reveals a complex interaction between these two data
sets (Fig. 3; Tables 1, 2, 3). The ENSO events of 1982–83
and 1997–98 show a strong coherence with LOD. In contrast,
the ENSO event of 2015–16 does not show strong coherence
with LOD despite having only slightly less strength as the
previous two ENSO events. This indicates that the strength
of an ENSO event is not the only factor affecting LOD, and
the duration of the ENSO might be an important factor as
well.

In the 1982–83 ENSO event, we saw a strong coherence
of more than 0.75 for periods 593 to 792 days and coherence
of 0.76 for periods 111 to 124 days between LOD and
MEI.v2. Concerning the phase information, we observed
ENSO leading LOD by 45ı for a longer period and anti-
phase between them for shorter periods. Another important
observation is that the strong coherence between LOD and
ENSO continued until 1992. The main reason could be the
longer duration of the ENSO event and the ENSO events of
1987–88 and 1991–92.

During the 1997–98 ENSO event, we saw a strong coher-
ence between LOD and MEI.v2 from 0.75 to 0.85 for
periods 706 to 1120 days. For periods 1187 to 1332 days,
we observed stronger coherence above 0.85. The LOD and
ENSO were in phase for these long periods. The coherence

for period of 62 days was around 0.80. However, we did not
find definitive phase information for these shorter periods.

For the recent 2015–16 ENSO event, we observed the
coherence between LOD and MEI.v2 of 0.77 and 0.80 for
periods 593 to 628 days and 41 to 52 days, respectively.
We cannot conclude regarding the phase due to insufficient
information.

We also performed WCA between LOD with ONI and
SOI for comparison. ONI can be used as an alternative ENSO
index to MEI.v2 for performing WCA with LOD. We do not
recommend using SOI for WCA with LOD, as it did not
show any coherency during the 2015–16 ENSO event. SOI
could be only sensitive to extreme ENSO conditions that last
for a longer duration.

Figure 3 shows good inter-annual coherence not only
during the three significant El-Niño occurrences but also
throughout the entire period, including the La-Niñas and
the El-Niño off-shoots. As a result, it is evident that ENSO
has a positive and negative impact on LOD, which is con-
sistent with physics. When we look at these three ENSO
events, we observe a strong coherence between LOD and
ENSO at periods less than a year shortly before the ENSO
reached its maximum intensity. This occurrence is common
for all three ENSO events. When comparing the three ENSO
events, we observe that they affected LOD at different
periods despite having similar strengths. This additionally
suggests that every ENSO event interacts differently with
LOD. The complex behavior of coherence phasing during
the different El-Niños is presumably because the three El-
Niños are of different types: East-Pacific and Central-Pacific.
Thus, it might be possible to understand different types of
ENSO in greater depth by using its complex interaction
with LOD in the future. This study could be beneficial to
getting more reliable LOD models/predictions needed to
meet the existing accuracy goals of global geodesy (Plag
et al. 2009).
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Estimation of Earth Rotation Parameter UT1
from Lunar Laser Ranging Observations

Liliane Biskupek, Vishwa Vijay Singh, and Jürgen Müller

Abstract

Since 1969 Lunar Laser Ranging (LLR) data have been collected by different observatories
and analysed by various analysis groups. LLR is providing the longest time series of
any space geodetic technique for studying the Earth-Moon dynamics. In recent years,
observations have been carried out with larger telescopes and at infra-red (IR) wavelength,
resulting in a better distribution of precise LLR data over the lunar orbit and the observed
retro-reflectors on the Moon. The increased number of high-accuracy observations allows
for more accurate determination of Earth Orientation Parameters (EOPs) from LLR data
compared to previous years. In this study we focus on �UT1 results from different
constellations and compare our LLR solution to the IERS EOP C04 series.

Keywords

Earth rotation parameters � Earth rotation phase � Lunar laser ranging

1 Introduction

With the landing of Apollo 11 astronauts on the Moon in July
1969 the first LLR retro-reflector was deployed on the lunar
surface. Until 1973, four additional retro-reflectors had been
installed on the Moon: two reflectors by the astronauts of
the Apollo 14 and 15 missions, and two reflectors mounted
on the unmanned Soviet Lunokhod rovers. Measurements
from the Earth to the retro-reflectors have primarily been
carried out from six observatories that were or are capable
to range to the Moon: the McDonald Laser Ranging Station,
USA (MLRS), the Lure Observatory on Maui/Hawaii, USA
(LURE), the Côte d’Azur Observatory, France (OCA), the

L. Biskupek (�) · J. Müller
Institute of Geodesy (IfE), Leibniz University Hannover, Hannover,
Germany
e-mail: biskupek@ife.uni-hannover.de

V.V. Singh
Institute of Geodesy (IfE), Leibniz University Hannover, Hannover,
Germany

Institute for Satellite Geodesy and Inertial Sensing, German Aerospace
Center (DLR), Hannover, Germany

Apache Point Observatory Lunar Laser ranging Operation,
USA (APOLLO), the Matera Laser Ranging Observatory,
Italy (MLRO) and the Geodetic Observatory Wettzell, Ger-
many (WLRS). For more than 52 years now, there are LLR
measurements of the round-trip travel time of laser pulses
between observatories on the Earth and retro-reflectors on
the Moon. The measurement of round trip travel times with
short laser pulses is challenging. The average number of
returning photons is less than one per laser pulse (Chabé et al.
2020; Murphy 2013), mainly because of the beam divergence
of the laser pulses due to the atmospheric turbulence and
diffraction effects of the retro-reflectors (Murphy et al. 2010).
Further signal loss occurs in the paths of the transmitting
and detection optics, in the atmosphere and due to the
reflectivity of the retro-reflectors (Müller et al. 2019). A
series of single measurements over 5min to 15min is used
to calculate a so-called normal point (NP) (Michelsen 2010)
which is the observable in the LLR analysis. Analysing the
data, various research questions related to the Earth-Moon
system are investigated. Today, LLR is one of the major tools
to test General Relativity in the solar system, e.g. testing the
equivalence principle, temporal variation of the gravitational
constant G, Yukawa term, metric parameters, and geodetic
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precession (Biskupek et al. 2021; Zhang et al. 2020; Hof-
mann and Müller 2018; Viswanathan et al. 2018; Williams
et al. 2012). Furthermore, LLR can also be used to determine
parameters of the Earth-Moon system like its mass, the lunar
orbit and libration (Pavlov et al. 2016; Williams et al. 2013),
terrestrial and celestial reference frames and the coordinates
of observatories and retro-reflectors (Hofmann et al. 2018;
Müller et al. 2009). In Germany, beginning in the early
1980s, the software package LUNAR (LUNar laser rang-
ing Analysis softwaRe) was developed to study the Earth-
Moon system and to determine the various related model
parameters. In this study we focus on the determination
of the Earth rotation parameter �UT1. �UT0 is a special
case of Universal Time (UT) at a certain location. It can
only be measured by LLR as well as Very Long Baseline
Interferometry (VLBI).

2 Analysis and Observations

Currently, the analysis of LLR data includes 28,093 NPs for
the time span April 1970–April 2021. The temporal distribu-
tion of the measured NPs over the last 52 years is given in
Fig. 1. One can see in the legend that more than 60% of the
NPs were observed by OCA, 40% with green and 21% with
IR laser wavelength (measurements with laser wavelength
of � D 693:8 nm and � D 532 nm are listed in the figure
as OCA green). In the last years, only OCA and APOLLO
provided regular NPs, some NPs also came from MLRO and
WLRS. As of 2015, many NPs were measured with laser
pulses at IR wavelength, enabling distance measurements
near new and full Moon (Chabé et al. 2020) for OCA and
WLRS. This leads to a better coverage of the lunar orbit over
the synodic month, i.e. the time span in which the Sun, the
Earth, and the Moon return to a similar constellation again.
With a better coverage of the lunar orbit, it is possible to
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Fig. 1 Distribution of the 28,093 NPs over the time span April 1970–
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Fig. 2 Annual weighted RMS (WRMS) of the one-way post-fit resid-
uals for 28,093 NPs for the time span April 1970–April 2021

perform a more uniform estimation of various parameters of
the Earth-Moon system. Nevertheless the distribution of the
NPs has a big impact on the determination of the parameters.
Furthermore, non-uniform data distribution is one reason for
correlations between solution parameters (Williams et al.
2009). The measured NPs serve as observations in the analy-
sis. They are treated as uncorrelated for the stochastic model
of the least-squares adjustment and are weighted according
to their accuracies.

In the LLR analysis, the parameters of the LLR model are
determined by fitting them to the LLR observations using the
least-squares adjustment. The ephemeris of the solar system
bodies are integrated simultaneously with the rotation of the
Moon. For the rotation of the Earth two series of EOPs
are used: until 01.01.1983, the Kalman Earth Orientation
Filter (KEOF) series COMB2019 (Ratcliff and Gross 2020)
and from 02.01.1983 the IERS EOP C04 series (Bizouard
et al. 2019). The difference between the two EOP series is
the input data, as only the COMB series includes LLR NPs.
Therefore, this series fits the LLR analysis better in the initial
phase of the observations. After 01.01.1983, the differences
between the two EOP series are small (only a few mas and
ms), so that the IERS series is used for timeliness reasons.
The coordinates and velocities of the LLR observatories are
determined in the International Terrestrial Reference System
(ITRS). The weighted RMS of the one-way post-fit residuals
of the LLR analysis is better than 1:5 cm for the last years,
see Fig. 2.

3 �UT1 from LLR

The terrestrial pole coordinates xp and yp , describe the
change of the rotation axis in relation to the Earth’s surface.
The rotational motion of the Earth is given by the Earth
rotation phase �UT1 and the Length-of-Day LOD. All these
parameters are summarised as Earth Rotation Parameters
(ERPs). Together with the celestial pole offsets ıX and ıY ,
as corrections to the conventional precession-nutation model,
they define the Earth Orientation Parameter (EOP).
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As shown by Dickey et al. (1985), Müller (1991) and
Pavlov (2019), it is possible to determine the ERPs from
the post-fit residuals of the least-squares adjustment of LLR
data. In this way the variation of longitude �UT0 can be
determined by

�UT0 D �UT1 C
.xp sin.�/ C yp cos.�// tan.�/

15 � 1:002737909
; (1)

as combination of �UT1 and the terrestrial pole coordinates
xp; yp , with the observatories longitude � and latitude �

(Chapront-Touzé et al. 2000). The variation of latitude VOL
is given by

VOL D xp cos� � yp sin� : (2)

The disadvantage of this approach is that the correlations be-
tween the ERPs and the other parameters of the Earth-Moon
system can not be investigated. Biskupek (2015) changed
the analysis strategy. In the rotation matrix between the
Earth-fixed ITRS and the space-fixed Geocentric Celestial
Reference System (GCRS) the ERPs are used in the LLR
analysis, thus they can be determined in the least-squares
adjustment along with other parameters of the Earth-Moon
system. The correlations with these parameters are also
obtained and can be investigated directly. Biskupek (2015)
gave the equations for the partial derivatives of ERPs and
discussed the results of the different possible methods to
obtain ERPs from LLR, such as selecting certain time spans
of data or specific nights for which a minimum number of
NPs is available. The main result of this research was that
the determination for specific nights with a minimum of 5
NPs is a better method than the ERP determination for longer
time spans. From the analysis of 20,047 NPs (1970–2013),
the uncertainty in �UT1 was about 400 µs. Hofmann et al.
(2018) discussed the results of estimating the Earth rotation
phase for a time span with 23,261 NPs (1970–2016). They
achieved an uncertainty of 89 µs when estimating �UT1
from all observatories and of 44 µs when estimating �UT1
from only OCA and APOLLO. The IR measurements from
OCA with better coverage of the lunar orbit and more NPs
that are available per night lead to an improved situation
for the LLR observables. This enables a better and more
stable estimation of ERPs from LLR, which achieve lower
uncertainties compared to previous results. A further study
concerning ERP determination from LLR data with more
details is published by Singh et al. (2022).

For ERP determination in the LLR analysis, the whole
data set of NPs is pre-analysed, where different configu-
rations can be taken into account. Thus, it is possible to
estimate ERPs from the data of all observatories or only for
a single observatory. It is also possible to vary the number
of NPs per night or to choose specific wavelengths. In the

current study we focused on the determination of the Earth
rotation phase �UT1. Several studies with different charac-
teristics were performed, like different numbers of NPs per
night from different observatories and different combination
of the wavelength of the measured NPs. Two studies with the
best results are with data from OCA and are discussed in the
following.

The main characteristics of the two studies were the
same. The �UT1 values were determined from the LLR
data for specific nights. The minimum number of NPs for
one night to be considered in the �UT1 determination was
set to 10, i.e. nights with fewer NPs were not considered in
the fit. Simultaneously, the coordinates of the observatories
were determined for one epoch, namely J2000 (01.01.2000,
0:00 UTC), of the whole LLR data set. Theoretically, it is
also possible to determine velocities of the observatories
from the whole LLR data set. Since there are correlations
between �UT1, coordinates and velocities on the one hand,
as well as large deviations of station coordinates to the
ITRF2014 on the other hand, the velocities were fixed to their
ITRF2014 values. However, as the APOLLO observatory is
not included in the ITRF2014 solution, we used the velocity
of the White Sands GNSS observatory instead. The a-priori
EOP values were used from COMB2019/IERS C04 series
and fixed for those nights that were not considered in the fit.
For a complete list of parameters determined together with
the �UT1 values (e.g. station coordinates and range biases),
except the station velocities, see Singh et al. (2021). The
difference in the two study cases was the wavelength of the
used laser and the resulting different number of nights for the
�UT1 determination. In study 1 there were 714 nights for
the time span April 1984–March 2021 in which NPs were
measured with green or IR laser wavelength. For study 2
there were 259 nights for the time span March 2015–March
2021 in which NPs were measured with IR laser wavelength
only.

Figure 3 shows the results for the two studies where the
deviations from the IERS C04 series and their uncertainties
are given. A previous study has shown that the uncertainties
of the estimated parameters from our LLR analysis were too
small (Hofmann et al. 2018), as some small random and
systematic errors remained in the LLR analysis. Systematic
errors include the uneven distribution of NPs during the
synodic month, and the constellation of Earth and Moon
when observing an LLR NP, because of the inaccuracy of
atmospheric delay models for low altitude observations. A
further error source is the imperfection of lunar ephemeris,
e.g. because of simplified modelling of the asteroids. These
errors are different for each observation. Random errors
result from the general measurement accuracy of LLR, are
different for each night, and depend on the observatory
measuring the NPs. Furthermore, the �UT1 determination
is constrained by the a priori EOP series for nights when
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Fig. 3 Results of studies 1 and 2 on the determination of �UT1 from
LLR data in different configurations. (a) �UT1 deviations from the
IERS C04 series as determined in study 1 from green and IR NPs. (b)
Uncertainty of the �UT1 values of study 1 for the individual nights

and the median of all nights. (c) �UT1 deviations from the IERS C04
series as determined in study 2 from IR NPs only. (d) Uncertainty of the
�UT1 values of study 2 for the individual nights and the median of all
nights

no values are estimated. Additionally, according to Eq. (1)
the pole coordinates also affect �UT1. In our case we fixed
the pole coordinates to the IERS C04 series and assumed
them to be error-free, which is not the case. The following
uncertainties are given as 3 times the formal errors from the
least-squares adjustment.

Figure 3a gives the fitted �UT1 deviations to the IERS
C04 series as determined in study 1, where NPs measured
with green or IR laser wavelength were used. The values vary
between ˙200 µs with a mean of 4:3 µs and some higher val-
ues before the year 2000 due to the poorer measurement ac-
curacy of this period. The RMS is 149:2 µs. The uncertainties
of the �UT1 deviations are in the range of 4:5 µs to 373:1 µs
with a median of 24:6 µs, shown in Fig. 3b. For study 2 using
only IR data the fitted �UT1 deviations to the IERS C04
series are given in Fig. 3c. The values vary between ˙100 µs
with a mean of 2:7 µs and some higher values. The RMS
is 56:4 µs. Figure 3d gives the corresponding uncertainties,
which range between 4:5 µs to 60:0 µs with a median of
14:89 µs. In previous studies (Hofmann et al. 2018), a higher
uncertainty of 32 µs was achieved, although in these studies
the minimum number of NPs per night was 14 and thus
higher than now. Since the time span of used NPs was only
until 2016, the very accurate and well distributed OCA NPs
measured in IR were not part of that analysis. The advantage
of the IR OCA data seems obvious here. They improve the
overall uncertainty of the least-squares adjustment and allow

fitting �UT1 values with lower uncertainty from less NPs
per night.

The influence of the number and accuracy of the NPs on
the determination of �UT1 is analysed in more detail in
Fig. 4 where scatter plots show the relationship between the
number or accuracy of the NPs and the uncertainty of �UT1.
Correlation coefficients were determined from each combi-
nation of data sets that are given in the plots. The accuracies
of the input NPs were averaged for each night considered
and plotted on the horizontal axis of Fig. 4b and d. In study
1 with NPs measured with green or IR laser wavelength,
the number of NPs does not have a very large effect on the
uncertainty of �UT1 (see Fig. 4a), the correlation coefficient
is only �0:27. The accuracy of NPs is more important in this
study (see Fig. 4b), as reflected by a correlation coefficient
of 0:91 with the uncertainty of �UT1. In study 2, using
only IR NPs with a more homogeneous accuracy between
each NP, the correlation coefficient between the accuracy of
NPs and the uncertainty of �UT1 with 0:41 is lower than in
study 1 (see Fig. 4d). Here, the number of NPs has a larger
effect compared with study 1 (see Fig. 4c) and the correlation
coefficient is �0:43. This means that for the determination
of �UT1 a high accuracy of the NPs is beneficial for data
sets with inhomogeneous input data accuracy, but also a high
number of NPs per night is important in the analysis. Both
criteria of the input data play a role in the determination of
�UT1.
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Fig. 4 Different scatter plot for studies 1 and 2 between the LLR NPs
and the determined uncertainty of �UT1. (a) Study 1 (green and IR
NPs): Scatter plot of the number of NPs and the estimated uncertainty
of �UT1. The correlation coefficient is �0.27. (b) Study 1 (green and
IR NPs): Scatter plot of the measured accuracy of NPs and the estimated

uncertainty of �UT1. The correlation coefficient is 0.91. (c) Study 2
(IR NPs only): Scatter plot of the number of NPs and the estimated
uncertainty of �UT1. The correlation coefficient is �0.43. (d) Study 2
(IR NPs only): Scatter plot of the measured accuracy of NPs and the
estimated uncertainty of �UT1. The correlation coefficient is 0.41

In both studies, no significant correlations of �UT1
values and other parameters of the Earth-Moon system were
found in the least-squares adjustment. Comparable results for
�UT1 with an uncertainty of 15 µs are obtained from VLBI
data (Gambis and Luzum 2011).

4 Conclusions

As described above ERPs can be determined from LLR data
analysis. The best LLR result is obtained from the high-
accurate IR OCA data with 10 NPs per night with a median
uncertainty of 14:89 µs. The high-accurate IR data fromOCA
are very beneficial for the �UT1 determination, because of
their distribution over the reflectors and synodic month as
well as the higher number of NPs for one night. The data
reduce the overall uncertainty of the least-squares adjustment
and allow fitting �UT1 values with lower uncertainty from
fewer NPs per night compared to previous studies.

Deviations from the IERS C04 series are in the range
of ˙100 µs at best, with a mean of 2:7 µs and an RMS of
56:4 µs. The mean uncertainty is 14:89 µs. These LLR results
are in a range of uncertainty which is comparable to daily
�UT1 values determined from VLBI with 15 µs (Gambis
and Luzum 2011). Nevertheless the LLR uncertainties seem
to be too optimistic. Therefore as next step, �UT1 and also
values for pole coordinates from all LLR stations will be
determined together and analysed to find the best strategy

for ERP determination from LLR data. It will also be further
investigated, which parameters of the Earth-Moon system
should be determined together with the ERPs. This will lead
to a more realistic estimation of their uncertainties.

With more IR data from the observatories OCA and
WLRS, it is expected that the parameters of the least-squares
adjustment can be further decorrelated and then station
velocities might be determined along with ERPs and station
coordinates. Additionally an optimised strategy regarding the
number and accuracy of NPs per night is investigated (Singh
et al. 2022).

Acknowledgements We acknowledge with gratitude, that more than
52 years of processed LLR data have been obtained under the efforts of
the personnel at McDonald Laser Ranging Station, USA, Côte d’Azur
Observatory, France, Lure Observatory on Maui/Hawaii, USA, Apache
Point Observatory Lunar Laser ranging Operation, USA, Matera Laser
Ranging Observatory, Italy and Geodetic Observatory Wettzell, Ger-
many. We also acknowledge with thanks the funding by the Deutsche
Forschungsgemeinschaft (DFG, German Research Foundation) un-
der Germany’s Excellence Strategy (EXC-2123 QuantumFrontiers—
Project-ID 390837967).

Funding This research was funded by the Deutsche Forschungsge-
meinschaft (DFG, German Research Foundation) under Germany’s
Excellence Strategy (EXC-2123 QuantumFrontiers—Project-ID
390837967), and Deutsches Zentrum für Luft- und Raumfahrt (DLR).

Conflict of Interest The authors declare that they have no conflict of
interest.

Data Availability LLR data is collected, archived, and distributed
under the auspices of the International Laser Ranging Service (ILRS)



264 L. Biskupek et al.

(Pearlman et al. 2019). All LLR NPs used for these studies are available
from the Crustal Dynamics Data Information System (CDDIS) at
NASA’s Archive for Space Geodesy Data, USA, (Noll 2010) at the
website.1 The KEOF COMB2019 EOP time series is available at the
website2 and the IERS C04 EOP time series is available at the website.3

Code Availability All calculations were done by unpublished custom
code.

Authors’ Contributions All authors contributed to the development
of these studies and provided ideas to its content. Data collection
and analysis were performed by VVS and LB. The first draft of the
manuscript was written by LB, and all authors commented on previous
versions of the manuscript. All authors read and approved the final
manuscript.

References

Biskupek L (2015) Bestimmung der Erdorientierung mit Lunar Laser
Ranging. PhD thesis, Leibniz Universität Hannover. https://doi.org/
10.15488/4721, Deutsche Geodätische Kommission bei der Bay-
erischen Akademie der Wissenschaften, Reihe C, Nr. 742

Biskupek L, Müller J, Torre JM (2021) Benefit of new high-precision
LLR data for the determination of relativistic parameters. Universe
7(2). https://doi.org/10.3390/universe7020034

Bizouard C, Lambert S, Gattano C, Becker O, Richard JY (2019)
The IERS EOP 14C04 solution for Earth orientation parameters
consistent with ITRF 2014. J Geodesy 93(5):621–633. https://doi.
org/10.1007/s00190-018-1186-3

Chabé J, Courde C, Torre JM, Bouquillon S, Bourgoin A, Aimar M,
Albanése D, Chauvineau B, Mariey H, Martinot-Lagarde G, Maurice
N, Phung DH, Samain E, Viot H (2020) Recent progress in Lunar
Laser Ranging at Grasse Laser Ranging Station. Earth Space Sci
7(3):e2019EA000785. https://doi.org/10.1029/2019EA000785

Chapront-Touzé M, Chapront J, Francou G (2000) Determination of
UT0 with LLR observations. In: Proceedings of the Journées 1999
“Motion of Celestial Bodies, Astrometry and Astronomical Refer-
ence Frames”, pp 217–220

Dickey JO, Newhall XX, Williams JG (1985) Earth orientation from
Lunar Laser Ranging and an error analysis of Polar motion services.
J Geophys Res 90(B11):9353–9362

Gambis D, Luzum B (2011) Earth rotation monitoring, UT1 determina-
tion and prediction. Metrologia 48(4):S165–S170

Hofmann F, Müller J (2018) Relativistic tests with Lunar Laser Rang-
ing. Classical Quantum Gravity 35(3):035015. https://doi.org/10.
1088/1361-6382/aa8f7a

Hofmann F, Biskupek L, Müller J (2018) Contributions to reference
systems from Lunar Laser Ranging using the IfE analysis model. J
Geodesy 92(9):975–987. https://doi.org/10.1007/s00190-018-1109-
3

Michelsen EL (2010) Normal point generation and first photon bias
correction in APOLLO Lunar Laser Ranging. PhD thesis, University
of California, San Diego

Müller J (1991) Analyse von Lasermessungen zum Mond im Rahmen
einer post-Newton’schen Theorie. PhD thesis, Technische Univer-
sität München, Deutsche Geodätische Kommission bei der Bay-
erischen Akademie der Wissenschaften, Reihe C, Nr. 383

1https://cddis.nasa.gov/Data_and_Derived_Products/SLR/
Lunar_laser_ranging_data.html.
2https://keof.jpl.nasa.gov/combinations/latest/.
3https://www.iers.org/IERS/EN/DataProducts/EarthOrientationData/
eop.html.

Müller J, Biskupek L, Oberst J, Schreiber U (2009) Contribution of
Lunar Laser Ranging to realise geodetic reference systems. In:
Drewes H (ed) Geodetic reference frames. International Association
of Geodesy Symposia, vol 134. Springer, Berlin, Heidelberg, pp 55–
59. https://doi.org/10.1007/978-3-642-00860-3

Müller J, Murphy TW, Schreiber U, Shelus PJ, Torre JM, Williams
JG, Boggs DH, Bouquillon S, Bourgoin A, Hofmann F (2019)
Lunar Laser Ranging: a tool for general relativity, lunar geophysics
and Earth science. J Geodesy 93(11):2195–2210. https://doi.org/10.
1007/s00190-019-01296-0

Murphy TW (2013) Lunar Laser Ranging: the millimeter challenge.
Rep Progress Phys 76(7):076901

Murphy TW, Adelberger EG, Battat JBR, Hoyle CD, McMillan RJ,
Michelsen EL, Samad RL, Stubbs CW, Swanson HE (2010) Long-
term degradation of optical devices on the Moon. Icarus 208(1):31–
35. https://doi.org/10.1016/j.icarus.2010.02.015

Noll CE (2010) The crustal dynamics data information system: A
resource to support scientific analysis using space geodesy. Adv
Space Res 45(12):1421–1440. https://doi.org/10.1016/j.asr.2010.01.
018

Pavlov DA (2019) Role of Lunar Laser Ranging in realization of
terrestrial, lunar, and ephemeris reference frames. J Geodesy 94(1):5.
https://doi.org/10.1007/s00190-019-01333-y

Pavlov DA, Williams JG, Suvorkin VV (2016) Determining parameters
of Moon’s orbital and rotational motion from LLR observations
using GRAIL and IERS-recommended models. Celest Mech Dyn
Astron 126(1):61–88. https://doi.org/10.1007/s10569-016-9712-1

Pearlman MR, Noll CE, Pavlis EC, Lemoine FG, Combrink L, Degnan
JJ, Kirchner G, Schreiber U (2019) The ILRS: approaching 20 years
and planning for the future. J Geodesy 93(11):2161–2180. https://
doi.org/10.1007/s00190-019-01241-1

Ratcliff JT, Gross RS (2020) Combinations of Earth Orientation Mea-
surements: SPACE2019, COMB2019, and POLE2019. Tech. Rep.
JPL Publication 20-3, Jet Propulsion Laboratory

Singh VV, Biskupek L, Müller J, Zhang M (2021) Impact of non-tidal
station loading in LLR. Adv Space Res 67(12):3925–3941. https://
doi.org/10.1016/j.asr.2021.03.018

Singh VV, Biskupek L, Müller J, Zhang M (2022) Earth rotation
parameter estimation from LLR. Adv Space Res. https://doi.org/10.
1016/j.asr.2022.07.038

Viswanathan V, Fienga A, Minazzoli O, Bernus L, Laskar J, Gastineau
M (2018) The new lunar ephemeris INPOP17a and its application
to fundamental physics. Mon Not R Astron Soc 476(2):1877–1888.
https://doi.org/10.1093/mnras/sty096

Williams JG, Turyshev SG, Boggs DH (2009) Lunar Laser Rang-
ing tests of the equivalence principle with the Earth and Moon.
Int J Modern Phys D 18(7):1129–1175. https://doi.org/10.1142/
S021827180901500X

Williams JG, Turyshev SG, Boggs DH (2012) Lunar Laser Rang-
ing tests of the equivalence principle. Classical Quantum Gravity
29(18):184004

Williams JG, Boggs DH, Folkner WM (2013) DE430 Lunar orbit,
physical librations, and surface coordinates. JPL Interoffice Mem-
orandum IOM 335-JW,DB,WF-20080314-001, Jet Propulsion Lab-
oratory, California Institute of Technology, Passadena, California

Zhang M, Müller J, Biskupek L (2020) Test of the equivalence principle
for galaxy’s dark matter by Lunar Laser Ranging. Celest Mech Dyn
Astron 132(4):25. https://doi.org/10.1007/s10569-020-09964-6

https://doi.org/10.15488/4721
https://doi.org/10.15488/4721
https://doi.org/10.3390/universe7020034
https://doi.org/10.1007/s00190-018-1186-3
https://doi.org/10.1007/s00190-018-1186-3
https://doi.org/10.1029/2019EA000785
https://doi.org/10.1088/1361-6382/aa8f7a
https://doi.org/10.1088/1361-6382/aa8f7a
https://doi.org/10.1007/s00190-018-1109-3
https://doi.org/10.1007/s00190-018-1109-3
https://cddis.nasa.gov/Data_and_Derived_Products/SLR/Lunar_laser_ranging_data.html
https://cddis.nasa.gov/Data_and_Derived_Products/SLR/Lunar_laser_ranging_data.html
https://keof.jpl.nasa.gov/combinations/latest/
https://www.iers.org/IERS/EN/DataProducts/EarthOrientationData/eop.html
https://www.iers.org/IERS/EN/DataProducts/EarthOrientationData/eop.html
https://doi.org/10.1007/978-3-642-00860-3
https://doi.org/10.1007/s00190-019-01296-0
https://doi.org/10.1007/s00190-019-01296-0
https://doi.org/10.1016/j.icarus.2010.02.015
https://doi.org/10.1016/j.asr.2010.01.018
https://doi.org/10.1016/j.asr.2010.01.018
https://doi.org/10.1007/s00190-019-01333-y
https://doi.org/10.1007/s10569-016-9712-1
https://doi.org/10.1007/s00190-019-01241-1
https://doi.org/10.1007/s00190-019-01241-1
https://doi.org/10.1016/j.asr.2021.03.018
https://doi.org/10.1016/j.asr.2021.03.018
https://doi.org/10.1016/j.asr.2022.07.038
https://doi.org/10.1016/j.asr.2022.07.038
https://doi.org/10.1093/mnras/sty096
https://doi.org/10.1142/S021827180901500X
https://doi.org/10.1142/S021827180901500X
https://doi.org/10.1007/s10569-020-09964-6


Estimation of Earth Rotation Parameter UT1 from Lunar Laser Ranging Observations 265

Open Access This chapter is licensed under the terms of the Creative Commons Attribution 4.0 International License (http://creativecommons.org/
licenses/by/4.0/), which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate
credit to the original author(s) and the source, provide a link to the Creative Commons license and indicate if changes were made.

The images or other third party material in this chapter are included in the chapter’s Creative Commons license, unless indicated otherwise in a
credit line to the material. If material is not included in the chapter’s Creative Commons license and your intended use is not permitted by statutory
regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder.

http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/


Part V

Surface DeformationMonitoring



Determination of a GNSS-Based Velocity Field
of the African Continent

Saturday E. Usifoh, Benjamin Männel, Pierre Sakic, Joseph D. Dodo,
and Harald Schuh

Abstract

GNSS-based velocity fields are a key tool to assess the boundaries around major deforming
areas, to explain the main patterns of surface motion and deformation, to analytically
review existing kinematics models and finally, to study the underlying tectonic activities.
Determination of a velocity field for Africa is of great importance in the determination of
the African Reference Frame; this is essential for better understanding the African plate
tectonics. Therefore, this study focusses on the determination of the African velocity fields
using continuously operated GNSS stations. We processed and analyzed 11 years of data
obtained from a total number of 145 GNSS site using GFZ’s EPOS.P8 software. The result
shows that Africa moves in the North-East direction. The station coordinates derived with
PPP show averaged RMS values of 2.9 mm, 9.9 mm and 8.5 mm for the north, east and
up components with respect to the estimated trajectory models. Horizontal velocities at
sites located on stable Nubia plate fit a single plate model with residual motion below
1 mm/year of RMS. We confirm significant southeast motion in Morocco and Zambia with
residual velocities of 1.4 mm/year and 0.9 mm/year, respectively. We estimate the Euler
Poles for Nubia and Somalia with 48.59ıN,�78.64ıE, 0.264ı/Myr and 60.38ıN,�83.33ıE,
0.272ı/Myr, respectively. Vertical velocities range from �2 to C2 mm/year, close to their
uncertainties, with no distinct geographic pattern. The study also provides continental-wide
position and velocity field solution for Africa, and can also be considered as a contribution
to the upcoming AFREF, the African Geodetic Reference Frame.
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1 Introduction

The African Continent comprises of several cratons, stable
blocks of old crust with deep roots in the subcontinental
lithospheric mantle, and less stable terranes, which con-
verged together to form the African Plate during the assem-
bly of the supercontinent Pangea about 250 million years
ago (Begg et al. 2009). The cratons include the Kalahari
Craton, Congo Craton, Tanzania Craton, and West African
Craton (see Fig. 1). The cratons were widely separated in the
past, but brought together during the Pan-African orogeny
and stayed together when Gondwana split up. The cratons
are joined by orogeny belts, regions of highly deformed
rock where the tectonic plates have engaged (Saria et al.
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Fig. 1 Map showing the major
tectonic setting of Africa, the
Craton and the GNSS stations
used in this study. VP Victoria
Plate, LP Lwandle Plate, RP
Rovuma Plate, ZKA
Zimbabwe-Kalahari Axis, CVL
Cameroon Volcanic Line. Red
triangle (GPS stations used to
compute Euler vector in Nubian
Plate), black dots (GPS stations
used to compute Euler vector in
Somalian Plate), and solid red
line shows the major plate
boundaries as given in the
PB2002 model (Bird et al. 2002)

2013). The African plate that moved relatively slowly for the
last 150 Ma (Lithgow-Bertelloni and Silveri 1998; Torsvik
et al. 2010) is an interesting plate for studying intraplate
magmatism. It contains various intraplate volcanic segments
that are remote from the African plate boundaries. Such
segment is the NE-SW oriented Cameroon Volcanic Line
which bisects the angle where the coast of Africa makes
a 90ı bend from the western coast along the south of the
West African craton and the southern coast along west of the
Congo craton (see Fig. 1). It is characterized by moderate
magnitude earthquakes and active volcanism (Aka et al.
2004; Milelli et al. 2012). Moreso, the East African Rift
System (EARS), is a place where the Earth’s tectonic forces
create new plates by splitting apart old ones. In other words,
it is a fracture in the Earth’s surface that widens over time.
The Nubian Plate makes up most of Africa, while the smaller
plate that is pulling away is named Somalian Plate. These two
plates are moving away from each other and also away from
the Arabian plate to the north (Chu and Gordon 1999). The
point where these three plates meet is the triple-junction at
the Afar region of Ethiopia. However, all the rifting in East
Africa is not confined to the Horn of Africa; it further extends
to south into Kenya, Tanzania and Great Lakes region of
Africa. The East African Rift system reaching from the Afar

in the northern Ethiopia to Mozambique in the south shows
spreading rates of up to 5 mm/year (Saria et al. 2013).

The dynamics of the tectonic plate activities of the Earth
are the major causes for ground motion. Beginning from the
mid-1980s, the Global Navigation Satellite Systems (GNSS)
have been effectively used in determining plate tectonic
movement and other geodynamic phenomena. Over the last
years, the monitoring of station coordinates located on the
Earth’s surface has become a great interest. Determination
of velocity fields produces the means of analysing intra-
and inter-plate geodynamic interactivities and other crustal
disturbances (Holden et al. 2017; Kierulf et al. 2021). Saria
et al. (2013) carried out some geodynamic studies for Africa
from the combined GPS and DORIS space geodetic solu-
tions, and observed that the velocity on the stable Nubia fits
to a single rigid plate model with a WRMS of 0.6 mm/year,
that is consistent with the current uncertainty of geodetic
measurements in the region. Investigation of GNSS-based
monitoring of continental-wide variations in Africa (Nubia)
and Arabia plate shows that there is little variation in rates of
motion along the boundary, ranging from 5.4 ˙ 1 mm/year
in the eastern Mediterranean to 4.5 ˙ 1 mm/year near
Gibraltar (McClusky et al. 2003), hence, this study tends
to focus on the determination of velocity field for Africa.



Determination of a GNSS-Based Velocity Field of the African Continent 271

Fig. 2 Bar chart showing the
cumulative number of continuous
GNSS stations in Africa from
1998 to 2019. There was a speedy
increase from 2004 to 2019

This introduction is followed by Sect. 2 the methodology and
processing strategies. Section 3 presents the results, and Sect.
4 conclusions and recommendations.

2 Input Data

2.1 GNSS Data Collection and Processing

The GNSS data set used in this study includes 11 years of
observations (2009–2019) from GNSS sites where data are
openly available (see Fig. 1). A total number of 145 GNSS
sites were used and the data were obtained from TrigNet1 a
network of continuously operating system base stations that
are located in South Africa, from the UNAVCO archive2 and
the AFREF archive.3 There are other GNSS network stations
in Africa that are operating but unfortunately, could not be
included due to data restriction. All openly available GNSS
data used in this paper were processed; stations less than
3 years of observations were skipped. This is slightly above
2.5 years which is the minimum amount of time required
to average out seasonal signals unrelated to the long term
motions of interest in order to obtain a good velocity estimate
(Blewitt and Lavallée 2002). There has been a rapid increase
of GNSS stations in the years from 2004 to 2019 (see
Fig. 2).

1 http://data.unavco.org/archive/gnss/rinex/obs: Date access 9th June,
2020.
2 http://afredata.org: Date access 25th August, 2020.
3 ftp://ftp.trigent.co.za: Date access 13th September, 2020.

We analyse the GNSS data in PPP mode using the GFZ’s
EPOS.P8 software, based on GFZ repro3 solution (Männel
et al. 2020). Precise point positioning (PPP) method is
a robust method that focused on the processing of mea-
surements from stand-alone GNSS receivers to compute
high accurate positions (Zumberge et al. 1997), and has
become cost effective in achieving centimeter-level accuracy.
GNSS orbit modelling, satellite clocks and Earth Rotation
Parameters (ERP) from GFZ repro3 were introduced apriori
(Männel et al. 2021). We processed zero-differenced GPS
observations using ionosphere-free linear combination with
a 5 min sampling rate, to estimate daily station coordinates
and tropospheric delays with 1 h ZTD and 24 h tropo-
sphere gradients. Phase ambiguities were not re-solved but
estimated. We applied models following the IERS 2010
Conventions (Petit and Luzum 2010) and repro3 setup.4

As the orbit products are provided in the repro3-specific
reference frame, our coordinates are determined in this
IGSR3 frame (Rebischung 2021). To ensure consistency,
GNSS phase center corrections given in igsR3_2077.atx
were applied.

These daily solutions were used to generate position
time series, which we closely inspected to identify outliers,
offsets, or discontinuities. Coordinate and data conversion
were done based on the GeodeZYX toolbox (Sakic et al.
2019). Subsequently, we used the Sari software (Santamaría-
Góm 2019), to model site positions as the sum of (1) linear
term representing secular displacement (2) offsets caused by

4 acc.igs.org/repro3/repro3.html: Date access: 15th January, 2021.

http://data.unavco.org/archive/gnss/rinex/obs
http://afredata.org
ftp://ftp.trigent.co.za
acc.igs.org/repro3/repro3.html
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earthquakes, and other effects, mostly equipment changes
and (3) periodic components. The model equation for each
of the component (east, north, up) is given below

y D a C bt C

NX

iD1

ciGi.t/ C d sin .2�t/ C e cos .2�t/

(1)

where a is the coordinate (initial position at reference epoch),
b is the linear velocity (trend), c are the discontinuities, d and
e are the annual amplitudes, t is the time epoch, G i is the
binary operator equal to zero, if t is less than zero or equal to
1, if t is greater or equal to zero, respectively. Sites, especially
those with frequent offsets, including, PRE1, PRE2, HRAO
(all in South Africa), NAZR, DAFT (all in Ethiopia) showed
too many outliers and offsets and were therefore excluded
from the final solution.

3 Results and Discussion

3.1 Raw Time Series, FUNC (Madeira Island,
Portugal) and LSMH (Ladysmith, South
African)

From the raw coordinate time series, in the north and east
components of the two stations, a linear trend is observed
with a pronounced positive slope which shows north-east
motion of 27 ˙ 0.3 mm/year. Moreover, it can be observed
that the height (up) component is quite noisier than the hor-
izontal components which are due to observation geometry.
In order to model the station trajectories, we used Eq. (1) to
estimate the linear trend, annual signals and discontinuities.
The estimated linear trend and the residual coordinates are
shown in Fig. 3 and Table 1.

As shown in Fig. 3, FUNC and LSMH move with 17–
18 mm/year towards north. The east component shows a sim-
ilar trend for both stations with a velocity of 15–17 mm/year.
We compared the velocity results computed using PPP solu-
tions with the velocity results computed using UNAVCO
plate motion calculator with respect to GSRM2.1 (Kreemer
et al. 2014) (see Table 2), though there is a difference of
1.0–1.6 mm/year and 0.9–1.3 mm/year in the north and east
direction, respectively, their difference is insignificant. For
the vertical component their velocities are 0.6˙ 0.2 mm/year
and 0.4 ˙ 0.2 mm/year, respectively. This slight motion
could be from vertical uplift movements caused by atmo-
spheric pressure variation and mass loading redistribution
of non-tidal ocean loading and soil moisture (El-Fiky et
al. 1997). The up component shows yearly variations with
deterministic model (shown in red) containing harmonics,
based on the least-squares approach. We notice in the up
components, periodic surface deformations of about 25 mm,
which are not apparent in the north and east components.
These surface deformations are believed to be due to a
large influence of non-tidal loading especially hydrolog-
ical loading (Männel et al. 2019; Liu et al. 2017). We
compared our velocity estimates against the ITRF2014 and
found only minor discrepancies of 1–0 mm/year and 0 to
�0.1 mm/year in the North and the East direction, respec-
tively.

Figure 4 shows detrended data of the two selected stations
FUNC and LSMH. The Root Mean Squares (RMS) of the
residuals, i.e. the observed minus the computed, are 4.4 mm,
8.1 mm, 8.6 mm and 2.2 mm, 6.7 mm, 7.4 mm for the north,
east and up components, respectively. We observe in Table 1
that the RMS in the north component is smaller than that of
the east components in both stations, and highest in the up
components. This is related to (1) observation geometry and
(2) that the ambiguities are not fixed (float solution), which

Fig. 3 Time series of the GNSS stations FUNC (Madeira Island, Portugal) and LSMH (Ladysmith, South African) using combined function of
linear and sinusoidal approach
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Table 1 Time series characteristics (velocities, root mean squares, and annual amplitudes for north, east and up components) for stations FUNC
and LSMH

Velocities (mm/year) RMS (mm) Annual ampl. (mm)
Station North East Up North East Up North East Up
FUNC 17 ˙ 0.1 15 ˙ 0.1 0.6 ˙ 0.2 3.4 8.1 8.6 0.9 ˙ 0.1 7.1 ˙ 0.2 3.7 ˙ 0.2
LSMH 18 ˙ 0.0 17 ˙ 0.1 0.4 ˙ 0.2 2.2 6.7 7.4 1.2 ˙ 0.2 3.5 ˙ 0.1 2.5 ˙ 0.2

Table 2 Comparison of horizontal velocities computed with UNAVCO plate motion calculator

Velocities (mm/year) computed
with model GSRM2.1 (2014)

Velocities (mm/year),
GNSS (this study) Difference (mm/year)

Station North East North East North East
FUNC 18.0 15.1 17.0 15.0 1.0 0.1
LSMH 19.6 18.3 18.0 17.0 1.6 1.3

Fig. 4 Detrended linear characteristics in time series of the GNSS stations FUNC (Madeira Island, Portugal) and LSMH (Ladysmith, South
African)

is causing a larger RMS in the east component. In addition,
considering both stations, we observed that the RMS of
station FUNC is higher in all the components than that of
station LSMH, which shows that station LSMH is more
stable to that of the station FUNC. This is most probably
related to the station monuments as FUNC is located at the
terrace of an old building whereas station LSMH is located
on a concrete block.

Figure 5 shows the horizontal velocity fields for the whole
Africa. We grouped the horizontal and vertical velocity field
estimates into different groups A, B, C, D and E as indicated
in Figs. 5 and 6, according to their velocity pattern. From
our observations, the estimated horizontal geodetic veloci-
ties show completely the same pattern, thus indicating that
African plate moves as rigid plate in north east direction with
respect to the IGSR3 reference frame with velocity field of
each group and their corresponding root mean square given
Table 3.

The mean horizontal velocity for the overall block in
north east direction is 27 ˙ 0.3 mm/year with average root
mean square residuals for north, east and up components
of 2.9 mm, 9.9 mm and 8.5 mm respectively. Looking
at B (Tanzania) and E (Benin Republic), we observe that

their horizontal velocities are the same which shows that
the two blocks are moving in north east direction at the
same rate. In addition, for group C (Kenya, Rwanda and
Uganda) and group D (Ethiopia), their velocities stand
out with a slight local velocity difference with respect
to IGSR3 due to their location on the great valley rift
(stratovolcano), as previous studies have shown that the
African continent is undergoing continuous rifting along
the East African Rift System (Ring 2014; Gaina et al.
2013). Considering group A (South Africa), stations KOKS
(Kokstad), DRBN (Durban), STAN (Stanger) and GREY
(Greytown), located in the Kwa-Zulu Natal province exhibit
different but significant vertical displacement of velocity
values of C1.5 ˙ 0.2 mm/year, C1.7 ˙ 0.3 mm/year,
C1.8 ˙ 0.3 mm/year and � 1.6 ˙ 0.3 mm/year, respectively.
Stations KOKS, DRBN and STAN all in Kwa-Zulu Natal
show uplift, which could be due to seismically active
zones (one lesser, one greater in linear extent) across the
continent ocean boundary at high angle (Hartnady 1990).
In group B (Tanzania), we observed a significant change
which probably indicates an uplift vertical displacement
of velocity field approximately ranging from �2 to
C2 mm/year; in agreement with Saria et al. (2013). As
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Fig. 5 Horizontal velocity with
respect to IGSR3 and error
ellipses of 95% confidence level

Fig. 6 Vertical velocities with
respect to IGSR3 derived from
this study
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Table 3 Horizontal and vertical velocity and the root mean square of each group according to their patterns

Group A
(South Africa) Group B (Tanzania)

Group C
(Kenya/Rwanda/Uganda Group D (Ethiopia) Group E (Benin Rep.)

Horizontal velo.
(mm/year)

25 ˙ 0.1 29 ˙ 0.1 31 ˙ 0.1 32 ˙ 0.2 29 ˙ 0.1

Vertical velo.
(mm/year)

1.3 ˙ 0.1 1.9 ˙ 0.2 1.5 ˙ 0.2 5.2 ˙ 0.2 0.4 ˙ 0.2

RMS (mm) 4.9 5.8 5.3 5.9 7.2
Ampl. (mm) 2.6 ˙ 0.2 2.4 ˙ 0.3 2.1 ˙ 0.2 2.8 ˙ 0.5 3.2 ˙ 0.5

anticipated, uncertainties expeditiously decrease with time
series length.

3.2 Euler Pole Parameter Estimation

We generated a rigid plate model by estimating plate rota-
tions (Euler poles). Hence, we group the stations according
to their location (Fig. 5), while testing the rigid plate assump-
tion. We estimate the rotation rate vector for the Nubian
and the Somalian plate and tested the significance relative to
the IGSR3 interpretation using sites outside the deformation
zones along the plate boundaries, and by excluding nearby
redundant sites (Fig. 7). Stations NAZR, DABT and HERM
were removed after outlier detection. Previous reports of
Nubian and Somalian plate uses fewer sites, so we define
a new subset of sites with a larger and better geographic
distribution (Saria et al. 2013). The angular velocity of the
Nubian plate with respect to IGSR3 (Table 4 and Fig. 7)

is close to the recent estimate of Altamimi et al. (2017).
The uncertainty associated with this new angular rotation
of Nubia with respect to IGSR3 so far is the smallest, most
likely because the solution presented in this study is based on
a larger number of GNSS sites and longer observation time
span.

Nevertheless, a significant limitation is the lack of dense,
homogeneous continuous GNSS network over most of the
Africa. With respect to stable part of Nubia, the residual
velocities as given in Fig. 7, shows regions with significant
deformation. It is expected that in the eastern part of the
East African Rift, larger residuals are observed as this region
contains various microplates (Wedmore et al. 2021). We also
observed a deviation from the plate rigidity in stations RABT,
IFR1, TETN in Morocco and MONG in Zambia with their
residual velocities tended towards SSE at average velocities
1.4 mm/year and 0.9 mm/year respectively.

For the Somalian plate, we selected 55 GNSS stations to
estimate site velocities as shown in (Fig. 1). We observed

Fig. 7 Residuals of the observed
plate-fixed velocities relative to
the modelled using the estimated
Euler Pole with respect to Nubia
and Somalian plate
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that stations in the volcanically active island Reunion (Fig.
7) have velocities that are agreeing with the rigid Somalian
and could therefore be used to define its kinematics. Stations
NEGE and ROBE (Ethiopia), located 15 km from the rift,
and MTDK (Tanzania), located 100 km from the Tanzania
Rift, are also agreeing with rigid Somalian.

4 Conclusions

In this study, we processed data of 145 stations from 2009 to
2019 with GFZ EPOS.P8 solution in PPP mode. These data
sets were taken from a geodetic network precisely designed
and surveyed to measure tectonic motion through the South
African network, UNAVCO and AFREF. The resulting coor-
dinates were used to determine the horizontal and vertical
velocity fields with respect to IGSR3. The linear trends in
the coordinate time series were estimated by fitting a trend
to the data and estimate its velocity coefficients using the
least-squares principle. We observed that Africa is moving
in north-east motion with respect to IGSR3 with the overall
horizontal average velocity field of 27 ˙ 0.3 mm/year and
with vertical uplift in Tanzania with velocity field ranging
from �2 to C2 mm/year; other regions show no significant
changes. Moreover, the present availability of geodetic sites
in Africa is not even and the intra-plate deformation at
regional or local scales with the current networks may not
be detectable.

This study provides for the entire continent of Africa the
position/velocity solution precisely expressed with reference
frame IGSR3, and hence it will serve as a base in the
contribution to the computation of the velocity field of Africa
in the determination of the upcoming African Reference
Frame AFREF and also gives a better understanding of
the African plate tectonics, that appears to be lacking in
earlier studies of the AFREF reports. Though much effort
has been made on GNSS site distribution in Africa, most
part of the African continent still remains undersampled.
Effort to augment the geodetic infrastructure is under way,
through link academic research projects, AFREF or in the
level of surveying applications. Hence, the objective of this
new data will help in the establishment and maintenance of
a unified geodetic reference network for Africa which will
serve as a fundamental basis for national reference networks
that will fully be consistent and homogeneous with the
global reference frame of the International Reference Frame
(ITRF).
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Vertical LandMotion at Tide Gauges Observed
by GNSS: A New GFZ-TIGA Solution

Benjamin Männel, Tilo Schöne, Markus Bradke, and Harald Schuh

Abstract

Long-term tide gauge records provide valuable insights to sea level variations but inter-
pretation requires an accurate determination of associated vertical land motion. Within
the Tide Gauge Benchmark Monitoring Pilot Project of the International GNSS Service
dedicated reprocessing campaigns are performed for GNSS stations co-located with tide
gauges. Based on 341 stations the GFZ contribution to the third TIGA reprocessing provides
vertical land motion rates for 230 stations at or close to recently active tide gauges. GNSS
station coordinate time series determined by using a network approach and a conventional
time series analysis show mean repeatabilities of 2.9, 3.3, and 5.6 mm for north, east,
and up coordinates. The derived vertical velocity pattern is analyzed but also compared
to the ALTIGAPS and the ULR6a solutions showing mean differences of 0.04 mm yr�1

and �0.1 mm yr�1, respectively. By correcting tide gauge records available via PSMSL for
the individual vertical station velocity including eventually velocity changes geocentric sea
level changes are determined. Compared to AVISO’s multi-mission altimetric trend map a
difference of �0.7 mm yr�1 is determined.

Keywords

GNSS � Sea level � Tide gauge � TIGA � Vertical land motion

1 Introduction

Sea level change is a major threat for the coastal commu-
nities and one of the prominent signs of global change.
Thanks to long-term tide gauge records and supported by
several space-borne altimeters since 1991, sea level changes
can be observed with high accuracy. For the past century,
Church and White (2011) estimated an absolute sea level
trend from tide gauges of 1.7˙0.2 mm yr�1 which was later
revised to 1.56˙0.33 mm yr�1 (Frederikse et al. 2020). In

B. Männel (�) · T. Schöne · M. Bradke · H. Schuh
Deutsches GeoForschungsZentrum GFZ, Telegrafenberg, Potsdam,
Germany

H. Schuh
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recent years, the global sea level change rate increased.
For example, AVISO (2021) reports a trend of 3.4 mm yr�1

based on radar altimeter data between 1993 and 2020. How-
ever, especially for coastal regions the relative local sea
level trend may differ significantly but is an important key
indicator to determine the impact on coastal regions. The
differences between geocentric and relative trends are caused
by specific environmental conditions, like differences in
water temperature, salinity stratification or coastal ocean
currents and surge but also strongly on the vertical land
motion (i.e., coastal uplift and subsidence). An extensive
review on sea level variability in coastal regions is pro-
vided in Woodworth et al. (2019). Knowing the vertical
land motion is essential to project the local and regional
sea level trends and to support societal decision-making
and effective coastal protection mechanisms (Siriwardane-
de Zoysa et al. 2021; Bott et al. 2021). According to Wöp-
pelmann and Marcos (2016) the required accuracy for ver-
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Fig. 1 Station selection: IGS14 core stations used to define the geode-
tic datum (circle) and freely estimated stations (triangle); symbol
size identifies TIGA stations, stations with closeby tide gauges and

stations without tide gauge connection; the color-coding represents the
time series length. Regions with dense stations networks are plotted
additionally: Japan (top, right), Europe (right, bottom)

tical station velocities at tide gauges is at the level of
0.5 mm yr�1.

To support the estimation of accurate vertical land motion,
the International GNSS Service (IGS, Johnston et al. 2017)
initiated the IGS Tide Gauge Benchmark Monitoring Pilot
Project (TIGA) in 2001 (Schöne et al. 2009). The main
objective, to derive vertical land motion in a well-defined
global reference frame, also includes the support of installing
and maintaining the global network of GNSS at tide gauges
and the collection of GNSS data of stations at or close to
tide gauges as well as data processing, time series analysis,
and distribution of results. Over the past 20 years, the
institutes supporting TIGA performed regularly extensive
reprocessing campaigns to derive the best possible and most
consistent time series solutions. Previous TIGA solutions
were presented for example by Rudenko et al. (2010, 2013),
Deng et al. (2016), Santamaría-Gómez et al. (2012). Within
the IGS third reprocessing campaign (repro3) a new TIGA
reprocessing effort was undertaken and supported by GFZ
and University of La Rochelle (ULR). The main motivation
of the current TIGA reprocessing was to keep the consistency
with the updated IGS reprocessing setup especially regarding
the satellite modeling as well as to extend the individual
coordinate time series to ensure up-to-date vertical land
motion estimates.

In this publication we present the GFZ TIGA contribu-
tion computed within the repro3 framework. Following this
introduction, the station selection and the applied processing
strategy is described in Sect. 2. Section 3 discusses the derive
time series and the estimated vertical velocities whereas
comparisons with sea level records and altimetric data sets

are presented in Sect. 4. Within Sect. 4 we assess also the
quality of sea level records corrected by the GNSS-based
trends. The paper closes with a brief summary and some
conclusions in Sect. 5.

2 Station Selection and Data Processing

Compared to the previous GFZ TIGA contribution (Deng
et al. 2016) with in total 794 stations a smaller station set was
defined for the GFZ contribution to the TIGA reprocessing
associated with the IGS third reprocessing campaign. In total
341 stations were selected containing 101 TIGA stations
and 153 stations co-located to tide gauges. The geographical
distribution of these stations is shown in Fig. 1. Due to the
overall distribution of GNSS stations linked to tide gauges
station clusters are visible along the European, Japanese, and
partly the North American coastlines. To ensure a reliable
definition of the geodetic datum the 66 GNSS stations
defined as simplified IGS14 core network in the repro3
station priority list1 were selected additionally (indicated
by circles in Fig. 1). Obviously, 36 of these core stations
are without connection to tide gauges and mostly located
far from coastlines. However, eight datum stations are also
TIGA stations and additional 21 are co-located with a tide
gauge. Moreover, 30 additional stations without connection
to tide gauges were processed, most of them located close
to shorelines. Exceptions are NAUS (Manaus, Brazil) which

1http://acc.igs.org/repro3/repro3_station_priority_list_060819.pdf,
accessed August 2021.

http://acc.igs.org/repro3/repro3_station_priority_list_060819.pdf
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Fig. 2 Number of stations contained in each daily solution, stations
are grouped accordingly; IGS core refers to the simplified IGS14 core
network defined in repro3

was selected for further investigations regarding loading
effects as well as WTZR (Wettzell, Germany) and ZIMM
(Zimmerwald, Switzerland), which were added for quality
control. Three other stations are located close to the Great
Lakes in North America (SAG1, STB1, WIS1). The associ-
ated station meta-data are taken from the GFZ SEnsor Meta
Information SYStem (semisys, Bradke 2020).

The number of stations processed for each day between
1994 and 2020 are presented in Fig. 2. While less than
100 stations were available for the years before 2000, this
number increased especially in 2003 with the addition of
TIGA stations from Japan. The decrease visible for the recent
years is mostly associated to the decommissioned stations
previously co-located to tide gauges and similarly visible in
the repro3 submissions (Rebischung 2021). A rather stable
number of 70–80 and 40–50 stations were processed from
2003 onwards for the TIGA and IGS core stations, respec-
tively.

For the processing, a network approach was chosen with
ambiguity fixing according to Ge et al. (2005) but without
orbit determination. Therefore, we introduced the orbit and
clock products provided in the GFZ repro3 solution (Männel
et al. 2021). The main reason for this strategy (compared for
example to the GFZ TIGA solution GT2 described in Deng
et al. 2016) was to reduce the computational and personnel
work load. To ensure consistency, the TIGA processing
strategy followed the IGS repro3 settings2 and is described
in detail in Table 1. This is especially true for the antenna
corrections where the igsR3_2135.atx file was used with
GPS transmitter offsets adjusted to the pre-launch calibrated
Galileo PCOs provided by EUSPA. The derived coordinates
are thus given in the consistently derived IGSR3 reference
frame whose terrestrial scale differs from the ITRF2014
scale by around 1.2 ppb at epoch 2010.0 plus a drift of
0.03 ppb yr�1, which corresponds roughly to 0.2 mm yr�1 as

2https://www.igs.org/acc/reprocessing/, last accessed August 2021.

Table 1 Summary of estimation and processing strategy; time span
1994–2020; GFZ software EPOS.P8 was used to process the GNSS
data

Modeling and a-priori information
Observations Ionosphere-linear combination formed by

undifferenced GPS observations
A priori products Orbits, clock corrections, Earth rotation

parameters from GFZ repro3 solution
(Männel et al. 2020; Männel et al.
2021)

Tropospheric correction Troposphere delays computed with
Saastamoinen, mapped with VMF
(Böhm et al. 2006)

Ionospheric correction 1st order effect considered with
ionosphere-free linear combination,
2nd order correction applied

GNSS phase center Corrections from dedicated repro3
ANTEX applied (igsR3_2135.atx,
http://ftp.aiub.unibe.ch/users/villiger/
igsR3_2135.atx)

Gravity potential GOCO6s up to degree and order 12 (Kvas
et al. 2019)

Solid Earth tides According to IERS 2010 Conventions
(Petit and Luzum 2010)

Permanent tide Conventional tide free
Ocean tide model FES2014b (Lyard et al. 2006)
Ocean loading Tidal: FES2014b (Lyard et al. 2006)
Atmospheric loading Tidal: S1 and S2 corrections (Ray and

Ponte 2003)
High-frequent EOP modelDesai-Sibois model (Desai and Sibois

2016)
Mean pole tide Linear mean pole as adopted by the IERS

in 2018
Parametrization
Station coordinates NNT & NNR constraints applied to 66

datum stations (reference frame
IGSR3 as described in IGS-mail 8026
(https://lists.igs.org/pipermail/igsmail/
2021/008022.html))

Troposphere 25 zenith delays; VMF; two gradient pairs
per station and day

Receiver clock Pre-eliminated every epoch
GNSS ambiguities Ambiguity fixing according to Ge et al.

(2005)
Products
Station coordinates Provided in daily SINEX files
Troposphere ZTD and gradients are provided in daily

TROP SINEX files (version 2.00)

described in IGS-mail 8026.3 In addition, only GPS was
processed compared to the three-constellation-solution of the
GFZ repro3 solution.

To describe the processed TIGA solution some relevant
indicators are discussed in the following. Figure 3 presents
the number of daily processed phase observations in the com-

3https://lists.igs.org/pipermail/igsmail/2021/008022.html, assessed
August 2021. Comparing our results given here to solutions given in
ITRF2014 includes therefore a scale difference.

https://www.igs.org/acc/reprocessing/
http://ftp.aiub.unibe.ch/users/villiger/igsR3_2135.atx
http://ftp.aiub.unibe.ch/users/villiger/igsR3_2135.atx
https://lists.igs.org/pipermail/igsmail/2021/008022.html
https://lists.igs.org/pipermail/igsmail/2021/008022.html
https://lists.igs.org/pipermail/igsmail/2021/008022.html
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Fig. 3 RMS of residuals averaged over all stations and satellites (red)
and number of processed observations per day (blue)

Fig. 4 Number of ambiguities per day (grey) and ratio of fixed narrow
(blue) and widelane (red) ambiguities

monly used ionosphere-free linear combination. Between
2008 and 2020 more than 600,000 observations were pro-
cessed daily while their overall distribution follows naturally
the characteristics of Fig. 2. For a few days the number
of observations dropped due to a rather rigorous outlier
exclusion. Additionally, the residual statistics are provided in
Fig. 3. Residuals are defined here as the difference between
GNSS observations and adjusted values in the GNSS pro-
cessing. Except for the first years the RMS computed over
all residuals within one day ranges between 7 and 9 mm. The
associated number of ambiguities, given in Fig. 4, follows the
distribution of the observations. Except for a lower fixing rate
before 2000, mostly 99% of the ambiguities are successfully
fixed during the processing. Exceptional high resolution rates
in the early years for example in 1995 are related to periods
when anti-spoofing was switched off (Steigenberger 2009).
The derived daily solutions are stored in conventional SINEX
files for a later combination. They are available for further
investigation via Männel et al. (2022).

3 Time Series Analysis

After converting the derived cartesian station coordinates
(X,Y,Z) into topocentric coordinates (north, east, up) the
time series analysis was performed using the Bernese GNSS
Software FODITS programme (Ostini 2012; Dach et al.
2015). The fully functional model was set up including
initial coordinates d0 and velocities v0, discontinuities dk ,

Fig. 5 RMS between coordinates and trajectory model (repeatabilities)
averaged daily in north (orange), east (green), and up (blue) direction

outliers sk , velocity changes vk , and components of periodic
functions pa;k;pb;k (Dach et al. 2015):

f .ti / D d0.t0/ C v0.ti � T0/

C

ndX

kD1

dk�d;k.ti / C

nsX

kD1

sk�s;k.ti / C

nvX

kD1

vk�d;k.ti /

C

npX

kD1

Œpa;kcos.!k.ti � t0// C pb;ksin.!k.ti � t0//��p;k.ti /:

(1)

Indicator functions �x describe the validity of the
corresponding components. Overall, 332 vertical time
series were reliably assessed, whereas nine stations with
less than 1000 daily coordinate estimates were excluded
from the further investigations. The averaged time series
length amounts to 5314 coordinate sets which corresponds
to around 14 years. Overall 2327 coordinate discontinuities
(i.e., on average seven per station) were found, they are
mostly caused by hardware replacements and earthquakes.
More important to vertical land motion, 275 velocity changes
are identified mostly associated with earthquakes while 145
stations show constant linear trends. Annual and semi-annual
signals were found for nearly all stations with globally
averaged amplitudes of 3.9 and 1.1 mm, respectively.
However, these amplitudes vary significantly as they
depend strongly on station specific environmental conditions
especially on non-tidal loading. As shown, for example in
Männel et al. (2019) especially continental hydrology has a
strong annual (i.e., periodic) component which needs to be
estimated in the time series analysis if corresponding loading
corrections are not considered. The remaining residuals, i.e.,
the difference between coordinate and trajectory model, is
summarized in Fig. 5 averaged over all stations. While the
corresponding RMS values (also known as repeatabilities)
are higher in the earlier years, a stable behavior with 1–2 mm
for the horizontal and 4–5 mm for the vertical component can
be noticed from 2005 onwards. The mean values averaged
over all stations per coordinate direction are 2.9, 3.3, and
5.6 mm for north, east, and up.
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Fig. 6 Vertical velocity rates for all datum (triangle) and freely esti-
mated stations (circle), velocity rates determined for periods shorter
than 2.5 yrs are not plotted. If velocity change were estimated the

velocity with the longest interval is given. Regions with dense stations
networks are plotted additionally: Japan (top, right), Europe (right,
bottom)

Figure 6 shows the vertical land motion rates estimated
for the remaining 323 stations, i.e., after removing the nine
stations with only short time series. Overall dedicated veloc-
ity patterns are visible. The formal errors are derived based
on a white and power-law noise model. Driven by glacial
isostatic adjustment (GIA) large uplift rates are visible
for many stations above 45ıN. In Fennoscanida associated
uplift rates of up to 8.2˙0.4 mm yr�1 (VAAS, Finland) and
10.5˙0.2 mm yr�1 (SKE0, Sweden) are determined. For
stations in Iceland and Greenland strong uplift is visible as
well reaching for example 12.9˙0.4 mm yr�1 (KSNB, East
Greenland), 15.0˙0.4 mm yr�1 (SRMP, West Greenland),
and 13.7˙0.2 mm yr�1 (HOFN, Iceland). Similar values
were reported in dedicated studies by Bevis et al. (2019),
Wake et al. (2016), Ludwigsen et al. (2020) and others.
Especially, in Greenland the GIA-driven viscoelastic uplift
is superimposed by a significant elastic response on the
negative mass balance of the Greenland Ice Sheet since
1992 (IMBIE Team 2020). This is visible for the long time
series of KELY (West Greenland) where we determine
a subsidence of �1.6˙0.8 mm yr�1 before 2005 (in line
with Dietrich et al. 2005) and a significant uplift of
6.6˙0.3 mm yr�1 afterwards. A similar increase is found
at KULU (East Greenland) where the uplift increased
from 3.7˙0.6 mm yr�1 to 10.0˙0.3 mm yr�1 in 2005.
While stations in Canada and Alaska are also subject to
GIA overlaying effect dominate the vertical land motion
locally. For example, stations DSL1 (�3.3˙0.2 mm yr�1)
and PBOC (�7.3˙0.3 mm yr�1) located at Prudhoe Bay
show strong subsidence related to local oil production
(Ludwigsen et al. 2020). The region around the Kenai

Fjords with stations SELD (8.4˙0.3 mm yr�1) and AC67
(8.3˙0.2 mm yr�1) are subject to strong postseismic uplift
caused by the Prince Willam Sound earthquake in 1964
(Huang et al. 2020). Strong uplift rates are present also
for southeast Alaska (AB44 with 16.6˙0.4 mm yr�1 and
AB50 with 17.5˙0.4 mm yr�1) caused by rapid viscoelastic
relaxation following the retreat of Little Ice Age glaciers
(Larsen et al. 2005). Significant subsidence rates occur along
the US coastlines of the Atlantic Ocean and Gulf of Mexico
related mostly to ground water depletion and sediment
compaction (Karegar et al. 2015, 2016). Largest values are
visible for the Mississippi delta (GRIS, �7.2˙0.1 mm yr�1)
and the New York Bay area (SHK5, �3.6˙0.2 mm yr�1).
For Japan plotted velocity rates indicate land uplift for the
northern part including Honshu while stations at Kyushu
and Shikoku show mostly subsidence. Interesting to note is
also the significant uplift signal of 24.3˙0.4 mm yr�1 for
PBRI (Andaman islands) which is related to postseismic
signal following the Sumatra earthquake 2004 (Paul et al.
2012).

To assess the derived vertical land motion, we computed
the differences between our solution and the rates
provided in the ALTIGAPS solution (Pfeffer and Allemand
2016) based on the ULR5 solution. Overall, no offset
(0.04˙0.1 mm yr�1) could be detected, however, the RMS
of all possible 137 differences reaches still 1.7 mm yr�1.
This is mostly caused by the different handling of velocity
changes in the ALTIGAPS dataset. Compared to the newer
ULR6a solution (Santamaría-Gómez et al. 2016) a difference
of �0.1˙0.1 mm yr�1 (RMS 1.7 mm yr�1) was determined.
For the previous GT2 solution (Deng et al. 2016) available
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Fig. 7 Mean sea level trend for all tide gauges corrected for the estimated vertical land motion. Regions with dense stations networks are plotted
additionally: Japan (top, right), Europe (right, bottom)

at SONEL4 we found an underestimation with respect
to ALTIGAPS (mean difference -0.3˙0.1 mm yr�1) and
ULR6a (�0.4˙0.1 mm yr�1).

4 Tide Gauge Records

An assessment of the new TIGA repro3 solution on sea
level estimates was performed based on selected tide gauges.
Overall, a distance shorter than 10 m between the tide gauges
and the GNSS stations was found for 62 stations, while
distances of larger than 1 km were found for 140 stations.
A largest distance allowed is 31 km for the tide gauge at
Helsinki (Finland, PSMSL ID 14) and the IGS station at Met-
sahovi (METS) both located at a stable craton. Revised Local
Reference (RLR) monthly data5 provided by the Permanent
Service for Mean Sea Level (PSMSL, Holgate et al. 2013)
were used to derive the local sea level trends. In summary,
258 tide gauge records were available on PSMSL for the
co-located tide gauges, with 241 records being in the RLR
format (93%). For tide gauges without RLR data, metric
data (i.e., records not adjusted to a local reference) were
applied after a careful manual screening (17 records). After
excluding 28 records where measurements ended before
1990, 230 records have been used in this investigation.
Relative sea level changes were computed using a basic
linear regression. A comparison between the derived sea

4https://www.sonel.org/IMG/txt/vertical_velocities_table_gt2.txt.
5Records in RLR format are reduced to a local reference.

level trends and values reported by NOAA6 reveals a good
consistency with an average difference of 0.1 mm yr�1 and
an RMS of 0.8 mm yr�1. Overall 76 tide gauges available
in both solutions were considered in this assessment. In
general, strong relative sea level trends are visible especially
for tide gauges in the Baltic Sea (around �7 mm yr�1), along
Alaska’s Pacific coast (up to �18 mm yr�1), at the Gulf of
Mexico (up to +9 mm yr�1).

After correcting the monthly tide gauge records for the
GNSS-based vertical land motion the associated sea level
changes were computed similar to the relative trends, i.e., by
using a basic linear regression. While changes in the vertical
land motion were considered as recommended by Klos et al.
(2019) the GNSS-based velocities were extrapolated back in
time for correcting the full tide gauge record. This strategy
is discussed in more detail in Wöppelmann et al. (2007). In
addition, for a few tide gauge records discontinuities had to
be introduced. As pointed out by Rudenko et al. (2013) trend
changes for January 1998 and 2009 had to be considered
for the tide gauge at Churchill (Canada, PSMSL 447) to
account for increase discharge into Hudson Bay. Related
to groundwater removal a velocity change was set up for
February 2003 for the tide gauge Hillarys (Australia, PSMSL
1761). For Aomori (PSMSL 1092) and Ogi (PSMSL 1344),
both located in Japan, discontinuities related to the Tohoku
earthquake (March 2011) were set up. Figure 7 shows the
derived geocentric mean sea level trends for all considered
tide gauges. For most of the tide gauges positive trends, i.e.,
increasing geocentric sea level can be noticed. The spatial

6https://tidesandcurrents.noaa.gov/sltrends/mslGlobalTrendsTable.
html, accessed August 19, 2021.

https://www.sonel.org/IMG/txt/vertical_velocities_table_gt2.txt
https://tidesandcurrents.noaa.gov/sltrends/mslGlobalTrendsTable.html
https://tidesandcurrents.noaa.gov/sltrends/mslGlobalTrendsTable.html
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variability between the trends of individual stations in terms
of RMS is 2.0 mm yr�1 (which is significantly smaller than
for the relative sea level with a variability 3.3 mm yr�1).
Negative trends at some stations are caused by local effects.
For example at Porto Garibaldi a relative sea level trend of
+1.0 mm yr�1 is determined from the RLR data. However,
after considering the local subsidence rate of �3.2 mm yr�1

the geocentric sea level trend results to �2.2 mm yr�1 which
agrees to the finding of Meli et al. (2021).

Based on AVISO’s multi-mission altimetric trend map
(AVISO 2021) the derived tide gauge trends were com-
pared to the closest grid point. Overall, a difference of
�0.7 mm yr�1 shows systematic smaller trends observed by
the tide gauges which could be related to the different time
periods as the altimetry covers only the time between 1993
and 2020. For this period AVISO reports a global trend of
3.4 mm yr�1 compared to 2.3˙0.1 mm yr�1 averaged from
the 230 tide gauges considered in this study. The global
trend derived from tide gauges increases to 3.0˙0.2 mm yr�1

if considering only data records between 1993 and 2020.
Correspondingly, the difference to the AVISO map decreases
to 0.2˙0.2 mm yr�1. The individual differences have an
RMS of 2.5 mm yr�1 showing the discrepancy between local
tide gauge observations and multi-mission altimetry. Com-
paring our solution with the previous GT2 solution (Deng
et al. 2016), we found a comparable difference to AVISO
of �0.6 mm yr�1, but with GT2 having a larger RMS of
3.2 mm yr�1.

5 Summary and Conclusions

Estimating vertical land motion is important to transfer rela-
tive sea level measurements at tide gauges into geocentric sea
level trends. With the IGS TIGA project vertical land motion
patterns are determined based on co-located GNSS stations.
In the framework of the third IGS reprocessing campaign
we processed long-term observations for 341 GNSS stations
globally distributed and mostly located at or close to tide
gauges. Based on a network approach and subsequent time
series analysis vertical velocities were estimated for 230
recently active tide gauges. The repeatabilities of the GNSS
time series are 1–2 mm for the horizontal components and
4–5 mm for the vertical. After assessing the GNSS-based
vertical land motion estimates they were used to compute
geocentric sea level trends. Comparing the derived sea level
trends to AVISO’s multi-mission altimetric trend map reveals
an overall difference of �0.7 mm yr�1 (0.2 mm yr�1 for tide
gauge data to 1993–2020).
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Abstract

The objective of this paper is to introduce CyCLOPS, a novel strategic research infrastruc-
ture unit, and present its current progress of implementation, and integration in the National
geodetic, geophysical and geotechnical infrastructure of the government-controlled areas of
the Republic of Cyprus. CyCLOPS is co-funded by the European Regional Development
Fund and the Republic of Cyprus through the Research and Innovation Foundation under the
grant agreement RIF/INFRASTRUCTURES/1216/0050. CyCLOPS is developed via the
collaboration of the Cyprus University of Technology (CUT) and the German Aerospace
Center (DLR), and supported by the Cyprus Geological Survey Department and the
Department of Lands and Surveys. The main objective of CyCLOPS is to establish
an integrated infrastructure for space-based monitoring of geohazards using the most
prominent earth observation technologies (EO), such as GNSS and InSAR. Furthermore, the
infrastructure will densify and form the backbone for the definition of the next generation
national datum of the Republic of Cyprus. Eleven Tier-1/2 state-of-the-art GNSS CORS,
precise weather stations, tiltmeters and specifically designed InSAR triangular trihedral
corner reflectors will be deployed, in a collocated fashion, at selected locations throughout
the government-controlled areas of Cyprus. The collocated configuration will be established
and installed to be compliant with the most stringent CORS monumentation specifications,
support all current GNSS constellations and SAR missions. Finally, one of CyCLOPS’
fundamental aims is to actively contribute to the on-going efforts and growing demand for
more precise positioning services and high-quality modern reference frames, in conformity
with the recommendations of the UN-GGIM (and its Subcommittee of Geodesy) to establish
and enhance national geodetic infrastructures to support the sustainable management of
geospatial information on the changing Earth.
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1 Introduction

Ground deformation may occur for natural or anthropogenic
reasons and results in coordinate shifts that impact geodetic
infrastructure. Tectonic plate motion is concerned primarily
with horizontal surface movements, although local defor-
mation may result in considerable vertical movements that
impact the vertical datum (Fuhrmann et al. 2018).

Various approaches, such as space-based, airborne, ter-
restrial geodetic, and geotechnical techniques, can be used
to analyze ground deformation and surface displacement
in cases of landslides and ground subsidence. The assess-
ment of landslide monitoring methods indicates that only
space-based technologies (i.e., GPS/GNSS, InSAR) achieve
high accuracy and precise 3D displacement determination
with increased spatial resolution when used in an integrated
approach (Kakoullis and Danezis 2020).

GNSS enable mm-level absolute accuracy deformation
determination of a single point on the physical surface
(Staudacher and Peltier 2016). On the other hand, InSAR
provides mm- to cm- level relative accuracy deformation
products (i.e. displacement and velocity), with respect to
a reference point that is considered to be fixed, covering
wide areas and not single points on the surface of the Earth
(Balss et al. 2018; Zhao et al. 2019). Nevertheless, since
the actual behavior of the reference point is unknown, the
persistent scatterers’ geolocation typically only reaches a
sub-metre level of precision, frequently missing a connection
to physical objects on the Earth’s surface (Czikhardt et al.
2021).

InSAR calculates the rate of change in the slanted line
of sight (LoS) of the satellite at regional level with spa-
tial resolution up to 10 m. Due to the generally steep
incidence angle of the SAR satellite sensor, the LoS is
particularly sensitive to vertical land displacement; it also
incorporates any displacement in the east-west direction
as a result of the near-polar orbital plane of SAR satel-
lites. GNSS is more sensitive to detecting horizontal dis-
placements at both the east-west and north-south direc-
tions (Parker et al. 2017a) and estimates vertical land dis-
placement in terms of ellipsoidal heights at discrete posi-
tions.
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Precise deformation monitoring applications using SAR
acquisitions require data calibration, which is divided to
internal and external calibration. The internal calibration
revolves the assessment of radar performance using
internally generated calibrated signal sources, which may
be derived from pre-flight tests (Freeman 1992). The
external calibration uses ground targets of known backscatter
coefficient (e.g. Corner Reflectors) to ensure an end-to-
end SAR system calibration. External calibration aims to
convert the pixel intensity of a feature in an image to a
physical quantity such as the Radar Cross Section (RCS).
This is achieved through the calculation of a calibration
coefficient by the radiometric measurements obtained
from Corner Reflectors (CRs). Evidently, when CRs co-
locate with a CORS, the calibration process will lead to
more effective estimation of interferometric phases, and
thus more reliable deformation products (Garthwaite et al.
2015).

InSAR deformation trends are two-dimensional, while
GNSS provide displacement trends in 3D. However, a
GNSS-estimated displacement refers to a single point on
the physical surface, whereas InSAR offers deformation
products of superior spatial resolution (Del Soldato et al.
2021). Hence, GNSS and InSAR can be combined and
complement each other by designating a known deformation
rate computed by means of GNSS to an InSAR 2D image
pixel value and, therefore, assign both products to the same
reference. Furthermore, InSAR can only measure surface
deformation, whereas GNSS displacement trends are mainly
estimated using monuments with very stringient stability
specifications, anchored in stable geological background
(e.g. bedrock) i.e., below the surface of the Earth.

Many governments and organizations have established
space-based deformation monitoring systems, such as CORS
networks. However, only a few organizations (e.g., AGOS)
have established integrated CORS and CR arrays, which
geospatial and geophysical institutions widely regard as
the most effective approach of monitoring solid earth pro-
cesses and natural hazards. The Cyprus Continuously Oper-
ating Natural Hazards Monitoring and Prevention System,
abbreviated CyCLOPS, is developed in Cyprus from the
CUT Laboratory of Geodesy in collaboration with German
Aerospace Center (DLR) and is supported by the Cyprus
Geological Survey Department, the Department of Lands and
Surveys, theMinistry of Defence, the Electricity Authority of
Cyprus, the Association of Rural and Surveying Engineers,
and the European Plate Observing Systems (EPOS). It is
noted that the infrastructure is co-funded by the European
Union Regional Development Fund and the Republic of
Cyprus via the national Research and Innovation Founda-
tion.

CyCLOPS was established under a twofold perspective:
(a) to become the first dedicated strategic research infras-
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Fig. 1 The components of CyCLOPS (Danezis et al. 2019)

tructure for monitoring geohazards in Cyprus utilizing an
integrated GNSS C InSAR approach, and (b) to form the
backbone of the national geodetic infrastructure. Regarding
the latter, its Tier-1/2 GNSS CORS will be the ones that will
tie the new datum to the international and regional frames,
yielding a new modern and kinematic national coordinate
reference frame. Evidently, the utmost objective of this unit
is to promote the recommendations of the UN-GGIM on
the establishment and modernization of national geodetic
infrastructures towards a changing Earth.

2 The Architecture of CyCLOPS

CyCLOPS comprises two components (Danezis et al.
2019), the architecture of which is illustrated in Fig.
1:
1. The multi-parametric network (MPN), which contains all

the heterogeneous sensors, and
2. The Operations Centre (OC), which is responsible for

managing, storing, and processing all the incoming infor-
mation.

The MPN consists of the Permanent Segment (PS) and the
Mobile Segment (MS). The PS includes permanent sites
with a collocated configuration of one Tier-1/2 specifications
GNSS CORS and two CRs in opposite facing configuration
to accound for both the ascending and descending passess of
SAR satellite constellations per site. To date, a total number
of six (6) permanent sites have been established throughout
the government controlled areas of the Republic of Cyprus
(see Fig. 2).

The MS is consisted of five (5) GNSS mobile stations
deployed in areas of interest (AOI), which have already
suffered the impact of natural and anthropogenic hazards.

2.1 The Permanent Segment (PS)

Among of the most apparent CORS applications is the
monitoring of crustal motion, which necessitates a high
level of accuracy and precision on a continuous basis. To
reduce GNSS signal distortion and increase the quality of
calculating positions, IGS, EPN, and UNAVCO have imple-
mented strict instrumentation and monumentation require-
ments (IGS 2007; NGS 2018; EUREF Permanent GNSS
Network Central Bureau 2022). The exact locations of the
six (6) permanent sites were carefully chosen via a semi-
automatic multi-criteria GIS-based methodology developed
by the CUT Laboratory of Geodesy. Note that all sites were
in close proximity with stations of the national seismological
network to (a) ensure the existence of the required geological
background (i.e. bedrock) and (b) augment the existing
network of seismographs with GNSS and CRs and, hence,
form supersites for monitoring solid earth processes.

2.1.1 GNSS StationMonumentation
Two types were adopted for the monumentation of GNSS
CORS; the shallow drilled braced monument type (SDBM)
and a specifically designed stainless-steel truss, which
provides sub-millimetric vibration at extreme environmental
conditions. The SDBM is categorized by UNAVCO as one
of the two monument types (along with the deep drilled
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Fig. 2 Site Locations of the
Permanent Segment. Green
triangles indicate the reference
stations (Kakoullis et al. 2022)

Fig. 3 The shallow drilled braced monument type used in the
CyCLOPS PS

braced monument type for looser soils) with the highest
degree of stability compared to traditional approaches (e.g.
concrete pillars). In our case the SDBM (UNAVCO 2010)
was implemented using four solid stainless-steel rods (304)
to form a quadpod (see Fig. 3). Each rod was anchored
at a drilling depth of 2 m using one of the highest-quality
epoxy resins currently available in the market. The SDBM
monument type was chosen at locations where bedrock
lies on the surface or at depths up to 0.5 m below, taking
all precautions to mitigate thermal effects. Towards this
direction, all rods have been electrostatically painted using
special paint for stainless-steel structures.

In cases where solid bedrock was located at a greater
depth ( 1 m), a different approach was chosen; a reinforced
concrete foundation was installed between the monument
and the bedrock. First, the foundation was anchored on
the bedrock. Consequently, a specifically designed 3 m-tall
metallic truss was anchored in the foundation (see Fig. 4).
Again, all parts of the metallic truss were made of stainless-
steel (304), and they were also coated with electrostatic paint.
The structural design of the truss enables sub-millimetric
vibration at extreme wind conditions, such as wind speeds
of 140 km/h.

In all cases, GNSS antennas were mounted on SCIGN
mounts, which represent the highest standard for the
installation of GNSS antennas on permanent monumentation
(UNAVCO 2014).

It is noted that the GNSS CORS infrastructure is hosted
in secured sites in government-controlled areas of Cyprus. In
all cases, appropriate fencing is installed to prevent unautho-
rized access to the equipment and minimize station distur-
bance upon installation.

2.1.2 CRMonumentation
Apart from the GNSS CORS, each site of the permanent
segment features two (2) corner reflectors. Specifically,
our six sites were equipped with two triangular trihedral
CRs, with a side length of 1.5 m, in an opposite-
facing configuration for ascending and descending mode,
respectively. The CRs were saught to be located in areas of
low backscatter coefficient (�0 � sigma nought), at a distance
greater than 30 m away from the GNSS antenna, with no
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Fig. 4 The stainless steel truss monument type specifically designed
for the stability requirements of the CyCLOPS permanent segment

inter-visibility to mitigate unwanted multipath effects in
GNSS observations (Parker et al. 2017b).

The base of each CR was positioned on top of a thin layer
of reinforced concrete, which was founded over bedrock.
The CR anchoring was carried out using three tall anchors
to ensure bedrock penetration and their fastening was done
using the same quality epoxy resin as in the case of GNSS
CORSmonumentation. Furthermore, appropriate wood fenc-
ing was installed to minimize CR disturbance from animals
(see Fig. 5).

2.1.3 MPN Intrumentation
As shown in Table 1, each station of the MPN includes state-
of-the-art geodetic-grade GNSS antennas and receivers,
collocated with precise meteorological instrumentation
(weather station) and very sensitive tiltmeters. The
configuration is powered by solar panels, gel batteries and
charging balancers to provide sufficient power supply, even
during periods of sunlight absence, and enable seamless
operation of all sensors.

Fig. 5 The installation of a permanent CR

Table 1 Instrumentation of the CyCLOPS MPN

Equipment Model

GNSS Antenna: Trimble
®
GNSS-Ti v2 Choke ring

(individually calibrated by GeoCC)
GNSS Receiver: Trimble

®
Alloy GNSS receiver

Weather Station: VAISALA PTU307
Tiltmeter: Jewell D711-A-S

The GNSS receiver model that powers both the PS and
MS is the Trimble

®
Alloy. The latter supports high-rate signal

tracking, at 100 Hz to monitor high-frequency ground motion
signals and support real-time formats for observable output
(i.e., CMR, CMRPlus, CMR X, GAGAN, RTX, RTCM 2.x,
RTCM 3.x SDCM). Moreover, the specific receiver features
an on-board absolute precise point positioning (PPP) cababil-
ity, which can estimate its absolute position with centimeter-
lever accuracy in real-time (Trimble 2020).

The GNSS antenna, which powers both the PS and the
MS is the Trimble GNSS Ti-v2 choke ring geodetic grade
antenna. The later includes elements with very stable phase
centers and appropriate technology to achieve effective mul-
tipath rejection, ensure seamless data acquisition, and enable
displacement monitoring at the millimeter-level. The antenna
is protected by a suitable radome, which covers both the
element and the ground plane. The radome used in both
the PS and the MS antennas is the SCIGN short radome
type. Note that each antenna has been individually calibrated
by GeoCC (supporting all GNSS) for the most accurate
determination of its phase center and to be aligned with the
IGS specifications for Tier-1 permanent stations (IGS 2015).
Similarly to the Alloy receiver, the antenna design is future-
proof by supporting all available and planned GNSS signals
(Trimble 2017).

The weather station used in CyCLOPS is the Vaisala
PTU307 integrated transmitter, which can record temper-
ature with an accuracy of ˙0.2 ıC, barometric pressure
at an accuracy of ˙0.10 hPa, and relative humidity with
accuracy ˙1%. Furthermore, all sensor probes are housed
in a specifically designed solar radiation shield to minimize
temperature effects on pressure measurements. The specific
configuration is the apparent choice for outdoor and demand-
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ing environments. Note that all sensors are fully compliant
with the EPN guideline (EUREF Permanent GNSS Network
Central Bureau 2022; Vaisala 2019). The position of the
meteorological station with respect to the GNSS antenna has
been determined using precise digital leveling. Finally, the
weather station is connected to the station’s communication
infrastructure to relay information to the OC at regular
intervals. In total, eleven (11) weather station unit support
CyCLOPS.

The great sensitivity of electronic tiltmeters enables the
detection of micro-displacements that would otherwise be
undetected by other monitoring sensors, such as GNSS
or InSAR. In any case, tiltmeters should be an integral
component of a geodetic monitoring system because of
their low cost and great sensitivity (Battaglia et al. 2021).
Each CyCLOPS site is augmented by one (1) high-precision
tiltmeter (Jewell D711-A-S), which has been clamped on
the center pole of the monumentation to record even the
smallest tilt deflection and check the stability of the reference
station monumentation. Again, the tiltmeter is connected
to the station’s communication infrastructure to transmit
information to the OC for further processing.

The station telemetry is established via appropriate
wireless communication infrastructure of high bandwidth
(Air2Fiber) to transmit sensor information to the OC in
real-time.

The receivers, loggers and routers are housed in a specifi-
cally designed highly-durable IP65 enclosure made of stain-
less steel 1.4301 (ANSI 304) to widthdstand extreme weather
conditions (both heat and cold). The enclosure design is
intended to support both permanent and mobile configura-
tions. The internal design features an integrated air venti-
lation system comprised of fans, temperature sensors and
air holes to maintain internal temperature at low levels,
especially during summer.

The power supply of the entire configuration is based on a
solar power integrated solution. This was deemed necessary
since most sites are located in remote areas without the
possibility of direct AC power supply. Thus, the enclosure
supports a solar panel and accommodates six large 110 Ah
GEL batteries to enable at least 5 days of power supply in
the absence of sunlight. The solar panels are mounted on the
enclosure via removable level arms and offer 360 W/24 V
capable of charging the aforementioned batteries (see Fig.
6). Furthermore, the power supply system is empowered by
a power telemetry system and a charging balancer to prolong
battery life. The energy telemetry system offers real-time
information on solar panel performance and can provide
on-time notifications in case of panel malfunction or theft.
Moreover, the system enables a remote power-down capa-
bility to deal with potential equipment reboot issues, avoid
unecessary on-site presence of technical personel, especially
in cases of remote sites.

Fig. 6 The integrated enclosure—solar panel configuration used in
CyCLOPS permanent and mobile stations

Fig. 7 The triangular trihedral Corner Reflector (CR) type deployed at
the CyCLOPS permanent sites

2.1.4 Corner Reflectors
The triangular trihedral corner reflectors that were installed
in the PS were constructed in collaboration with the German
Aerospace Center (DLR) in order to be used in monitoring
and calibration operations. The design of the CRs offers
orientation flexibility of 0ı–360 ı in azimuth and �10ı to
45ı in terms of elevation. Consequently, they support every
available space-based SAR constellation from Sentinel-1 to
CosmoSkymed and TerraSAR-X. The CRs are made of high-
grade alluminum coated with special paint to maximize radar
backscatter (see Fig. 7). Furtheremore, each plane has been
precisely levelled with a tolerance of less than˙2 mm, which
has been verified with laser tracker measurements to enable
maximum phase center stability.

Note that each CR was levelled and oriented using a
Brunton

®
Axis Transit precise compass (˙0.5ı) to achieve

the highest degree of visibility and radar cross-section (RCS)
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Fig. 8 (a) The levelling and orientation of CRs and (b) the anchoring
of the CR permanent marker i.e., its reference point

values from SAR satellites according to pass direction
(ascending or descending). The CRs are currently oriented
towards Sentinel-1 satellites. Furthermore, at each CR,
a permanent marker, also anchored into bedrock, was
established for the precise determination of the position of
its reference point and the estimation of local ties thereafter
(see Fig. 8). Special attention was given so that the marker
enables the conduct of terrestrial geodetic measurements
using high accuracy prisms.

2.1.5 Collocation of GNSS and Corner
Reflectors

The collocation of GNSS antennas and CRs promotes SAR
performance by providing it with useful geodynamic and
atmospheric corrections and enables the application of addi-
tional techniques in monitoring and calibration activities.

The collocation GNSS and InSAR CRs is mandatory to
perform an accurate datum connection. Hence, installing
artificial persistent scatterers—such as corner reflectors—
next to the GNSS antennas and calculating the persistent
scatterers’ phase center ensures that the relative displacement
is negligible (Mahapatra et al. 2017).

CRs can be identified in image pixels and are mostly used
as permanent ground control points for InSAR, with phase
and amplitude stability, in the time domain (Ferretti et al.
2001; Fotiou and Danezis 2020). Therefore, the CRs can
be used as benchmarks in the frame of a geodetic network
based on the geodetic datum’s dynamic behavior (Garthwaite
2017).

As mentioned earlier, in the case of CyCLOPS, two CRs
were installed per PS site. The collocation was carried out

Fig. 9 The collocation of a GNSS CORS and a corner reflector
(descending mode) in the ALEV site

taking into account various parameters affecting both SAR
and GNSS, such as sky visibility, GNSS/CR line of sight,
the value of backscattering coefficient (¢0), terrain slope,
aspect and many more. All these parameters were processed
in the framework of a semi-automated multi-criteria GIS-
based methodology to derive the most suitable and efficient
locations for both GNSS antennas and CRs. An example of
the collocation can be seen in Fig. 9.

2.2 TheMobile Segment (MS)

The MS monumentation is designed with utmost objective
to be easily deployed in areas of interest (AoI). Conse-
quently, the GNSS antenna is mounted on a specifically
designed stainless circular hollow section (CHS) pole, which
is anchored into the ground (see Fig. 10). The pole is
mounted vertically and bolted with six screw-pins, which
are installed in drilled holes and epoxied to a depth up
to 20 cm. This design enables quick levelling of the pole,
similarly to a tribrach approach. The pole’s diameter is
15 cm and its height is 2 m. Additionally, two inlets have
been fabricated on the CHS; one at the upper level and
the other at the bottom. These inlets allow the pole to be
internally filled with oil, which minimizes thermal expansion
effects. Furthermore, the pole features a custom base for the
accommodation of the digital tiltmeter, which monitors the
stability of the mobile configuration. Finally, at the top of
the pole, a specific hydraulic bolt has been welded to enable
the installation of the SCIGN mount and, hence, the GNSS
antenna.

In all cases, cables are protected via a pliable conduit ideal
for outdoor exposed installations due to its resistance to UV
radiation, extreme weather conditions and rodents resistance.
Note, that the same type of conduit is used in every exposed
cable for all sensors of the MPN. The design of the mobile
stations has been carried out and fine-tuned in collaboration
with JGC Geinformation Systems SA. Furthermore, each
MS station is equipped with the same weather station and
tiltmeter as in the case of the PS sites.

Apart from the GNSS mobile stations, the MS is aug-
mented by a tactical-grade Unmanned Airborne System
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Fig. 10 The mobile segment of
CyCLOPS

(UAS), the SenseFly eBee X RTK, for mapping large areas,
and derive precise digital terrain models, which are used
in various phases of the processing chain. Finally, the MS
includes a precise laser scanner, the Leica C10, to precisely
model areas of interest.

2.3 The Operation Center (OC)

The operation center (OC) is comprised of the necessary
IT infrastructure to achieve increased computing perfor-
mance, adequate storage and system redundancy (availabil-
ity). Therefore, a virtualized and highly compartmentalized
IT architecture was chosen. The basic system includes two
identical physical machines (hosts), which offer in total
768 GB of RAM and 128-vcores. The hosts are connected
to a Storage Area Network (SAN), with dual RAID con-
trollers for system redundancy. Furthermore, the OC features
a secondary backup layer i.e., a Network Attached Stor-
age (NAS) device with redundant power supply to enable
storage redundancy via enterprise-grade backup software.
The IT infrastructure is installed in a dedicated cabinet
at the Cyprus University of Technology Data Center (Fig.
11).

The overall system is highly compartmentalized
and designed with utmost objective the uninterruptible
operation of all modules without internal interference

or interdependence. Therefore, each operation (module)
is assigned to dedicated virtual machines (VMs) or
dockers. The software that handles the operation of the
GNSS stations, the storage of the incoming information
(GNSS, meteo and tiltmeter observations) is Trimble

®
Pivot

Platform (TPP). Through TPP, CyCLOPS provides single-
base and network RTK services, and will augment and
improve the accuracy and reliability of the national GNSS
infrastructure.

The OC features a dedicated atmospheric monitoring
service, which provides temporal information on critical
measures, such as the Integrated Precipitable Water Vapor
(IPWV) and Total Electron Content (TEC), the I95 index and
the predicted ionospheric and geometric errors (see Fig. 12).

GNSS post-processing operations are carried out
in a separate VM, where AIUB Bernese GNSS and
NASA’s GipsyX coexist to handle various scenarios, such
as network adjustment and estimation of deformation
products. Similarly, SAR, UAV, LAS processing and GIS
operations are assigned to separate VMs. Finally, the OC
features a GIS web server to visualize and disseminate
services regarding the deformation results, and hazards
risk maps along with a in-house developed crowdsourcing
app focused on disaster risk reduction. All elements,
communicate with a database server, which stores and
populates the processing results and the relavant geospatial
information.
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Fig. 11 The diagram of the OC’s internal architecture

3 Initial Processing Results

The preanalysis and initial processing of the CyCLOPS
CORS were carried out along with 19 GNSS reference sta-
tions from the EUREF Permanent GNSS Network (EUREF
Permanent GNSS Network Central Bureau 2022). Note that
most of these stations also belong to the International GNSS
Service network (Dow et al. 2009). The double-difference
strategy (e.g. (Hofmann-Wellenhof et al. 2012; Teunissen
and Kleusberg 2012) was then applied for the daily GNSS
data processing via the Bernese GNSS software 5.2 (Dach et
al. 2015). The processing strategy was performed following
the EUREF guidelines (Legrand et al. 2021) and running
a modified version of the RNX2SNX script. Details of the
GNSS processing options are given in Table 2.

Some preliminary results on the precision of the
daily solutions are presented for a time span of 18 days
(15/09/2021–02/10/2021), firstly, via the RMS of the
Helmert transformation residuals applied between the
estimated stations coordinates and those provided by the
IGb14 solution (see Fig. 13) and, secondly, with the help
of the a-posteriori variance factor obtained by each daily
network adjustment (see Fig. 14).

Some preliminary results regarding the preprocessing of
the GNSS stations are shown with the help of boxplots in
Figs. 15 and 16. The RMS of the Single Point Positioning
(SPP) solution for each CyCLOPS CORS is illustrated In
Fig. 15, whilst in Fig. 16 the number of tracked satellites
(GPS C GLN) per day for the same stations is presented.
These indicators were estimated form the same time span of
data (15/09/2021–02/10/2021).
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Fig. 12 A snapshot of the
CyCLOPS’ dedicated
atmospheric service (Date:
07.05.2021 – 10:00)

Table 2 GNSS Data Processing options

Basic observable GNSS carrier phase. Code only for receiver clock sync and ambiguity resolution. Melbourne-Wubbena
widelane method.

Elevation cut-off angle 3 deg., elevation-dependent weighting (cosz).
Data sampling 30 s and 180 s in final solution.
Modeled observable Ionosphere-free linear combination of double-difference carrier phase.
Ground/satellite APC calibration Absolute antenna phase Centre corrections (igs14.atx).
Tidal displacements IERS 2010 conventions (solid earth tides).FES 2004 (ocean loading corrections).No atmospheric loading

corrections.
Satellite/receiver clock Satellite clock biases eliminated by double-differences.Receiver clock corrections estimated in pre-processing

using code observations.
Orbits and ERPs IGS final GPS/GLONASS orbits & ERPs.
Ionosphere First-order ionosphere delays eliminated by forming ionosphere-free L1/L2 linear combination.Higher-order

ionosphere corrections are applied.Regional ionosphere maps were used to increase the number of resolved
ambiguities in the QIF, L5/L3 and L1/L2 ambiguity resolution.

Ambiguity resolution Ambiguities are resolved in baseline-by-baseline mode:Melbourne-Wubbena approach (<
6,000 km)Quasi-ionosphere-free (QIF) approach (<2,000 km)Phase-based widelane/narrowlane method
(<200 km)Direct L1/L2 method, also for GLONASS (<20 km)GLONASS is considered for ambiguity
resolution (<2,000 km).

Troposphere Dry GMF (prior model), estimation of hourly zenith delay corrections for each station using wet
GMF.Horizontal gradient parameter estimated/day/station (Chen-Herring).

Reference frame IGb14, no-net translation conditions on ref. station coordinates (IGb14.snx)
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Fig. 13 The a-posteriori
variance factor of the daily GNSS
network adjustments

Fig. 14 RMS of the Helmert
transformation residuals between
the estimated coordinates of the
network and those derived from
the IGb14 solution

4 Summary

This paper summarizes the current status in the implemen-
tation of CyCLOPS, a national strategic research infras-
tructure unit established by the Cyprus University of Tech-
nology department of Civil Engineering and Geomatics.
CyCLOPS is the first strategic infrastructure in the region,
which combines permanent GNSS stations with SAR Corner
Reflectors with a national coverage. All GNSS permanent
stations have been installed and instrumented by embracing

requirements for Tier-1/2 stations as set by IGS, UNAVCO
and EPN. The corner reflectors have been designed and
installed based on equally strict criteria in collaboration
with the German Aerospace Center (DLR). Finally, the
unit is powered by an IT infrastructure that handles pro-
cessing of the incoming information and dissemination of
the results via suitable web services. CyCLOPS will aug-
ment the national geodetic infrastructure by providing accu-
rate and reliable positioning services and form the back-
bone for the next generation datum of the Republic of
Cyprus.
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Fig. 15 RMS of the Single Point Positioning solutions

Fig. 16 Number of tracked
satellites (GPS C GLN) per day
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Dilution of Precision (DOP) Factors for
Evaluating Observations to Galileo Satellites
with VLBI

Helene Wolf, Johannes Böhm, Matthias Schartner, Urs Hugentobler,
Benedikt Soja, and Axel Nothnagel

Abstract

Installing a VLBI transmitter on Galileo satellites will allow observing satellites in parallel
to quasars with Very Long Baseline Interferometry (VLBI) telescopes. This offers a
variety of new applications such as the direct determination of the absolute orientation
of the satellite constellation with respect to the International Celestial Reference Frame
(ICRF) and the improvement of the Terrestrial Reference Frame (TRF) exploiting the
possibilities of direct high precision tying of the different space geodetic equipment. In
preparation of these observations by enhancing the capabilities of the VLBI scheduling
program VieSched++, we perform an evaluation study of observations of a Galileo satellite
employing Dilution of Precision (DOP) factors. The idea is to introduce DOP factors in the
decision process of VieSched++ after a thorough assessment of DOP factors for individual
parameters. In our study, we choose an existing network of VLBI Global Observing
System (VGOS) type telescopes for observing Galileo satellite GSAT0212 within a 24 h
arbitrary session. Preparing the DOP factor analysis, we first carry out a theoretical study
to investigate the VLBI sensitivity to satellite orbit displacements in the local orbital
frame with normal (radial), tangential and cross-track direction. This analysis shows that
the highest sensitivity of a satellite observation is that of the tangential component if the
direction of the satellite track is parallel to the direction of the observing baseline. A satellite
observation is most sensitive towards the cross-track component if these two directions
are orthogonal to each other. The DOP factor analysis itself is performed separating the
satellite position again into its three components and adding a separate DOP factor for
the UT1-UTC (dUT1) parameter. The periods, where satellite observations are possible,
were determined using VieSched++. At a later stage, these DOP factors will be used as an
optimization criterion for the scheduling process. The DOP factors of potential observations
from the chosen VGOS network to GSAT0212 reach minimum DOP values of 27.13 in
normal, 1.49 in tangential, and 1.67 in cross-track direction and 0.45 for determining
dUT1. With these results, which have confirmed intuitive considerations on the relative
magnitudes, we have laid the groundwork for using DOP factors as driving criteria in the
scheduling process of Galileo satellites embedded in regular VLBI observations of quasars.
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1 Introduction

Very Long Baseline Interferometry (VLBI) is a space
geodetic technique which is contributing in the determination
of the International Terrestrial Reference Frame (ITRF)
(Altamimi et al. 2016) and is determining the International
Celestial Reference Frame (ICRF; Charlot et al. 2020) and
is uniquely able to provide the full set of Earth Orientation
Parameters (EOP; Petit and Luzum 2010) by observing
very distant radio sources. The mounting of a VLBI
transmitter on board of Galileo satellites would allow to
observe both, quasars and satellites, with VLBI telescopes
in parallel (Fig. 1). This will bring new opportunities for
improvements in the above products along with some
challenges in the overall realization. To observe geodetic
satellites with radio telescopes employed for routine geodetic
VLBI observations, it is necessary that the satellites transmit
signals that mimic the emission of quasars and other compact
extra-galactic radio sources. This raises questions about
technical aspects of generating and emitting an artificial
signal on Galileo satellites for VLBI observations and the
successful observation and correlation, as already discussed
in McCallum et al. (2016) and Jaradat et al. (2021).

Observations to satellites with VLBI antennas bring a
variety of new opportunities as they enable the connection
of the satellite positions with the celestial reference frame.
This allows the determination of the absolute orientation
of the satellite constellation with respect to the ICRF and
the comparison of the satellite’s position with the posi-
tion obtained by using other space geodetic techniques.

Fig. 1 Illustration of observations to satellites and quasars with VLBI
telescopes

Connecting the geodetic techniques on satellites via space-
ties enables an improved determination of the Terrestrial
Reference Frame (ITRF), provided the tie vectors on the
satellites are measured and known with utmost accuracy.

So far only few experiments have been conducted tracking
a satellite with VLBI by either directly observing Global
Navigation Satellite System (GNSS) signals (Plank et al.
2017; Tornatore et al. 2014) or signals of a dedicated
VLBI transmitter (Hellerschmied et al. 2018; Hellerschmied
2018). However, several simulation studies were carried out
with regard to satellite tracking for the realization of inter-
technique frame ties (Plank 2013; Plank et al. 2016) and for
incorporating and improving co-location in space (Anderson
et al. 2018; Herrera Pinzn and Rothacher 2020). The already
existing laser reflector arrays on Galileo satellites allow the
observation of the satellites with Satellite Laser Ranging
(SLR). Therefore, Galileo satellites integrate both GNSS
and SLR techniques, which formed the basis for different
studies on the combination of these observations (Thaller
et al. 2011), using the satellite co-locations for determining
precise Galileo orbits (Bury et al. 2021a) and realizing the
geodetic datum (Bury et al. 2021b).

Further, combining VLBI observations of quasars and
satellites in parallel allows Precise Orbit Determination
(POD) of these Earth satellites for which the feasibility and
potential of geodetic VLBI was examined before (Kłopotek
et al. 2020; Mammadaliyev et al. 2021). In the course of
a new project at TU Wien called VLBI2Galileo funded
by the Austrian Science Fund (FWF), VLBI observations to
Galileo satellites will be investigated in detail. The objectives
of the project are the optimisation of the satellite scheduling
process using Dilution of Precision (DOP) factors (Swanson
1978) as well as the implementation of orbit estimation
from VLBI observations in the Vienna VLBI and Satellite
Software (VieVS; Böhm et al. 2018).

2 Satellite Scheduling in VieSched++

Recently, the scheduling software VieSched++ (Schartner
and Böhm 2019) has been extended by a satellite scheduling
module (Wolf 2021) which allows the inclusion of satellite
observations in a schedule among observations to quasars in
a manual or automatic fashion. Depending on the satellite
orbit and the chosen VLBI network, different observation
periods are available during which a satellite is visible from
more than two stations. Theoretically, potential observing
times during these periods could be evaluated using DOP
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Network Satellites

determination of all possible scans

evaluation of all possible scans

scheduling of “best” scan based on DOP factors
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Fig. 2 Flowchart of using different DOP factors, i.e. normal DOP
(NDOP), tangential DOP (TDOP), cross-track DOP (WDOP) and UT1-
UTC DOP (UDOP), as weight factors during the scheduling of satellite
scans

factors indicating the sensitivity of the VLBI observation
towards specific parameters. In future this could be realized
in VieSched++ by providing the values of the DOP factors
to the scheduler as indicators and support in deciding which
scan to schedule in case the satellite scans are scheduled
manually. If the satellite scans are scheduled automatically,
the DOP factors represent an opportunity to be used as
an optimization criterion during the scheduling process of
a satellite scan. A possible implementation would be to
determine all possible scans to the selected satellites from
a chosen network and further evaluate those by the different
DOP factors in order to finally select and schedule the best
possible scan based on these indicators (Fig. 2).

3 Dilution of Precision Factors

Dilution of Precision factors indicate the change of the
observable by a change of a specific parameter and therefore
represent the sensitivity of the VLBI observation towards
this parameter. The UT1-UTC Dilution of Precision (UDOP)
factor is introduced by Belli (2020) and indicates the sensitiv-
ity of VLBI observations to satellites to UT1-UTC (dUT1).
For the purpose of evaluating a satellite observation in the
scheduling process with regard to its sensitivity to the posi-
tion of the satellite, we introduce three further DOP factors.
In the following, these DOP factors depicting the sensitivity
of an observation towards the components of the satellite
position in the local orbital frame with normal (N), tan-
gential (T), and cross-track (W) direction (NTW-frame) are
described. This orbital frame is aligned with the unit vectors

eN D eT � eW; eT D
Pr

kPrk
; eW D

r � Pr

kr � Prk
; (1)

which are defined by the Earth Centered Inertial (ECI)
position r and velocity Pr vectors of the satellite. The unit
vector eT is along the orbital velocity vector (tangential), eW

along the orbital angular momentum vector (cross-track) and
eN is completing the right handed system.

The DOP factors correspond to the partial derivatives of
a simplified model of an observation equation of the time
delay in the Geocentric Celestial Reference System (GCRS;
see Hellerschmied (2018) and the formalism described by
Klioner (1991)) with respect to the satellite position in the
GCRS which are formulated as
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where c denotes the speed of light, L1 and L2 the GCRS
vectors between the satellite and the first and second VLBI
station and P!2 represents the GCRS velocity vector of the
second station. The scaling factor .1 � LG/, where LG D

6:969290134�10�10 is a defining constant (Petit and Luzum
2010), to transform the time delay from the Geocentric
Coordinate Time (TCG) to the Terrestrial Time (TT) was
neglected due to its rather small influence. Further, these
partial derivatives are multiplied with the speed of light
in order to transform their unit from time per length to
dimensionless and a subsequent rotation into the orbit fixed
satellite system (NTW-frame) is applied.

The partial derivatives of the time delay with respect to the
satellite position in the orbital frame are determined for each
baseline and represent the entries in the Jacobian matrix A.
In this approach the matrix A is formed for each component
separately, as it is shown for the normal component in Eq. 3.

The normal equation matrix N is calculated with ATPA,
where AT denotes the transposed Jacobian matrix and P the
weight matrix, which is in this work assumed as the unit
matrix (Eq. 4). The cofactor matrix Qxx is the inverse of N .
Finally, the NDOP factor is calculated from the square root
of Qxx (Eq. 6) and therefore indicates the uncertainty in the
normal component based on the geometrical configuration.

The approach outlined for the determination of the NDOP
(Eqs. 3–5) is also applied to calculate the TDOP (Eq. 7) and
WDOP (Eq. 8) using the partial derivatives of the time delay
with respect to the tangential and cross-track component. The
UDOP factor is determined in the same way as the other
DOP factors but taking the sensitivity of the different VLBI
satellite observations towards UT1-UTC into account. The
mathematical derivation on how to determine the sensitivity
towards UT1-UTC and further the UDOP can be found in
Belli (2020).
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These DOP factors represent the orbital error in the
respective component per VLBI measurement error, both in
units of length. For example, the normal DOP refers to the
normal orbital error.
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The smaller the value of the respective DOP, the higher
the sensitivity of the observation towards the corresponding
component and the better the geometric configuration of the
satellite position with respect to the observing stations for
determining this component.

4 Sensitivity of Satellite Observations

Different geometric constellations of satellites with respect
to baselines produce different impacts of the VLBI observa-
tions on the satellite position parameters. To prepare for the
DOP investigations (Sect. 5), we examine the sensitivity of
satellite observations with VLBI to satellite orbit displace-
ments. Here, the impact �� of a satellite orbit displacement
by one centimeter in the normal, tangential and cross-track
component on � , the difference in arrival time of the radio
signal between pairs of radio telescopes, is determined and
depicted in Fig. 3.

Scenario (a) analyses the impact for observations of two
stations at 45ı latitude with a difference of 90ı in longitude
forming an east-west baseline. For this observation geometry,
the VLBI observable is almost insensitive for the cross-track
component (green) and hardly sensitive for the normal com-

Fig. 3 Illustration of two
scenarios of two VLBI stations
observing a satellite between
�45ı and 45ı for the satellite
position angle ˛ defined in the
illustration in the middle. The left
plots illustrate the observing
scenario. The right plots depict
the impact �� of a 1 cm orbit
displacement in normal (blue),
tangential (red) and cross-track
(green) direction on the
observable � . (a) Observations to
a satellite from two VLBI
stations forming an east-west
baseline. (b) Observations to a
satellite from two VLBI stations
forming a north-south baseline
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ponent (blue), especially if the satellite is exactly between
the two stations, the impact of a change in normal direction
becomes zero. The shift of the satellite in tangential direction
(red) has a greater impact on the observable which can be as
large as 3.5 mm.

Scenario (b) depicts two VLBI stations located at the
same longitude being 40ı apart in terms of latitude forming
a north-south baseline. The impact on the observable for
this constellation is insignificant if the satellite is shifted in
the normal or tangential direction. However, this observation
geometry is suitable to determine the cross-track component
as the impact on the observable by a shift in this direction is
greater than 2 mm.

This theoretical analysis shows that a satellite observation
is most sensitive towards the tangential component if the
direction of the satellite track is parallel to the observing
baseline. The highest sensitivity towards the cross-track
component arises if the direction of the satellite track is
orthogonal to the observing baseline. The impact on the
VLBI observable by a change in the normal component
was significantly smaller for both observation setups, which
therefore represents the component which is worse deter-
minable as expected for a pseudorange measurement system.

5 Results

As a representative example, our investigations concentrate
on one day of observations of the Galileo satellite GSAT0212
with a currently operational network of five VLBI Global
Observing System (VGOS; Petrachenko et al. 2012) type
stations (Fig. 4). For this network, we determined the DOP
factors described in Sect. 3, i.e., normal DOP (NDOP), tan-
gential DOP (TDOP), and cross-track DOP (WDOP), as well
as the UT1-UTC DOP (UDOP). The analysis is carried out
for 24 h starting on June 7, 2021 00:00:00 UTC (Fig. 5).
Table 1 shows the minimum values of the determined DOP
factors for this analysis.

Fig. 4 VGOS stations considered in this study

Table 1 Minimum values of the DOP factors for the performed analy-
sis

NDOP TDOP WDOP UDOP
GSAT0212 (E03) 27.13 1.49 1.67 0.45

5.1 Normal DOP Factor

The normal DOP factor indicates the sensitivity of a satellite
observation to the normal (radial) component of the satellite
position in the NTW-frame. It is evident that the values of
the NDOP are in general higher compared to values of other
DOP factors (Fig. 5b). By relating the values of the NDOP
with the number of stations, for which the satellite is visible
simultaneously, it can be stated that the values of the NDOP
are lower if the satellite is visible from more stations at the
same time. For example, the NDOP is below 60, when the
satellite’s trajectory is above North America and the satellite
is visible for about 4.5 h from all five stations. When the
satellite travels southwards and is only visible from two
stations, the NDOP jumps to a value greater than 60. The
same can be observed when the satellite is orbiting over
Europe where it is visible for four stations simultaneously
for 25 min (Fig. 5a). This position results in an NDOP value
of 27.13, which is the minimum value for this study and
therefore represents the best suitable satellite position for
determining the normal component.

5.2 Tangential DOP Factor

The sensitivity of a satellite observation to the tangential
component of the satellite position is represented by the
TDOP factor. As it was described in Sect. 4, the values of
the TDOP are lower if the direction of the satellite track
is parallel to the observing baseline which represents an
appropriate observation geometry for determining the tan-
gential component (Fig. 5c). This can be recognized when
the satellite is orbiting above Europe being visible for four
stations simultaneously for 25 min (Fig. 5a). For this and
the further positions the TDOP value drops from more
than five to a value below four as the satellite becomes
visible for the station ISHIOKA and the direction of the
baseline between ONSA13NE and ISHIOKA is similar to
the direction of the satellite track. For the performed analysis
the best observation geometry for determining the tangential
component reaches a value of 1.49 for the TDOP factor.

5.3 Cross-Track DOP Factor

The cross-track DOP factor indicates the sensitivity of a
satellite observation with VLBI to the cross-track component
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Fig. 5 Ground track of the satellite GSAT0212 (E03) during 24 h
starting on June 7, 2021 00:00:00 UTC. The dots represent the position
of the satellite over Earth in a 15 min interval color-coded by (a) number
of stations from which the satellite is visible and by the values of the (b)

NDOP, (c) TDOP, (d) WDOP and (e) UDOP factor. The smaller black
dots represent positions where the satellite is not visible from at least
two stations and the white circles represent positions with DOP values
exceeding the scale

of the satellite position in the local orbital frame. The
results in Fig. 5d confirm the outcomes of the theoretical
study described in Sect. 4 as the values of WDOP are lower
and an observation is therefore more sensitive towards the
cross-track component if the direction of the satellite track
is orthogonal to the observing baseline and the satellite
passes through the observing stations. This is clearly visible
when the satellite travels over North America where the
WDOP value is below two and the satellite is visible for
four or five stations simultaneously. Within these positions
a minimum value of 1.67 is reached. When the satellite is
travelling further southwards and is not visible anymore for
the two stations in Europe the WDOP reaches values above
three as the direction of the remaining baseline between
KOKEE12M and WESTFORD and the direction of the

satellite track for these positions are not close to orthogonal
anymore.

5.4 UT1-UTC DOP Factor

The UDOP factor represents the sensitivity of satellite obser-
vations to UT1-UTC. More precisely, it constitutes the UT1-
UTC error on the Earth equator per VLBI measurement error,
both in units of length and is therefore dimensionless. The
results depict that the UDOP factor reaches the smallest
values compared to the other DOP factors (Fig. 5e). The best
observation geometry for determining dUT1 occurs when
the satellite passes through stations forming baselines with a
long east-west extension which results in a minimum value of
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0.45 for this study. A visibility from stations forming north-
south baselines correspond to a less sensitive observation
geometry for dUT1. The minimum value is reached when
the satellite is visible for three stations simultaneously and
it is passing between these stations, namely KOKEE12M,
WESTFORD and RAEGYEB. The impact of the observation
geometry between the satellite and the observing stations on
the UDOP factor can also be recognized when the satellite
passes over Europe. Before the satellite becomes visible for
four stations for a short period, becoming observable for the
station ISHIOKA, the value of the UDOP factor is greater
than one. Even though the satellite is visible for an east-west
baseline for these positions it is not passing between these
two stations. As soon as the satellite becomes visible for the
station ISHIOKA the UDOP value drops below one as the
satellite is now orbiting through stations forming a baseline
with a long east-west extension.

6 Conclusion

In this study, all potential observation periods on June 7,
2021 to the Galileo satellite GSAT0212 from a network
including five VGOS type stations were determined and
investigated in terms of the Dilution of Precision (DOP)
factors regarding the satellite position in the NTW-frame,
namely normal DOP, tangential DOP and cross-track DOP,
as well as the UT1-UTC DOP. The performed analysis has
confirmed the well-known fact that the normal component
is significantly worse determinable compared to the tan-
gential and cross-track component. In order to investigate
different approaches for precise orbit determination in future,
the normal component may have to be constrained in the
analysis stage by either using the ranging information of SLR
observations or constraining it to the a-priori orbit informa-
tion. A suitable observation geometry for determining the
tangential component arises if the satellite track direction
is parallel to the baseline between the observing stations.
This reflects that the highest sensitivity is obtained in the
tangential direction in a plane containing the baseline. In
contrast, the cross-track component can be well determined
if the direction of the satellite track is orthogonal to the
observing baseline. A highly sensitive observation geometry
with respect to dUT1 is constituted if the satellite passes
between two stations forming a baseline with a long east-
west extension. With these investigations, we have demon-
strated that the DOP factors introduced here are suitable
quantities for the evaluation and preferential selection of
satellite observing geometries. As a consequence, we will use
them for optimising the scheduling of satellite observations
in VieSched++. The findings of this study are also applicable
to legacy S/X and combinations of VGOS and legacy S/X
VLBI systems, as well as to other satellite systems. Finally,

DOP factors are not only suitable for individual observations
but could possibly also be introduced as a factor for char-
acterizing the quality of the whole observing schedule for
the determination of the absolute orientation of a satellite
constellation.
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On the Limits of State-of-the-Art GNSS
Receivers in Frequency Transfer

Thomas Krawinkel and Steffen Schön

Abstract

GNSS frequency transfer (FT) based on precise point positioning delivers instability values
down to sub-10�16 between two modern receivers. In the present study we investigate
the technical limits such receivers impose on FT by means of a dedicated experiment at
Germany’s national metrology institute (PTB). For this purpose, four geodetic receivers,
two of the same type each, were all connected to one single antenna and fed by the highly
stable UTC (PTB) frequency signal. Since all error sources affecting the satellite signals
are the same for all receivers, they cancel out when forming receiver-to-receiver single
differences (SDs). Due to the fact that the remaining SD carrier phase ambiguities can be
easily fixed to integer values, only the relative receiver clock error remains in the SDs. We
assess the instability of three different receiver combinations, two with the same receiver
type (intra-receiver) and one with different types (inter-receiver). The intra-receiver pairs
reach lower instability values faster than the inter-receiver combination, which is in part
caused by the different signal tracking modes of the receivers. To be specific, the 10�18

instability range was only reached by the intra-receiver pairs, whereas the inter-receiver
combination already hits its noise floor at about 1:5 � 10�17. In addition, our analysis of
using different observation type combinations only shows small differences regarding the
link instability.

Keywords

Allan deviation � Frequency transfer � GNSS

1 Introduction

Today, frequency transfer (FT) based on Global Navigation
Satellite System (GNSS) measurements is used as a standard
technique (Defraigne 2017). To this end, GNSS receivers are
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connected to frequency standards or atomic clocks whose
frequency is to be compared. Typically, the recorded GNSS
data are analyzed using the precise point positioning (PPP)
method (Zumberge et al. 1997). The obtained receiver clock
error time series of different stations serve as a starting quan-
tity for frequency transfer. Currently, on the analysis side,
GNSS FT achieves sub-10�16 instability values by means of
integer PPP (Petit 2021). On the side of the receivers, the
stability of the internal hardware delays is most important for
the achievable FT instability. This includes delay variations
in each receiver itself as well as different behaviors of
these variations between the receivers involved. In theory,
if all error sources were eliminated or well controlled, the
instability of GNSS-based FT should be dominated by white
frequency noise at the level of the noise of the GNSS
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observation type in use. When using modern, state-of-the-
art GNSS receivers, this limit would be in the range of a few
millimeters. According to manufacturer’s data, for example
JAVAD GNSS (2021), carrier phase precision – in zenith
direction – amounts to 1 mm. In order to also take into
account noisier GNSS observations in low elevation angles,
we assess the range limit to 1–3 mm.

On our way to pushing the limits of GNSS FT to the
instability range of 10�17 within the framework of the
Collaborative Research Centre TerraQ (Relativistic and
Quantum-based Geodesy), in a first step, we want to assess
the minimum achievable frequency instability between
two GNSS receivers. The metrological foundation for our
investigations is a dedicated experiment we carried out at the
Physikalisch-Technische Bundesanstalt (PTB), Germany’s
national metrology institute, where we have the possibility
to set up the receivers in a controlled environment. This
means that all receivers were connected to the same antenna
as well as the same frequency signal of the locally generated
approximation of Coordinated Universal Time (UTC),
referred to as UTC(PTB) (Bauch et al. 2012). We analyze
the recorded GPS and Galileo carrier phase observations
based on between-receiver single differences (SDs) with our
in-house GNSS software, and examine the instability of each
receiver link by means of the modified Allan deviation (Allan
1987; Allan and Barnes 1981). The remainder of the paper
is structured as follows. In Sect. 2 the experimental set up
is described. Next, Sect. 3 details the data analysis, and the
obtained results are presented and discussed in Sect. 4.

2 Experiment

The entire GNSS measurement campaign was carried out
from April 20 to May 10, 2021 in and on top of the Meitner
building at PTB. Here, the receivers were installed in a lab-
oratory where temperature and humidity were controlled by
an air conditioning system. The relative humidity was steered
around a value of 50% with a 1� of 4%, and the temperature
was stabilized at about 22.9 ıC with a 1� of 0.1 ıC.

The main measurement equipment consisted of four mod-
ern geodetic GNSS receivers, namely two JAVAD OMEGA
(serial no.: 0046, 0047) and two Septentrio PolaRx5TR
(serial no.: 1345, 1372). In the first part of the experiment,
which lasted for ten days (April 20–29, 2021) and which
we will discuss in this article, all of these receivers were
connected to one single antenna, a Leica AR20 with radome,
via an active signal splitter. Furthermore, all receivers were
driven by the same 10 MHz UTC(PTB) signal. Such a mea-
surement configuration is usually referred to as a zero base-
line (ZB), common clock (CC) configuration. Photographs
of the installations and a schematic depiction of the measure-
ment configuration are shown in Figs. 1 and 2.

(a) (b)

Fig. 1 GNSS equipment used during the experiment. Note that in
the first part of the measurement campaign, the receivers were only
connected to the left antenna. (a) Receivers. (b) Antennas

Fig. 2 Schematic depiction of the zero-baseline, common-clock mea-
surement configuration during the experiment

The signal paths from the antenna to each receiver were
identical to ensure identical delays. In addition to GPS and
Galileo, the receivers track also GLONASS and BeiDou
signals with a data rate of 1 Hz. A more detailed description
of the experiment can be found in Krawinkel et al. (2021).

3 Data Analysis

We investigate the current technical limits of GNSS FT by
means of the continuous ZB-CC measurements which lasted
for ten full days as discussed in Sect. 2. To be more spe-
cific, we use our in-house MATLAB-based GNSS toolbox
to analyze the GPS and Galileo carrier phase observations
with a sampling interval of 30 s. In order to be able to use
GPS and Galileo observations in a consistent way, we apply
final satellite orbit and clock products computed within the
frame of the Multi-GNSS Experiment (MGEX) project by
the Centre National d’Etudes Spatiales, Collecte Localisation
Satellites (CNES/CLS) (Montenbruck et al. 2017; Loyer
et al. 2012; Katsigianni et al. 2019).

When forming carrier phase single differences �L of any
signal frequency (L1, L2, etc.) in a ZB-CC measurement
configuration between two receivers A, B and satellite j ,
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distance-dependent signal errors like atmospheric propaga-
tion delays, site-specific errors such as multipath or antenna-
related cancel out. Consequently, they are not modeled or
corrected in our analysis. The relative geometry can be
computed from very accurate a-priori satellite and receiver
coordinates. Thus, only the carrier phase ambiguity �N of
each satellite and the relative clock offset �ıtA;B between
the receivers remain as unknowns:

�L
j
A;B D c � �ıtA;B C � � �N

j
A;B C ��A;B (1)

with the speed of light c, carrier phase wavelength �, and
carrier phase observation noise ��A;B . Due to the fact that
the observation geometries for both receivers are virtually
the same, ambiguity resolution is a relatively simple task and
can be achieved by means of rounding to the nearest integer
value. In our case, all ambiguities could be successfully fixed
to integer cycles given that the initial real-valued ambiguities
were close to integer cycles by 1.5% or less.

From the ambiguity-fixed original single-frequency SD
observations, we compute dual-frequency ionosphere-free
(IF) observables for each receiver. Although they are noisier
by a factor of three compared to single-frequency observ-
ables, we use IF observables since that is the primary obser-
vation type used in practical GNSS FT (Defraigne 2017;
Weinbach 2013). Thus, we can derive more consistent and
meaningful conclusions from the results – computed with IF
observables – because they represent a typical GNSS FT use
case.

Averaging the resulting IF SD observables of all satellites
then yields one estimate for the relative receiver clock error
at each measurement epoch (Weinbach et al. 2009). Finally,
we do not apply any elevation-dependent weighting scheme
since this slightly increases the noise of the resulting clock
error time series. This behavior is visible in the two mean
SD time series of the JAVAD receiver pair on the first
day of the experiment shown in Fig. 3. One time series is
computed with an identity weighting and the other with a
cosine weighting based on the satellite elevation angle. In the
end, the results when using either one of the two weighting
schemes are only marginally different. Potentially erroneous
observations at low elevations are eliminated by applying an
elevation cutoff angle of 15ı.

From the total of four receivers, we compute the results
for different receiver pairs. We will discuss those of the
following combinations:
1. Both JAVAD receivers
2. Both Septentrio receivers
3. One JAVAD (0046), one Septentrio (1345) receiver
Since the first two combinations use identical receivers of
the same manufacturer, we refer to them as intra-receiver
combinations, whereas the third pair is designated as an
inter-receiver combination.

Fig. 3 Mean single differences (SDs) between the two JAVAD
receivers (0046, 0047) with identity (IDEN) and cosine elevation
(COS) weighting for ionosphere-free linear combination GL1C-GL2W
(cf. Table 1)

4 Results

The relative receiver clock errors are represented by the mean
SD of all satellites, thus we refer to the time series shown
in Figs. 4, 5, 6 as such. They are computed for five different
IF linear combinations based on these original observation
types:

• GPS
– L1 C/A, L2W
– L1 C/A, L2C
– L1 C/A, L5

• Galileo
– E1, E5a
– E1, E5 (AltBOC)

Because JAVAD and Septentrio receivers track GPS L2C,
L5 as well as Galileo E5 signals in different ways, the
designation of their respective IF combinations becomes
a bit cumbersome. A description of the corresponding
abbreviations used in the figures in this section can be found
in Table 1.

The mean SDs for the two intra-receiver combinations and
the inter-receiver pair are shown in Figs. 4, 5, 6, respectively.
Since the noise of GNSS carrier phase observations is
typically specified in millimeters, we choose this unit for
these figures. All depicted time series are each reduced by an
offset. Due to the fact that the receivers are not calibrated for
any signal delays, these offsets basically represent arbitrary

Table 1 Carrier phase observation types used for ionosphere-free
linear combinations in data analysis according to Romero (2020)

Abbreviation System Frequency (channel)
GL1C GPS L1 (C/A)
GL2W GPS L2 (Z-tracking and similar)
GL2X, GL2L GPS L2C (M+L), L2C (L)
GL5X, GL5Q GPS L5 (I+Q), L5 (Q)
EL1X, EL1C Galileo E1 (OS data+pilot), E1 (OS pilot)
EL5X, EL5Q Galileo E5a (I+Q), E5a (Q)
EL8X, EL8Q Galileo E5 (I+Q), E5 (Q)
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Fig. 4 Mean single differences (SDs) between the two JAVAD
receivers (0046, 0047) for ionosphere-free linear combinations of var-
ious observation types. The abbreviations of the latter are explained
in Table 1. (a) GL1C-GL2W. (b) GL1C-GL2X. (c) GL1C-GL5X. (d)
EL1X-EL5X. (e) EL1X-EL8X

Fig. 5 Mean single differences (SDs) between the two Septentrio
receivers (1345, 1372) for ionosphere-free linear combinations of var-
ious observation types. The abbreviations of the latter are explained
in Table 1. (a) GL1C-GL2W. (b) GL1C-GL2L. (c) GL1C-GL5Q. (d)
EL1C-EL5Q. (e) EL1C-EL8Q
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Fig. 6 Mean single differences (SDs) between the first JAVAD receiver
(0046) and the first Septentrio receiver (1345) for ionosphere-free linear
combinations of various observation types. The abbreviations of the lat-
ter are explained in Table 1. (a) GL1C-GL2W. (b) GL1C-GL2(X/L). (c)
GL1C-GL5(X/Q). (d) EL1(X/C)-EL8(X/Q). (e) EL1(X/C)-EL8(X/Q)

observation-specific hardware delays between the involved
receivers.

In an ideal case, the remaining time series should
resemble a white noise process. From our results, the
JAVAD receiver pair gets the closest to that expected
behavior (Fig. 4). The time series of the Septentrio receiver
combination look similar (Fig. 5). Although being less
noisy in comparison, they reveal certain systematic effects.
Overall, the two intra-receiver pairs have 1� -precision levels
of 0.7 mm, whereas the inter-receiver combination (Fig. 6)
shows a more than two times higher value of 1.8 mm.

Furthermore, these time series also exhibit a running-in
effect over the course of the first two days of the measure-
ment campaign. Nevertheless, all these noise levels are well
in the range of the assumed precision of IF carrier phase
observations from a geodetic receiver of about 1–3 mm. A
summary of the time series statistics, i.e. their mean values
and standard deviations, is given in Table 2. Regarding the
different observation types for each receiver combination,
only small differences are visible.

From the mean SD results, we can derive the frequency
instability of each receiver link as shown in Fig. 7 in terms
of modified Allan deviations:

�2
y.�/ D

1

2m2�2.N � 3m C 1/

N �3mC1X

j D1

 
j Cm�1X

iDj

�
xiC2m � 2xiCm C xi

�
!2

;

(2)

with time error measurement xi , averaging time � D m�0

consisting of averaging factor m and basic sampling inter-
val �0 of a finite data set of length N .

Table 2 Mean value and standard deviation (STD) of various mean
ionosphere-free single difference time series. The observation types
are explained in Table 1

Mean STD
Receiver pair Observation types .mm/ (mm)
2 JAVAD (0046,
0047)

GL1C-GL2W 56:8 0.8
GL1C-GL2X 56:3 0.7
GL1C-GL5X �91:6 0.7
EL1X-EL5X �92:1 0.6
EL1X-EL8X 83:9 0.7

2 Septentrio (1345,
1372)

GL1C-GL2W 245:6 0.7
GL1C-GL2L 245:7 0.7
GL1C-GL5Q �15:7 0.7
EL1C-EL5Q �15:4 0.7
EL1C-EL8Q �0:7 0.7

1 JAVAD (0046),
1 Septentrio (1345)

GL1C-GL2W �224:0 1.7
GL1C-GL2(X/L) �222:9 1.7
GL1C-GL5(X/Q) �126:5 1.8
EL1(X/C)-EL5(X/Q) �128:0 1.8
EL1(X/C)-EL8(X/Q) �174:2 1.8
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Fig. 7 Frequency instability of 10-day continuous GNSS measure-
ments in terms of modified Allan deviations for all three receiver
links for ionosphere-free linear combinations of various observation

types. The abbreviations of the latter are explained in Table 1. (a)
JAVAD (0046, 0047). (b) Septentrio (1345, 1372). (c) JAVAD (0046),
Septentrio (1345)

The intra-receiver combinations provide a better overall
performance than the inter-receiver pair, where the latter
seems to reach its flicker floor before getting to the 10�18

instability range. One reason for this behavior could be
that the JAVAD and Septentrio receivers use different
tracking modes for modern GNSS signals. The JAVAD
receiver combination reaches a frequency instability of
1 � 10�17 after an averaging time of approximately 5900 s
using Galileo E1-E5a (EL1X-EL5X) signals. The use of
modern GPS L2C (GL2X/L) and L5 (GL5X/Q) signals
results in smaller instability values as compared to legacy
L1 (GL1C) and L2 (GL2W) signals. For both intra-receiver
pairs, the noise floor is not yet visible in this 10-day data
set.

5 Conclusions

In this contribution, we presented the results of the first part
of a dedicated GNSS measurement campaign that lasted for
ten days and was carried out at Germany’s national metrol-
ogy institute (PTB) in the spring of 2021. Four geodetic
receivers, namely two JAVAD OMEGA, and two Septentrio
PolaRx5TR, were connected to a single geodetic GNSS
antenna and driven by an external UTC(PTB) frequency

signal. The main goal of our investigations was to explore
the current technical limits of GNSS frequency transfer
with state-of-the-art GNSS equipment. For this, we analyzed
the recorded carrier phase observations with our in-house
GNSS software in a single-difference approach between two
receivers each. In this very specific zero-baseline, common-
clock measurement configuration, after fixing the phase
ambiguities to integer values, the remaining signal theoret-
ically only contains the relative hardware delays between the
receivers. Averaging these single differences (SDs) across all
satellites yields a time series that represents exactly that. This
method was applied to three different GPS and two different
ionosphere-free observation type combinations. The instabil-
ity of each receiver link was assessed by means of Allan
deviations derived from averaged SDs. The results show that
links consisting of two receivers of the same type reach
lower instability ranges faster than the combination of two
different receiver types. One reason for this are the different
tracking modes used by JAVAD and Septentrio receivers. In
summary, the 10�18 instability range was only reached by the
intra-receiver pairs, whereas the inter-receiver combination
already hits its noise floor at 1:5 � 10�17. Furthermore, the
use of different observation type combinations only leads to
small differences regarding the link instability.
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On the Effect of Antenna Calibration Errors on
Geodetic Estimates

Investigation on Zero and Double Difference Approaches

Tobias Kersten, Grzegorz Krzan, Karol Dawidowicz, and Steffen Schön

Abstract

This paper addresses an approach to assess the impact of phase centre correction errors
of selected receiving antennas in the Polish ASG-Eupos network using GNSS processing
strategies such as zero differencing and double differencing. The objective is to characterise
the nature of the error patterns of GNSS receiver antennas and to understand their impact on
GNSS derived integrated water vapour and geodetic estimates. A semi-analytical approach
for characterising variants of error patterns is applied. Differences of up to +12 mm between
type-mean and individual receiver antenna calibrations of current antenna models on the
ionosphere-free linear combination are identified for repeatable pattern deformations. The
analyses show that repeatable effects on tropospheric estimates of up to 8 mm – which
corresponds to approx. 1.2 kg/m2 – occur even though only 5 mm variations were applied
to the pattern. The results of our analysis show a strong correlation with the type of error
patterns that affect the estimates differently. Due to the complex relationship between datum
settings, processing strategy, baseline orientation and satellite sky distribution, artefacts in
GNSS processing models and their effects must to be modelled in order to achieve a better
understanding in the context of GNSS networks and GNSS meteorology.

Keywords

Coordinates � Double difference (DD) � Generic patterns � Phase centre corrections (PCC) �

Zenith tropospheric delays (ZTD) � Zero difference (ZD)

1 Introduction

Meteorology and climate monitoring are crucial to both
tracking and monitoring extreme weather phenomena and
understanding of climate change and its impact. The Global
Navigation Satellite System (GNSS) – starting with GPS
(Tralli et al. 1992) – serves since the early 1990s as one of
several observation techniques to derive a vertical profile of
water vapour content and its composition in the lower atmo-
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Leibniz University Hannover, Institut für Erdmessung (IfE), Hannover,
Germany

G. Krzan · K. Dawidowicz
University of Warmia and Mazury (UWM), Olsztyn, Poland

sphere (troposphere). This provides important information
about the structure of the monitoring of our most important
greenhouse gas.

Several GNSS networks provide atmospheric products
for global weather forecasting or monitoring of humidity
in the lower atmosphere as an absolute measure, e.g.
the International GNSS Service (IGS), the European
Permanent Network (EPN) or the Global Climate upper
air reference network (GRUAN, Vaquero-Martinez et al.
2019).

Bock and Parracho (2019) found biases in the time series
of integrated water vapor (IWV) between 1–4 kg/m2 with
a standard deviation of below 2 kg/m2 and also showed
a strong relation between geographical, topographical and
climatic features and demonstrated persistence of small-scale
variability despite a reanalysis.
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Ning et al. (2016) pointed out the challenge of deriv-
ing GNSS troposphere estimates that satisfy the demands
of climate research. It is worth noting that data process-
ing artefacts and imperfect models are easily introduced
into the tropospheric estimates leading, e.g. to artificial
trends of up to 0.15 kg/(m2 year). Nguyen et al. (2021)
show the effect of different a priori models for the hydro-
static zenith delay that are as critical as the quality of
the antenna/radome calibrations and applied mapping func-
tions.

There are two techniques to achieve receiver antenna
corrections. The first is a calibration in an anechoic cham-
ber (Zeimetz and Kuhlmann 2008) using synthetic signals
and the second is a robot arm that uses in-situ available
GNSS radio signals (Menge et al. 1998). In general, good
comparability below 1–2 mm phase differences was found
between both techniques and selected antennas. But also
higher differences of 4–6 mm are reported among the meth-
ods (Krzan et al. 2020). This magnitude occur also between
type mean and individual calibrations. Systematic deviations
that occur significantly reduce the achievable quality as a
result of the very complex interactions of GNSS antennas
with their entire environment and location. The impact of
PCCs inaccuracies on geodetic and meteorological esti-
mates strongly relies on: (1) the concept and philosophy of
implemented processing approach, (2) the types of applied
observations or linear combinations used, (3) the number
and type of parameters estimated, (4) the mapping function
chosen, and (5) the local satellite coverage, i.e the geographic
location. Santerre et al. (2017) emphasised the impact of
the local sky distribution. Douša et al. (2016) stressed the
need of consistent and accurate GNSS carrier phase centre
corrections (PCCs) for satellite and receiver antennas to
monitor severe weather events and climate. Vey et al. (2009)
reported magnitudes of up to ˙1 kg/m2 due to antenna
and radome changes in GPS IWV time series, which is
related to approx. ˙7 mm variation in the zenith total delay
(ZTD).

The complex interaction of PCCs and the troposphere
underlines the need to assess the quality and reliability of
PCC sets for receiving antennas on both frequently used
GNSS processing strategies, the zero difference (ZD, Zum-
berge et al. 1997) approach and the double difference (DD,
Odijk and Wanninger 2017) approach.

Since neither the cause of the error effect of the receiver
patterns nor their influence on the estimates are sufficiently
well known, this paper sheds light on the complex interaction
with tropospheric parameters in order to better answer the
important question of the required accuracy and the impact
of the receiver antennas on the absolute GNSS IWV esti-
mates.

2 Troposphere and Antenna Phase
Centre Calibrations

2.1 Troposphere Estimates

GNSS radio signal refraction in the troposphere is frequency
independent and subsequently has to be modelled and esti-
mated in terms of signal delay. According to Davis et al.
(1985), two parts are combined to the ZTD, the hydrostatic
delay (ZTDh) and the moisture (wet) delay (ZTDw) such as

ZTD D ZTDh � fh.e/ C ZTDw � fw.e/ (1)

where ZTDh is the a priori model for hydrostatic part,
fh.e/ and fw.e/ reflect the mapping function for the dry
and wet part, respectively, and e denotes the elevation angle.
The ZTDs are linked to the Integrated Water Vapour (IWV,
in kg/m2) or the Predictable Water Vapour (PWV, in mm)
by transformation with additional measures, i.e. temperature
and atmospheric pressure, taking into account uncertainty
measures (Bevis et al. 1992). In addition, Beutler et al.
(1988) explored how ZTDs correlate with station height by
a factor of 1:�3, meaning that 1 mm error in the troposphere
modelling results in a �3 mm offset in station height. These
relations negatively affect the accuracy, precision, and homo-
geneity of GNSS ZTD and PWV/IWV time series.

.

2.2 Antenna Phase Centre Calibrations

The antenna PCCs are essential for high accuracy processing
since the calibration values define the location of the GNSS
antenna phase centre. This is not a common fixed location but
rather a surface that varies with the properties of the antenna,
the entire surrounding. The PCCs are defined as a function of
local azimuth � and elevation � angle, frequency f , GNSS
system s. They are separated into a mean phase centre offset
(PCO) and phase centre variations (PCVs)

P CCs;f .�; �/ D �eT PCOs;f C P C Vs;f .�; �/ C rs;f

(2)

with the unit line-of-sight vector e to the satellite and rs;f

expressing the one degree of freedom (Rothacher et al. 1995).
The results of calibration methods – whether in anechoic

chambers or on robotic arms – are sets of gridded correction
values presented in ANTEX format (Rothacher and Schmid
2010). While the effect of type mean or individual calibration
on station coordinates is discussed on global and regional
scales (Araszkiewicz and Völksen 2016; Villiger et al. 2020;
Krzan et al. 2020), there is a need to assess the impact of
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the accuracy of PCC patterns on meteorological parameters
in order to provide uncertainty bounds for e.g. ZTDs and
understand sources of bias in IWV time series.

2.3 Issues of Receiver Antenna Patterns

To illustrate the current challenges, our study analysis a set
of representative receiving antennas from a regional network
(Polish ASG-EUPOS), which are summarised in Table 1 and
depicted in Fig. 1. The individual PCCs are retrieved from the
network operator’s website (ASG EUPOS 2021), while the
corresponding type means origin from IGS (IGS CB 2021)

Differences of type means and individual antenna calibra-
tions can easily reach levels of more than ˙1 mm on each
frequency, which is an international accepted consensus (so
called rule-of-thumb). By applying the ionosphere-free (L0)
linear combination as needed for regional and global GNSS
processing, these differences increase rapidly.

The analysis of elevation-only dependent �PCCs can
mislead the comparison as examples in Fig. 2 indicate. There,
different pattern structures are identified with systematic
repetitions. Figure 2a shows deviations below 4 mm except
a wobble at 135ı azimuth. The �PCC pattern also shows a
repeated ring structure with magnitudes of +3 mm. Regard-

Table 1 Stations of AGS-EUPOS network and related receive antenna
equipment used in this setup

Station Antenna Dome Serial No. Cal.-Date
BYDG TRM59900.00 SCIS 5347361485 2014-06-12
CHHN TRM55971.00 TZGD 36334 2007-10-31
DAZI TRM59900.00 SCIS 5317361068 2014-09-23
GNIE LEIAR20 LEIM 17098001 2015-09-30
GRUD TRM55971.00 TZGD 77056 2007-11-13
ILAW TRM55971.00 TZGD 36524 2007-10-26
KONI LEIAR20 LEIM 18208017 2015-10-02
KUTN TRM59900.00 SCIS 5316361054 2014-09-19
SOCH TRM55971.00 TZGD 36130 2010-02-18
WLOC TRM55971.00 TZGD 1440929151 2010-02-17

  2021, IfE−LUH, TKE     WGS84, Mercator Projection (EPSG:3395)
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Fig. 1 Network to assess deviations between PCC models on a minimum constraint network
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Fig. 2 Differential PCC (�PCC)
pattern for ionosphere-free
linear-combination between
type-mean and individual
calibrations for different receiver
antennas, (a,b) TRM55971.00
TZGD, (c,d) TRM59900.00
SCIS and (e,f) LEIAR20 LEIM
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(f) KONI
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ing Fig. 2d, such structure appears again for approx. every
15ı elevation angle with magnitudes of +8 mm that occur –
despite higher deviations below 5ı elevation – also at mid-
elevation.

Smaller but systematic deviations between 4–6 mm are
detected for the other groups of GNSS antennas with not
symmetrically distributed deviations. This indicates that for
different geographic locations those pattern topologies (cf.

Fig. 2) will have non-negligible effect above 5ı elevation
angle.

Mean L0 biases for �PCC (type mean vs. individual
calibrations) vary in our study per group (i.e. antenna model)
and overall between �3.6 mm and +2.0 mm for individual
antennas (cf. Table 2).

An alternative metric for the comparison of two patterns is
the range �max

min fP CC g of the differences that considers the



On the Effect of Antenna Calibration Errors on Geodetic Estimates 325

variation with the azimuth and elevation angle (cf. Table 2).
In the case of individual �PCCs, ranges at L0 with magni-
tudes of 8 mm up to 22.5 mm are detected.

Those variations are projected through zero difference
(ZD) processing, e.g. in Precise Point Positioning (PPP,
Zumberge et al. 1997), onto the estimated parameters.

In the case of differential GNSS data processing, such
as double difference (DD), a different scenario results, as
�PCCs from two independent antennas i and j are now
combined to form a new set, such as

ı�P CC D �P CCi � �P CCj ; (3)

Table 2 Summary of mean L0 �PCC pattern for both individual
antenna patterns and difference patterns on selected baselines w.r.t
WLOC

Mean L0 bias L0 Range
�PCC ı�PCCi

WLOC �PCC ı�PCCi
WLOC

Station [mm] [mm] [mm] [mm]
BYDG �2:4 �3:9 8:5 10:5

CHHN 1:1 �0:4 8:0 8:8

DAZI �1:8 �3:1 13:3 15:9

GNIE 0:2 �1:5 5:4 12:3

GRUD 0:6 �0:8 9:9 9:9

ILAW 1:1 �0:4 10:5 9:2

KONI �1:2 �2:8 11:8 16:9

KUTN �3:6 �5:0 22:5 21:5

SOCH 2:0 0:5 10:4 8:9

WLOC 1:4 – 7:9 –

where the resulting effect can be understood as a baseline-
specific antenna. Figure 3 shows this relation for the case
of pure elevation dependent differences ı�PCCs for several
baselines with respect to station WLOC (cf. Fig. 1 and
Table 1). For some baselines, the ı�PCCs do not exceed
three millimetres. However, at elevation angles of 15ı signif-
icant deviations of up to �10 mm occur if only the elevation
dependent ı�PCC are considered, or up to �12 mm if the
ranges of azimuthal deviations are also considered. By cor-
relating the mean number of available observations with the
distribution of realistic satellite constellation for mid latitude
located ground stations (cf. Fig. 3), the largest deviation of
the ı�PCC pattern on L0 occurs at elevation angles with
the highest number of expected observations (5500–4000 at
15–30ı elevation range), considering an elevation dependent
weighting. Menge et al. (1998) describe the effect of an
erroneous pattern in terms of geographical location and
baseline length.

It is worth noting that the analysis of elevation dependent
PCCs can lead to significant misinterpretations of the pattern
deviations. Hence, they only can serve as an initial indicator
(cf. Table 2). They do not provide reliable benchmarks for
comprehensive quality assessment.

Examining the range metric for L0 in Table 2, the
smallest deviations result from the fact that the same
antenna type (TRM55971.00 TZGD) is combined when
forming the baseline (mean L0 bias of �0.8 mm to
+0.5 mm with a corresponding range of 9–10 mm). Larger
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Fig. 4 Different receiver
antennas baseline specific
ı�PCC for ionosphere-free (L0)
linear combination for type mean
and individual calibrations with
respect to WLOC, (a,b)
TRM55971.00 TZGD, (c,d)
TRM59900.00 SCIS and (e,f)
LEIAR20 LEIM
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(d) KUTN–WLOC
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(f) KONI–WLOC

deviations are caused by different antenna models (cf.
Table 2).

Azimuth and elevation angle dependent ı�PCCs
are provided in Fig. 4, highlighting that deviations for
CCHN can vary from �4 mm to +4 mm in the best
case. Larger deviations are also reported, which results
in systematic effects. This is shown, for example, in a
�h sin � effect, with �h D �8 mm at the station BYDG.

For the stations DZAI, KUTN and KONI a shift of the
pattern from 0 mm to �12 mm is found as well. On the
contrary, a twist is present at GNIE (cf. Fig. 4). These
features occur regularly, suggesting that modelling of these
components by measures of the generic pattern (Geiger
1988; Kersten and Schön 2016) is beneficial to assess
the appropriate type and characteristics of the resulting
impact.
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3 Modelling and Assessing GNSS
Antenna Variability

3.1 Generic Patterns

Two approaches are possible to assess the effect of different
PCC patterns: (1) applying the two patterns (individual
and type mean PCCs) in the processing and analysing the
effect on the parameters, or (2) modelling the �PCC and
ı�PCC for the corresponding processing strategy, such as
ZD and DD, and achieve a numerical model for typical
characteristics. In this paper, we apply the second approach
for a case study – following a semi-analytical approach.

Analytical formulations of generic patterns are introduced
by Geiger (1988). They are parameterised by continuous
integral functions with parameters for the local azimuth �

and elevation angle � that results in a range error ıır.�; �/.
Considering the findings from Sect. 2.3, we validate selected
generic patterns (cf. Table 3). Characteristics and magnitudes
of pattern variability are resulting from previous section (cf.
Table 2).

One and four-wire model applies to study asymmetrical
structures as

ıır.�; �/ DA sin �

C D � sin � cos .N � C .p4W � � Na0//
(4)

with amplitudes A and D, the number of wires N , the
polarisation p of the antenna (corresponding to p D �1 for
right hand circular polarised) and the number of wingdings
W � 1, and the initial azimuth a0 D 0. The parameter N

applies for the one/four-wire model (N D 1=4).
Chess board is a regular pattern in � with factors for

cosine and sine functions cl; sl and in � with factors ct ; st

that are applied in

ıır.�; �/ D A .cos ct�/ sin .st�/ cos.cl�/ cos .sl�//

(5)
to interpret and model the variability of PCC patterns.

3.2 Methodology and Evaluation

The original PCC patterns are applied as regular using the
ANTEX format. The modified patterns PCC* are applied

Table 3 Model parameters for generic patterns in the analysis study

Chess board
A N D ct cl st = sl

No Model [mm] [] [mm] [] [] []
1 One-wire helix 5 1 5 – – –
2 Four-wire helix 5 1 5 – – –
3 Four-wire helix 20 1 5 – – –
4 Chess board 5 – – 7 3 1

by considering the range errors ıır.�; �/ on the individual
patterns using Eq. (2) for selected station i like

fP CC �
s;f gi D fP CCs;f gi C ıır; (6)

which are shown in Fig. 1. These fP CC �
s;f gi are also for-

mulated in ANTEX format and are applied accordingly in
the GNSS processing. As a result, this study seeks to answer
the question of whether the semi-analytical method provides
enough information to analyse the effects of the antennas
with sufficient accuracy to justify continuing towards a
purely analytical approach in future.

Following the requirements of a realistic scenario,
selected sites (approx. 35%) in a network of at least ten
GNSS stations (cf. Fig. 1) are modified. The stations are
selected to be at similar altitude, circularly distributed,
and having similar baseline lengthsrelative to the centre
station Włocławec (WLOC). The network is adjusted using
minimum constraint datum.

The GNSS data processing for ten consecutive days
applies for both, ZD (estimation strategy) using the
NAPEOS GNSS Software (Springer and Dow 2009), and
DD (elimination strategy) using Bernese GNSS Software
(Dach et al. 2015). Close similar configurations are used in
the processing of the data in a normal equation batch strategy.
In NAPEOS, the ZTDs are modelled with Saastamoinen
(Saastamoinen 1972) and Global Pressure and Temperature
(GPT) model and as mapping function the corresponding
global mapping function (GMF). In Bernese, we apply the
dry Vienna Mapping Function (VMF, Boehm et al. 2006)
as the ZTD model and for the wet part the corresponding
VMF wet mapping function. In both cases the resolution
of the ZTDs is one hour with loose absolute and relative
constraints. The impact of antenna variability was analysed
by comparing the modified network solution against a
reference solution, derived by applying individual PCC
corrections for all ten days.

4 Results

4.1 Position Domain

The variability of the receiver antenna PCCs are analysed
for both ZD and DD processing approach and result in
similar solutions. The applied error pattern introduce affine
distortions to the processed network for all studied cases
through the chosen datum setting (minimum constraint). This
is illustrated in Fig. 5 by the combined ten days solution
on the coordinate domain. While the asymmetrical case of
one-wire helix (model 1, cf. Fig. 5a) leads to deviation in
the topocentric North, East and Up component, this is not
the case for the symmetrical patterns (cf. Fig. 5c) as the
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Fig. 5 Results of combined
network solution for individual
models and modified PCCs for
positions (a, c, e) and network
distortion as residuals after a 3d
Helmert transformation (b, d, f).
Shaded backgrounds in (a, c, e)
indicate the stations that were
modified with pre-defined generic
patterns
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effect is projected in majority to the Up component. This
relationship became apparent through the effects on the
overall geometry of the network, as shown in Figs. 5b, d

and f for the residuals of a 3d Helmert transformation with
respect to the reference solution. Because of the minimum
constraint datum, the effects of the modified stations in the
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network will be absorbed by all the non-modified stations.
This leads to the effect that all unmodified stations will
show a negative offset that is the result of the sum of all
effected stations divided by the number of all unaffected
stations. Example: in Fig. 5c an impact on the Up component
of +6 mm is introduced, leading to a magnitude of 24 mm
which is distributed by all 6 unmodified stations that result to
an offset of �4 mm in the Up component. Those findings are
close similar to achieve for the other studied models, but the
effect in the Up component varies slightly due to additional
effects on the horizontal components.

The characteristic of the deformed pattern also leads to a
deformation of the overall network geometry, as shown in
Fig. 5b. There, the network enlarges towards the northeast
and southwest, resulting in a scaling effect that has its origin
in the centre of the network. However, the scaling has more
effect on the position estimates and less on the ZTDs, as
the impact on the Up component is different. Nevertheless,
the spatial distribution of the effects in the Up component of
the network is important to know, as it will affect the spatial
distribution of the ZTDs and thus the PWV/IWV derivatives.

4.2 Troposphere Parameters

The effects on the tropospheric parameters are in close
relation to the network geometry and thus the effects of the
Up component. An explanation gives Fig. 6 for statistical
metrics, such as cumulative histogram and quantile graphs.
The asymmetrical case of one-wire helix (model 1) affects
all position components (height and horizontal), leading
into variations below 4 mm for approx. 95% of ZTDs (cf.
Fig. 6a). Assuming a symmetrical pattern with exactly the
same magnitude of distortion leads to higher deviations, so
that only 80% of all ZTDs of less than 4 mm are affected, but
higher values of up to 8 mm definitely appear (cf. Fig. 6b).
Assuming a gross error in the patterns (amplitude of 20 mm,
model 3) results again to the fact that 95% of ZTD biases
are below 4 mm for the non-affected stations (cf. Fig. 6c),
but now the impact of affected antennas on the network is
separated. The smallest impact is detected for model 4 – a
asymmetrical variation with regular variations along azimuth
and elevation angles – that results to variation of ZTDs of
below 3 mm in 95% of all ZTDs.

The effect that is introduced by modified PCCs seems
to be normal distributed in a first approximation at least
between ˙1.5 mm (cf. Figs. 6e–h). However, in the case
of model 2 (cf. Fig. 6f) and model 4 (cf. Fig. 6h) not only
an offset was detected but also a systematic variation. The
offsets found in the quantile graphs are in correspondence
to the magnitudes listed in Table 4. The RMS values of
model 1 are quite small with 2.2 mm and show only marginal
differences for the affected stations (cf. Table 4). It is worth

Table 4 Summary of results for the ZTD time series estimates versus
the reference solution for the models 1–3; the asterisk mark corre-
spond to those stations where modified PCC patterns were applied

Model 1 Model 2 Model 3
Bias RMS Bias RMS Bias RMS
[mm] [mm] [mm] [mm] [mm] [mm]

BYDG 0.2 2.2 �0:4 3.7 �2:0 3.2
CCHN 0.4 2.2 �0:5 3.7 �1:8 3.2
DZAI 0.3 2.1 �0:5 3.7 �2:0 3.3
GNIE* 1.1 2.6 0:9 3.7 2:2 3.9
GRUD 0.3 2.1 �0:4 3.7 �2:0 3.2
ILAW 0.2 2.1 �0:4 3.7 �1:9 3.2
KONI* 1.2 2.5 0:8 3.7 2:0 3.5
KUTN* 1.2 2.5 0:9 3.7 2:2 3.7
SOCH 0.4 2.1 �0:5 3.7 �1:9 3.2
WLOC* 1.5 2.5 0:8 3.7 1:7 3.5

noting that the noise of the ZTDs gets also affected by
the kind of applied generic pattern, which indicates a close
relation between the characteristic of error contribution on
the pattern and effect on the estimated ZTDs.

5 Conclusions

In this contribution, we have shown that deviations and
defects in the PCC patterns are likely to have significant
effects on the position level and on estimated ZTDs. With this
study, there is a contribution to trace the error on the pattern
and assign the impact in order to gain more understanding on
the current shortcomings of GNSS water vapour time series –
i.e. to gather information on the cause and effect. Currently,
such variations are found, for example, between type mean
and individual calibrations, which have different magnitudes
and pattern characteristics. For instance, we have shown that
frequency dependent deviations are significantly amplified
with the L0 linear combination, so that the effects on the
PCC patterns easily reach up to 12 mm. Likewise, we have
been able to assign repeatable pattern variations. Our work
has also shown that a pure elevation dependent representation
is neither adequate nor beneficial to qualitatively describe the
variability of the variations.

The structure of PCC patterns are the key to applying
analytical functions for describing these variations. To learn
how each PCC topology behaves in GNSS data processing –
taking into account the satellite geometry – we processed the
patterns in ZD and DD and compared the results with respect
to the ZTDs.

Because of high correlation of the Up component and
ZTDs, similarities are found. Depending on the patterns,
non-normally distributed deviations have been identified on
the ZTDs, which are related to the type of introduced distor-
tion and show deviations of up to 8 mm. The effect on the
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Fig. 6 Variations of ZTDs by
cumulative histograms (a–d) and
quantile representation (e–h)
considering a minimum
constraint datum
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ZTDs is also strongly depending on the selected datum and
varies accordingly.

Consequently, future models need to take into account the
datum setting in addition to the analytical description of the
antenna deviation and the underlying satellite geometry.
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Estimation and Validation of Codephase Center
Correction Using the Empirical Mode
Decomposition

Yannick Breva , Johannes Kröger , Tobias Kersten , and
Steffen Schön

Abstract

In high precision Global Navigation Satellite Systems (GNSS) applications, it is necessary
to take phase center corrections (PCC) into account. Beside these corrections for carrier
phase measurements, also corrections for the codephase are necessary, so called codephase
center corrections (CPC). The CPC, also known as group delay variations, are antenna
dependent delays of the received codephase, which are varying with azimuth and elevation
of the incoming GNSS signal. A concept for estimating absolute CPC and PCC for multi
GNSS signals has been established by the Institut für Erdmessung.

In this paper, the standard calibration approach with a sampling rate of 1 Hz is briefly
described, which works well for PCC estimation. The main challenge of this approach
for estimating repeatable CPC patterns is the significantly higher noise to pattern ratio
in the observations compared to PCC determination. Therefore, an alternative processing
strategy is presented in this contribution. By increasing the sampling rate to 10 Hz, the
empirical mode decomposition can be used to reduce the noise of the input observations
by maintaining all pattern information. With this method, the calibration repeatability
is improved by 46% to 60% for GPS and Galileo C1C signals for a geodetic antenna.
Moreover, the estimated pattern is validated in the positioning domain with a single
point positioning approach. By considering the estimated CPC the accuracy of the height
component can be improved.

Keywords

Absolute antenna calibration � Codephase center corrections � Empirical mode decomposi-
tion � Group delay variations

1 Introduction

To ensure accurate positioning with Global Navigation Satel-
lite Systems (GNSS), like precise point positioning (PPP),
all error sources should be taken into account. One of them
are phase center corrections (PCC), which can be divided
into a constant part, the mean phase center offset (PCO),

Y. Breva (�) · J. Kröger · T. Kersten · S. Schön
Leibniz Universität Hannover, Institut für Erdmessung, Hannover,
Germany
e-mail: breva@ife.uni-hannover.de

and direction-dependent part, so called phase center vari-
ations (PCV, Rothacher et al. (1995)). Absolute PCC can
be estimated by using synthetic GNSS carrier frequencies
in an anechoic chamber (Görres et al. 2006) or by using
real GNSS observations in the field and a robot to rotate
and tilt the antenna under test. Since the PCC estimation
is independent from the PCC of a reference antenna, this
approach is refereed to as an absolute calibration.

A concept for determining absolute PCC for GPS and
GLONASS L1 and L2 signals with a robot was developed
at the Institut für Erdmessung (IfE) in close cooperation
with GEO++ (Menge et al. 1998; Wübbena et al. 2000;
Böder et al. 2001). Further improvements at IfE extended the
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approach to estimated PCC also for new multi-GNSS signals
like GPS L5, Galileo or Beidou (Kröger et al. 2019, 2021).

Beside the well known PCC, also antenna related code
delays (CPC)–also known as group delay variations (GDV)–
become more important nowadays, e.g. for navigation or
ambiguity resolution. In code-carrier linear combinations
(LC), like Melbourne-Wübbena, the CPC can have an impact
on the ambiguity resolution, when the magnitude of the
respective antenna CPC is in the range of the LC wavelength.
Kersten and Schön (2017) demonstrated, that jumps and
drifts in the L1 carrier phase solution can be avoided by
applying the CPC. In principle, the algorithm for absolute
PCC estimation can also be used to estimate CPC. Kersten
and Schön (2017) showed the estimated CPC pattern for
different low cost and geodetic antennas for GPS C1C
signal, Breva et al. (2019) estimated multi-GNSS CPC. Only
a few other groups published their work on CPC/GDV.
Wübbena et al. (2008) estimated CPC with their robot in a
real-time process in a Kalman filter based on undifferenti-
ated observations. The group from TU Dresden determined
satellite and receiver antenna GDV together in a network
approach by using code-minus-carrier linear combinations
(CMC, Wanninger et al. (2017), Beer et al. (2019)). In 2019,
Geo++ published absolute GDV for a set of 36 antennas
(Wübbena et al. 2019); based on these values Beer et al.
(2021) were able to estimate absolute GDV for GNSS-
satellite antennas with their CMC approach. However, one
of the main challenges of CPC estimation compared to PCC,
is the low pattern to noise ratio.

In this paper, an improved strategy to estimate abso-
lute CPC is presented that aims to reduce the observation
noise without deforming the CPC pattern. Section 2 briefly
describes the current standard algorithm with 1 Hz sampling
rate for estimating absolute CPC at IfE and illustrates chal-
lenges for achieving calibrations with a high repeatability.
Section 3 describes the (ensemble) empirical mode decom-
position (EEMD), which was introduced by Huang et al.
(1998), where Sect. 4 shows the benefits of this method in
antenna calibration and the necessity of a higher sampling
rate. Calibration results of a geodetic antenna for GPS and
Galileo C1C signal with the EEMD approach are shown in
Sect. 5. A validation with a single point positioning (SPP)
approach is reported in Sect. 6. Section 7 closes this paper
with a conclusion.

2 Antenna Calibration at IfE

2.1 Definition of Codephase Center
Correction

CPC are antenna dependent delays of the received code-
phase, which vary with azimuth (˛) and elevation (el) of

Fig. 1 Basic definitions (a) Definition of CPC (b) and calibration setup
at IfE

the incoming signal. The CPC are divided into a codephase
center offset (PCO), which is projected onto the line-of-sight
unit vector e towards the satellite k and codephase center
variation (CPV). They can be calculated by

CP C .˛k; elk/ D �P CO �e.˛k; elk/ C CP V .˛k; elk/ C r:

(1)

The parameter r is a constant part, which cannot be estimated
without additional information. To remove the rank deficit, a
datum has to be defined.

Figure 1a shows a sketch of the geometrical interpretation
of the CPC. The dashed red line indicates the theoretical
omni-directional radiation pattern. The CPV are defined by
the difference between the actual and the ideal codephase
front in direction of the incoming GNSS signal. The PCO
is defined by the difference between the antenna reference
point (ARP) and the mean codephase center. IfE developed
an algorithm to estimate CPC and PCC, which is described
in the next following Sects. 2.2 and 2.3.

2.2 Data Acquisition

IfE is a calibration facility accepted by the IGS. For the
estimation of phase and codephase center corrections a robot
tilts and rotates the antenna under test (AUT) around a
specific point in space. In the foreground of Fig. 1b the
robot can be seen with an AUT. The geodetic antenna in
the background is used as a reference. Both forming a
short baseline of about 8 m. Each antenna is connected to
a Septentrio PolaRx5TR receiver which are synchronised by
an external frequency standard (Stanford Rubidium FS725).
This setup allows forming time-differenced single differ-
ences �SD with a sampling rate of 1 Hz. The benefit of
this approach is, that almost all errors sources are cancelled
out or are reduced to a negligible magnitude. This holds
true for atmospheric refraction, multipath effects due to the
environment, satellite dependent errors, CPC of the reference
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Fig. 2 Time differenced single
differences with a sampling
interval of 1 Hz for a
Novatel703GGG.R2

antenna, etc:

�SDk.ti / D �CP C k
AU T .ti ; tiC1/ C � (2)

with �CPC the CPC pattern difference of the antenna under
test between two robot poses and noise �.

Figure 2 shows exemplary the �SD from a calibration
of a Novatel703GGG.R2 (S/N: 12420018) for the GPS C1C
signal.

2.3 Estimation Approach

The CPC are in general parameterised as spherical harmon-
ics:

CP C .ak; zk/ D

mmaxX

mD1

mX

nD0

eP mn.coszk/�

�
amncos.n˛k/ C bmnsin.n˛k/

�
(3)

with degree m = 8 and order n = 8, the fully normalised
Legendre function QP , azimuth ˛ and zenith angle z. First,
the unknowns amn and bmn are estimated with the input
observations �SD in a least-squares adjustment. Afterwards,
the estimated coefficients are inserted again in Eq. 3 to
estimate a grid with a width of typically 5 degree. From this
grid, the unknown PCO of the AUT is estimated in a least-
squares adjustment, where the residuals indicate the CPV. A
detail description of the estimation process can be found in
Kersten and Schön (2017) and Kröger et al. (2021).

2.4 Challenges for Determining Codephase
Center Correction

The estimation of PCC works well with the described
approach. The repeatability of the estimated patterns for
several GNSS signals are below 1 mm RMS (Kröger et al.
2020). This is possible, because the magnitude of the �SD
correlates with the PCC pattern. In other words, the noise
is not dominating the signal, which leads to a very good
pattern to noise ratio. However, for codephase signals, the
ratio between pattern and noise is less favourable, up to a
factor of 100. To improve the repeatability of the codephase
pattern, the noise needs to be reduced to increase the pattern
to noise ratio without loosing important pattern information.
Here, the applicability of the empirical mode decomposition
is tested for this task.

3 (Ensemble) Empirical Mode
Decomposition

In order to reduce the noise of the input �SD and simul-
taneously maintaining all pattern information, the empirical
mode decomposition (EMD) is introduced here. This time
frequency data analysis method, developed by Huang et al.
(1998), allows to decompose any complex dataset (non-
linear, non-stationary, ...) into finite number of intrinsic mode
functions (IMF). An IMF has to fulfil two conditions: (i)
number of extrema and zero crossings must be equal or differ
at most by one and (ii) the mean value of the two envelopes,
defined by local maxima and minima, is zero.
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Fig. 3 Example of EMD for a
time series measured with RTK
shown in the top panel
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All depending IMF from a time series X.t/ can be
calculated by using the sifting process. To this end, the
local maxima and minima of X.t/ have to be identified
first. Afterwards, the local extrema are connected by a cubic
spline interpolation separately to define an upper and a lower
envelope. Next, the epochwise mean value m1 of the two
envelopes is calculated and subtracted from the original time
series to get the first component h1:

h1 D X.t/ � m1: (4)

In general, h1 does not fulfil the conditions of an IMF, so
the sifting process is repeated k times, until h1k fulfil the
required conditions:

h1k D h1.k�1/ � m1k: (5)

In every iteration step, the envelopes are defined from the
previous component h1.k�1/ with their mean m1k . The last
component h1k is then defined as the first IMF c1. The second

IMF can be calculated similarly, where the input time series
are now the residuals r1,

r1 D X.t/ � c1: (6)

This process is repeated, until all depending IMF from the
signal are calculated.

The first IMF shows the highest frequency component of
the data, whereas the last one represents the long periodic
trend. This is also visible in Fig. 3, where an example of the
EMD on a static 1 Hz RTK measurement is shown. Here, the
ECEF X coordinate is presented in the top subfigure. The
IMF c1 to c6 are depicted in the lower subfigures. The last
subfigure shows the remaining part c7 (long periodic trend),
which not fulfil the conditions of an IMF. It can be clearly
seen, that the minimum period, which can be calculated
equals two times the amount of data points from a specific
IMF divided by the amount of corresponding zero crossings.
It is decreasing with higher IMF. The original signal can be
fully rebuilt by summing up all IMF and the remaining part.
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An issue of the EMD is the mode mixing problem, which
often occur due to signal intermittency (Huang et al. 1999).
Usually, every IMF has a physical characteristic scale, which
describes a physical phenomenon in the data. When this scale
is intermittent, the physical interpretation of the IMF could
be wrong. For example, two different physical processes can
be represented in one IMF, which is in general not possible.
To avoid mode mixing, Wu and Huang (2009) introduced
the ensemble empirical mode decomposition, a truly noise-
assisted data analysis. The main idea of this method is to
repeat the sifting process several times while adding every
time different white noise to the original time series. By
calculating the (ensemble) mean of each IMF, after the sifting
process runs are finished, the added white noise cancels out,
but the EEMD components are maintained. This reduces
significantly the possibility of mode mixing.

4 Benefits of EEMD in Antenna
Calibration

The main problem to estimate repeatable CPC pattern, as
mentioned in Sect. 2.4, is the low pattern to noise ratio.
The EEMD can be used to reduce the noise of the �SD.
For this purpose, the standard 1 Hz sampling rate is not
high enough, because the EEMD would filter out important
pattern information. To maintain this information a higher
sampling rate of the observations is necessary.

4.1 Movement of Robot and Data
Acquisition

To explain the necessity of a higher sampling rate, the robot
movement and measurement sequence have to be analysed
first. The robot tilts and rotates the AUT around a fixed
point in space. To calculate its position accurately, a robot
model from a calibration with a laser tracker is used. The
robot has five degrees of freedom, which allows to hold
the fixed position in static phases. Due to the complex
robot dynamics, only the phases when the robot is at rest
are used for the calibration to avoid dynamic stress on the
receiver tracking loops. Consequently, observations within
the movements of typically 1 s between the robot poses are
unusable. By forming time-differenced single differences,
CPC information are only contained in differences between
phases at rest in different robot poses; differences between
measurements of the same robot pose contain only noise.
This means that the highest frequency of signatures related
to CPC pattern is 1 Hz, considering the standard calibration
settings (robot rotation and tilting duration of at least one
second).

4.2 Necessity of a Higher Sample Rate

For the noise reduction of �SD, the EEMD method is used.
The idea is, that the high-frequency noise is gathered in the
first IMF of the data. Thereby, this IMF is calculated and
subtracted from the original �SD, which results in a less
noisy time series. By using this method on the standard 1 Hz
approach, important pattern information would be lost.

Figure 4 demonstrates this issue. Here, a calibration data
set (GPS C1C) for a Novatel703GGG.R2 (S/N: 12420018)
from 2nd April 2021 with a sampling rate of 1 Hz is shown.
The original data from GPS satellite PRN 6 is presented
in the top subfigure and the corresponding IMFs are shown
below (only three IMFs are shown here for demonstration).
By calculating the period and the corresponding frequency
of each IMF, it is visible, that the first IMF has a frequency
of approximately 0.3 Hz. Consequently, by considering the
robot movement (Sect. 4.1), pattern information is contained
in the first IMF and would be neglected with the subtraction.
When the sampling rate of the observations is increased to
10 Hz, the frequency of the corresponding IMF also increases
by a factor of 10. This leads to a frequency of approximately
3 Hz for the first IMF. That means, this IMF contains the
high frequency noise of the original �SD but no CPC pattern
information. By subtracting the first IMF from the original
�SD the noise is significantly reduced by maintaining all
important pattern information.

Figure 5 shows in grey the original GPS C1C 10 Hz �SD
for a calibration for the Novatel703GGG.R2 antenna. The
�SD by using the EEMD approach is presented in red.
It is clearly visible, that the overall noise of the data is
significantly reduced. The modified data can be used as input
for the estimation process to estimate more repeatable CPC
pattern compared to the standard 1 Hz approach.

5 Calibration Results

Four calibrations were carried out for two antennas. The
LEIAR20 LEIM (S/N: 22100016) antenna was calibrated on
3rd, 4th, 8th and 9th of March 2021, which are following
named as P1 to P4. Each calibration had a duration of
about 12 hours. The estimated mean pattern of the four
calibrations are shown in Fig. 6 for the GPS C1C signal ((a)
and (b)) and for the Galileo C1C signal ((c) and (d)). The left
column demonstrates the pattern estimated with the standard
1 Hz approach and the right column with the 10 Hz EEMD
approach.

It is visible, that the pattern show a similar behaviour
for the two different satellite systems for both approaches
with nearly no azimuthal variations. However, the resulting
CPC with the two approaches differs. The standard approach
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Fig. 4 EEMD of time
differenced single differences
�SD with a sampling interval of
1 Hz for a Novatel703GGG.R2

Fig. 5 �SD without (grey) and
with (red) EEMD approach with
a sampling interval of 10 Hz for a
Novatel703GGG.R2
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Fig. 6 Estimated mean CPC
pattern for GPS C1C (a,b) and
Galileo C1C (c,d) with the
standard 1 Hz (left) and the
EEMD (right) approach

Table 1 Calibration repeatability of LEIAR20 LEIM (S/N:
22100016) antenna. The listed values demonstrate the absolute
difference between two individual calibrations for three cases in [mm]:
(1) <68.3%, (2) <95.4% or (3) <99.7% of all differences are below

the value listed. The left part of the table shows the standard 1 Hz
approach for GPS and Galileo C1C signal, the right part represents the
results with the EEMD approach

Standard EEMD
GC1C EC1C GC1C EC1C

Comparison (1) (2) (3) (1) (2) (3) (1) (2) (3) (1) (2) (3)
P1 P2 21.4 62:4 117:6 36.0 67:5 81:6 7:6 34.5 62:6 13:7 26.5 34.2
P1 P3 67.6 138:3 163:7 15.8 74:5 125:6 27:7 41.5 51:8 5:9 24.7 40.4
P1 P4 29.5 49:1 82:1 27.2 74:9 103:9 11:4 34.6 46:6 12:4 54.8 75.1
P2 P3 48.7 96:1 129:7 35.6 73:5 91:5 18:2 30.3 39:6 12:5 25.7 36.3
P2 P4 44.6 86:0 148:8 38.8 93:2 147:5 17:8 61.9 103:0 20:0 67.6 94.2
P3 P4 87.5 115:9 198:4 23.4 134:7 187 36:1 69.3 91:1 13:3 74.9 98.1
Average 49.9 91:3 140:1 29.5 86:4 122:9 19:8 45.4 65:8 13:0 45.7 63.1

shows a smaller magnitude and has negative CPC values,
which are not visible with the EEMD approach. For a
better comparison of both methods, the repeatability of the
individual calibrations is analysed. Therefore, the absolute
difference pattern of each possible calibration combination
is calculated.

The results are shown in Table 1 and are also depicted
in Fig. 7 for GPS C1C and Fig. 8 for Galileo C1C. In the
table, three different cases are listed: 68.3% (1), 95.4% (2)
or 99.7% (3) of the differences between two calibrations

are below the listed value in [mm]. Considering the average
(mean value of all possible pattern combinations) it is clearly
visible, that the EEMD approach improves the repeatability
compared to the standard 1 Hz approach for both signals. For
example, comparing the GPS C1C signal, an improvement
from 49.9 mm to 19.9 mm (1), 91.3 mm to 45.4 mm (2) and
140.1 mm to 63.1 mm (3) can be reached, which correspond
to 46% to 60% improvement. Similar results can be achieved
for the Galileo C1C signal.
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Fig. 7 Calibration repeatability
of LEIAR20 LEIM (S/N:
22100016) antenna for GPS C1C
signal. The top figures (a,b) show
cumulative histograms of the
difference CPC pattern for each
possible calibration combination.
The bottom figures (c,d) show the
different CPC pattern w.r.t. a type
mean pattern against the
elevation. The left row shows the
results for the standard 1 Hz
approach, the right row for the
EEMD approach

Fig. 8 Calibration repeatability
for the same LEIAR20 LEIM
antenna. The figures are in the
same order as in Fig. 7, however,
the Galileo C1C signal is shown
here
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This is also visible in Fig. 7a and b, where the absolute
differences of the difference pattern are presented in a cumu-
lative histogram with standard (a) and EEMD (b) method. It
can be seen, that the three quantiles are faster reached with
the EEMD as with the standard approach.

The corresponding NOAZI plots are presented in Fig. 7c
and d for both methods. The NOAZI CPC pattern for each
calibration are depicted w.r.t. to the mean pattern. The
estimated patterns with the standard approach scatter much
more (�5 cm to 7.5 cm) compared to the EEMD (�3 cm to
2.5 cm), especially at low elevation angles. Similar results
are achieved for Galileo C1C (Fig. 8), however, with less
scattering results for the standard method. Nevertheless, an
improvement by using the EEMD method is also visible.

Another four calibrations for a NOV703GGG.R2 NONE
(S/N: 1240018) were carried out from April 2nd to 5th, 2021.
A similar calibration repeatability for the GPS C1C signal is
achievable. An improvement of (1) 48.5 mm to 19.5 mm, (2)
106 mm to 41.4 mm and (3) 167.1 mm to 70.1 mm can be
reached, which corresponds to 60%.

6 Validation

In order to validate the estimated CPC pattern, a static
experiment was carried out in May 2021. Here, the
NOV703GGG.R2 NONE (S/N: 1240018) and the LEIAR20
LEIM (S/N: 22100016) were mounted on a pillar at the
measurement roof from IfE (Fig. 9). In general, CPC and
also PCC pattern can be validated in observation domain
by calculating SD in a common clock assembly. This setup
cancels out mostly all error sources, except the differential
multipath effect, receiver depending errors sources as well as
the differential CPC/PCC pattern between the two antennas.
By correcting the SD with the antenna pattern, the RMS
should be improved (Kröger et al. 2021). In order to see
antenna dependent effects in the SD, the patterns of the two
antennas must differ. Consequently, this validation approach
cannot be used for the CPC of the considered antennas, due
to a very similar pattern (Fig. 10). The differential CPC reach
up to 2–3 cm, which gets lost within the code noise.

Therefore, a validation in positioning domain is per-
formed with a single point positioning approach. Table 2
shows the results of the SPP approach for the LEIAR20
LEIM (S/N: 22100016) (left) and NOV703GGG.R2 NONE
(S/N: 1240018) (right) antenna for a static measurement

Fig. 9 Validation setup

from May 17th, 2021. The SPP were calculated epochwise
with a cutoff angle of 5 degrees and an elevation dependent
weighting. Here, the median of the estimated topocentric
coordinates w.r.t. to the reference coordinates, which were
estimated in a local GPS/ GLONASS L1 network solution
2018 with sub-millimeter accuracy, are shown. The CPC
pattern for the two analysed geodetic antennas in this contri-
bution are very similar to their PCC. One method is to add the
PCO for carrier phase to the antenna height, to compensate
this lack of. The SPP results, by adding the carrier phase
PCO, are listed in the top row (1) of Table 2. The bottom row
(2) shows the results by additional considering the differen-
tial CPC pattern. As expected, the accuracy increases when
taking CPC into account, especially in the Up component.
Since the CPV of geodetic antennas are generally small
compared to the PCO, the improvement can be achieved
mostly in the Up component. The amount of improvement
corresponds to the difference between carrier and code PCO.
Similar improvement can be reached on the other three days
of the experiment.
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Fig. 10 Estimated mean GPS C1C CPC

Table 2 Results of the SPP approach with added carrier phase PCO
on the antenna height (1) and with added carrier phase PCO plus
differential CPC (2). Here, the median of the topocentric coordinates
are shown w.r.t. reference coordinates in [m]

LEIAR20 NOV703GGG.R2
North East Up North East Up

(1) 0.634 0.519 �0.203 0.623 0.548 0.034
(2) 0.632 0.521 �0.162 0.614 0.541 0.001

7 Conclusion

In this paper, an improved preprocessing for estimating
absolute CPC was proposed. The current CPC calibration
approach was briefly described. This approach works well
for PCC estimation, however, the smaller pattern to noise
ratio in the codephase observations results in a worse repeata-
bility of the CPC pattern. Therefore, the EEMD method
is used to significantly reduce the noise of the input �SD
by preserving all important pattern information. In order to
use the EEMD, the sampling rate of the observations has
to be increased to 10 Hz. This leads to a better repeata-
bility of the estimated CPC pattern compared to the stan-
dard 1 Hz approach. An average improvement of 46% to
60% for a geodetic LEIAR20 LEIM antenna and 60% for
a NOV703GGG.R2 NONE is achievable. To validate the
calibration results, a single point positioning approach was
used. The SPP shows, that considering CPC pattern can
improve the accuracy, especially in the Up component. If no
CPC pattern are available, a good alternative is to consider
the carrier phase center offset, because the CPC and PCC
pattern of the analysed geodetic antennas in this contribution
are very similar. For low cost antennas, the CPC and PCC
distinguish more, so that a CPC correction should be applied.
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On the Potential of Image Similarity Metrics for
Comparing Phase Center Corrections

Johannes Kröger, Tobias Kersten, Yannick Breva, and Steffen Schön

Abstract

For highly precise and accurate positioning and navigation with Global Navigation Satellite
Systems (GNSS), it is mandatory to take phase center corrections (PCC) into account.
These corrections are provided by different calibration facilities and methods. Currently,
discussions in the framework of the International GNSS Service (IGS) antenna working
group (AWG) are ongoing on how to accept new calibration facilities as an official IGS
calibration facility.

In this paper, different image similarity measures and their potential for comparing PCC
are presented. Currently used comparison strategies are discussed and their performance
is illustrated with several geodetic antennas. We show that correlation coefficients are an
appropriate measure to compare different sets of PCC since they perform independently of a
constant part within the patterns. However, feature detection algorithms like the Speeded-Up
Robust Features (SURF) mostly do not find distinctive structures within the PCC differences
due to the smooth character of PCC. Therefore, they are inapplicable for comparing PCC.
Singular Value Decomposition (SVD) of PCC differences (�PCC) can be used to analyse
which structures �PCC are composed of. We show that characteristic structures can be
found within �PCC. Therefore, the SVD is a promising tool to analyse the impact of PCC
differences in the coordinate domain.

Keywords

Image similarity metrics � Multi-GNSS processing � Phase center corrections � Singular
value decomposition

1 Introduction

In order to obtain highly precise and accurate positioning and
navigation solutions with Global Navigation Satellite Sys-
tems (GNSS), it is mandatory to take all error sources ade-
quately into account. This includes phase center corrections
(PCC) which are composed of a phase center offset (PCO)
and azimuth- and zenith-dependent phase center variations
(PCV). Due to the relative character of GNSS measurements,
i.e. pseudoranges, a constant part r can additionally be

J. Kröger (�) · T. Kersten · Y. Breva · S. Schön
Leibniz Universität Hannover, Hannover, Germany

present. The PCO is projected onto the unit line-of-sight
vector e towards a satellite k with azimuth angle ˛ and zenith
angle z

P CC .˛k; zk/ D �P CO � e.˛k; zk/ C P C V .˛k; zk/ C r:

(1)

PCC are provided by different facilities and calibra-
tion methods. Nowadays, the absolute correction values
for receiver antennas are either determined in an anechoic
chamber (Görres et al. 2006; Becker et al. 2010; Zeimetz
2010; Caizzone et al. 2021) or in the field by use of a robot
(Bilich et al. 2018; Willi et al. 2019; Wübbena et al. 2019;
Dawidowicz et al. 2021; Kröger et al. 2021; Wanninger et al.
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2021) and are published in the Antenna Exchange (ANTEX)
file (Rothacher and Schmid 2010).

Since newer GNSS frequencies (e.g. GPS L5) or systems,
like Galileo or Beidou, are increasingly used in multi-GNSS
processing and therefore added in the ANTEX file, there
is the need for appropriate comparison strategies. Addi-
tionally, new calibration facilities want to contribute to the
International GNSS Service (IGS) antenna working group
(AWG). To this end, discussions are currently ongoing on
what basis (parameters, thresholds, validation strategies, etc.)
new calibration facilities should be accepted. This underlines
the need of appropriate PCC comparison strategies.

The paper is structured as follows: Sect. 2 presents
the different representation types of PCC and states the
feasibility of image similarity metrics for comparing
PCC. Section 3 shows the currently used comparison
strategies based on different antenna types. In Sect. 4,
global image similarity measures and their potential
for comparing PCC are introduced. Section 5 deals
with feature detection algorithms and their advantages
and drawbacks for comparing PCC. Section 6 presents
the singular value decomposition and its use in the
context of PCC. Finally, Sect. 7 closes the paper with
conclusion.

2 Representation of PCC

Usually, PCC are parametrized and estimated by use of
spherical harmonic (SH) functions. Subsequently, the PCC
are mapped on a regular grid with a typical step size of 5ı

azimuth ˛ and 5ı zenith angle z.
Figure 1 shows two different representation types of GPS

L1 PCC for a geodetic choke ring antenna, widely used at
reference stations (LEIAR25.R3 LEIT). The corrections val-
ues reach a magnitude of 160 mm. Since the Up-component
of the PCO has the biggest impact (158.67 mm), a clearly
elevation-dependent behaviour is detectable.

Figure 1a depicts the PCC in a stereographic projection,
Fig. 1b on a regular grid. As it can be clearly seen in the
latter figure, the PCC can be interpreted as a two-dimensional
image. In this case, the actual grey-scale value of a pixel
xij is equivalent to the metric correction value PCC(˛; z).
Therefore, image similarity metrics can principally be used
to compare PCC.

3 Current Comparison Strategies

Currently, different sets of PCC (PCCA, PCCB ) are mainly
compared by computing the differences at the pattern level.
In this paper, whenever differences of two PCC sets �PCC
are analysed, the individually estimated PCC between the

calibration method Chamber and ROBOT are studied

�P CC D P CCA � P CCB (2)

D P CCCHAMBER � P CCROBOT :

The following analyses are carried out with the individually
estimated PCC for different antennas listed in Table 1. All
of them are used in the EUREF Permanent GNSS Network
(EPN) (Bruyninx and Legrand 2017). Note, that for PCC6
– a TRM15990 SCIS antenna – no individual calibration is
available for method ROBOT so that the type mean values are
used instead.

Since PCO and PCV cannot be considered separately, it is
important to take the full sets of PCC for comparisons into
account as they contain all information. Moreover, a constant
part r may be present which results from the PCC datum
definition or the strategy applied to estimate PCO and PCV.
If only small PCC differences P C VA;B should be analysed,
the different sets can be transformed to a common PCO set
(Menge et al. 1998)

P C VA;B.˛; z/ D .P COB � P COA/ � e.˛; z/C (3)

P C VA.˛; z/ C �r:

If the constant parts rA;B are not explicitly known, �r can not
be taken separately into account but may be present within
P C VA;B . With Eq. 3 different sets of PCV (�AP C V ) can be
compared

�AP C V D P C VA;B � P C VB: (4)

Figure 2a shows only elevation-dependent GPS L1 differ-
ences by calculating the mean value per 5ı azimuth bin. In
addition, the minimum and maximum absolute difference per
bin are depicted in dashed lines. The differences are shown
for two cases: (i) blue-coloured original �PCC and (ii) red-
coloured constrained �PCC, so that the PCC are zero at
zenith (z = 0). This is equal to subtracting a constant value
from one of the pattern, which is a valid transformation of
PCC (Schön and Kersten 2013).

In Fig. 2a it can be clearly seen that the differences are
larger for the non-constrained �PCC at low and middle
zenith angles (z � 80ı). Here, the differences are in the
range of 0.8 mm to 1.7 mm whereas the differences for the
constrained �PCC are between �0.9 mm and 0.2 mm.

In the past, a rule of thumb was applied by the IGS that
deviations between sets of PCC of the same antenna have
to be smaller than 1 mm beneath 80ı zenith angles of only
zenith-dependent pattern. However, for this example the goal
is only achieved for the constrained �PCC.

Figure 2b shows the absolute �PCC in a cumulative
histogram. Here, zenith- and azimuth dependent PCC are
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Fig. 1 Different representations of GPS L1 (G01) PCC of a LEIAR25.R3 LEIT antenna (denoted as PCC1 in Table 1) as (a) stereographic
projection and (b) grid view

Table 1 Individually calibrated antennas (methods CHAMBER &
ROBOT) used for PCC comparison analyses

ID Antenna name Radom Serial number
PCC1 LEIAR25.R3 LEIT 09390011
PCC2 LEIAR25.R3 LEIT 09050002
PCC3 LEIAR25.R4 LEIT 08500021
PCC4 LEIAR25.R4 LEIT 725072
PCC5 LEIAR25.R3 NONE 09300021
PCC6 TRM15990 SCIS 5744338072a

a Only type mean PCC for method ROBOT

considered. Again, the red-coloured constrained �PCC show
lower deviations compared to the non-constrained blue-
coloured �PCC. While 73 % of the constrained �PCC are
below 1 mm, for the non-constrained �PCC these are only
33 %. Both representations underline the need of a more
detailed guideline of the comparison.

Table 2 shows the characteristic values for the depicted
�PCC of PCC1. The maximum, the Root Mean Square
(RMS) and a certain threshold, e.g. stating percentage of
�PCC < 1 mm, depend on the constant value r within the
PCC. The standard deviation, range 1 and spread 2, however,
are independent of r .

Furthermore, the characteristic values shown here give
higher numbers when the PCC are not zero-zenith con-
strained. This underlines the need of taking possible different
PCC datum definitions or the strategy how to separate PCO
and PCV during the analysis of the calibration adequately
into account.

1range = max(�PCC) - min(�PCC)
2spread = range(PCCA) - range(PCCB )

Although the spread performs independently from a con-
stant part, it should be noted that the measure changes if a
transformation as shown in Eq. 3 is performed.

Moreover, a currently used comparison strategy is the
investigation of the impact of �PCC in the coordinate
domain as shown in Willi et al. (2019) and Kröger et al.
(2021). In this case, the comparisons cannot be immediately
interpreted since the achieved results are heavily dependent
on the used processing strategy, e.g. cutoff angles, tropo-
spheric models, observations weights, station location, used
systems and signals, etc.

4 Global Image Similarity Measures

In this section, two global image similarity measures are
exemplary analysed w.r.t their applicability to compare dif-
ferent sets of PCC. While the big advantage is that only
one metric describes the similarity, the drawback is that the
spatial structure of the �PCC gets lost. However, this is
needed if the impact in the coordinate domain should be
analysed in detail.

4.1 Correlation Coefficients

Correlation coefficients give the similarity between two
sequences of numbers and vary typically between �1 and
+1, whereas c D C1 is called perfect positive correlation
(Goshtasby 2012).

Here, the feasibility of using the Pearson correlation
coefficient c to compare different sets of PCC is exemplarily
studied. Since each pattern PCCs is normalised with respect
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Fig. 2 Representation of �PCC (method CHAMBER - ROBOT) of a LEIAR25.R3 LEIT antenna (PCC1 in Table 1) as (a) zenith dependent �PCC
and (b) in a cumulative histogram of absolute �PCC

Table 2 Characteristic values for �PCC of PCC1

Characteristic value Non-constrained Constrained
Maximum 3.60 mm 3.25 mm
RMS 1.49 mm 0.89 mm
Threshold (<1 mm) 32.59 % 73.40 %
Standard deviation 0.76 mm
Spread 1.78 mm
Range 3.63 mm

to its standard deviation �s and mean value P CCs , c per-
forms independently of rs (Goshtasby 2012)

c D
1

n

nX

iD1

 
.P CCA�P CC A/

�P CCA

!

�

 
.P CCB�P CC B/

�P CCB

!

:

(5)

Since the PCOUp component is the most dominating part in
PCC (cf. Fig. 1), PCC sets of the same antenna are quite
similar so that the coefficients give usually high correla-
tions.

Therefore, different sets of PCC need to be transformed to
a common PCO beforehand, following Eq. 3. Subsequently,
Table 3 shows the Pearson correlation coefficients for the
original �PCC and the transformed ones (�AP C V ). For both
differences, height offsets �H of 5 mm and 10 mm have
been additionally added to one of the pattern so that the
corresponding change of c can be seen. While c gives values
close to one for �PCC, the sin.�H/ offsets are clearly

Table 3 Similarity of non-transformed �PCC and transformed
�AP C V expressed by Pearson correlation coefficient c for PCC1

Scenario �H [mm] �PCC �AP C V

Original �PCC 0 0.9998923 0.9450931
PCCA + sin �H 5 0.9998917 0.8592048
PCCA + sin �H 10 0.9998896 0.7682259

projected into the correlation coefficient for the transformed
�AP C V .

Figure 3a shows the relation between the absolute maxi-
mum value of �AP C V and c. Here, the numbers are given for
�AP C V constrained to zero in zenith (depicted by squares)
and non-constrained �AP C V , illustrated by circles. There-
fore, it can be again clearly seen that the maximum – as
a characteristic value for describing the similarity between
different sets of PCC – do not perform independently from
a constant value r . Moreover, it gets clear that the �AP C V

can be quite similar by means of c although the maximum
value states a low similarity. As an example serves PCC6.
Here, the highest deviation in terms of the maximum value
is – as expected – present since an individual calibration
is compared with the type mean calibration. On the other
hand, the maximum deviation may indicate a high similarity
of �AP C V while the correlation coefficient gives a low
similarity, cf. PCC3.

The same conclusions can be drawn from Fig. 3b, where
the relation between c and the RMS of �AP C V is illustrated.
The highest similarity can again be observed for PCC5, the
lowest similarity for PCC6.
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Fig. 3 Relations between Pearson correlation coefficient c and (a) maximum differences and (b) RMS of �AP C V . Zero zenith constrained
�AP C V are shown by squares, non-constrained �AP C V by circles

4.2 Structural Similarity Index

The Structural SIMilarity (SSIM) index introduced by Wang
et al. (2004) measures the similarity of an input image
w.r.t. a reference image. Since it is not only constrained
to image processing but can also used as a similarity mea-
sure for comparing any two signals, it can be used to
compare different sets of PCC. However, they need to be
rescaled beforehand, since the input signals have to be non-
negative.

The SSIM is composed of three components so that an
overall similarity measure S(x,y) is achieved

S.x; y/ D f .l.x; y/; c.x; y/; s.x; y// (6)

with x indicating in our case PCCA and y denoting PCCB ,
each pattern rescaled to the interval [0 1].

The function l(x,y) compares the luminance by mainly
comparing the mean values of the input signals. The term
c(x,y) is a contrast comparison by comparing the standard
deviations of each pattern. The function s(x,y) is a structure
comparison which normalises the signals w.r.t their standard
deviations. All three terms contain constants (C1, C2, C3) to
avoid instabilities. Moreover, each function can be weighted
to adjust its relative importance.

In accordance with Wang et al. (2004), following con-
stants have been used for the investigations carried out in this
contribution: C1 = 1 � 10�4, C2 = 9 � 10�4, C3 = C2/2. The
weights have been chosen to 1 so that consequently all terms
have the same influence on S.

Figure 4a shows the relation between S and the maxi-
mum differences of �AP C V . Again, zero zenith constrained
�AP C V are shown by squares, non-constrained �AP C V by
circles. It can be seen that the SSIM is not affected by a
constant value within the PCC and that the index performs
overall similar to c (cf. Fig. 3a). However, especially for
PCC6 S states a lower similarity compared to c. The same
conclusions can be drawn from Fig. 4b, where the relation
between S and the RMS of �AP C V is shown.

All in all, the SSIM is a very powerful measure to
compare different sets of PCC. However, a change of the
parameters (Ck and weights) and the corresponding impact
on S needs further investigations. Thanks to its ease of
application the Pearson correlation coefficient could be used
for comparisons of PCC since it gives principally the same
conclusions.

5 Feature Detection Algorithms

Feature detection algorithms are widely used to find distinc-
tive and corresponding points in two images of the same
scene. According to Bay et al. (2008), they can be divided
into three main steps: (i) detection of interest points like cor-
ners or blobs, (ii) representation of the interest point’s neigh-
bourhood by a feature vector – known as the descriptor – and
(iii) matching of the descriptors between different images.

In the context of comparing PCC, feature detection algo-
rithms could be used to find blobs in �PCC which would
indicate larger PCC differences in a certain area. Figure 5
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Fig. 4 Relations between SSIM S and (a) maximum differences and (b) RMS of �AP C V . Zero zenith constrained �AP C V are shown by squares,
non-constrained �AP C V by circles

Fig. 5 �PCC1

shows the �PCC of PCC1. The black rectangle highlights a
local structure which could be detected by a feature detection
algorithm.

We used the Speeded-Up Robust Features (SURF) algo-
rithm in order to find blobs in �PCC. It is a scale- and
rotation-invariant detector and descriptor proposed by Bay
et al. (2008). Our analyses have shown that the so-called
blob features are mainly not detected since PCC are due
to estimation by SH quite smooth. Moreover, the PCC
resolution of 5ı steps makes a detection quite hard because
fine structures get lost. Also taking the �AP C V as the input

image or carrying out a rescaling of the differences to the
interval [0 1] does not lead to a successful result by use of
the SURF algorithm.

6 Singular Value Decomposition

The Singular Value Decomposition (SVD) is a widely used
tool for e.g. matrix characterisation, data reduction or the
solving of nearly singular linear equations (Stewart 1993;
Wall et al. 2003). Here, in the context of comparing PCC,
SVD can be used to express the �PCC as the product of the
three matrices U, S and V, whereas the matrix S contains the
singular values si on the main diagonal

�P CC D U � S � V T D

nX

iD1

ui � si � vT
i D

nX

iD1

Mi (7)

The SVD can be used to analyse which structures �PCC
are composed of and to investigate if structures are present
within �PCC, which could be neglected. It is an approxi-
mation of the �PCC data matrix in terms of the Frobenius
norm. The rectangular data matrix represents a map of the
hemisphere. It should be noted that each grid point con-
tributes equally to the Frobenius norm, although grid points
at high zenith angles represents a larger area of the spherical
segment. This is a general drawback of the commonly used
mapping method for PCC.
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Figure 6 shows the differences between the complete
�PCC1 and the summation of SVD results of �PCC1 up
to M4 in a cumulative histogram. If the first four SVD
structures are summed up, most of the �PCC information
is kept since the differences to the full �PCC are smaller
than 0.2 mm. All other structures can be assumed to be
neglectable.

This is also underlined by Fig. 7, which depicts these
findings for different antennas. In Fig. 7a, the magnitude
of the singular values si are shown. For all samples, the
first singular value s1 contains by far the most information.

Fig. 6 SVD of �PCC1

Figure 7b illustrates the differences between the full �PCC
set and the first four structures (s < 5, cf. Eq. 7) in a
cumulative histogram. These structures contain almost all
�PCC information since the differences to the full �PCC
are below 0.25 mm.

Figure 8 shows simulated �PCC with different intro-
duced offsets for the PCO. In Figs. 8a–c one offset has been
introduced: 5 mm for the horizontal components North (N)
and East (E), 160 mm for the horizontal Up component
(U). In Figs. 8e and f offsets for all three PCO components
have been introduced, using the above-mentioned order of
magnitudes. While for the first cases all pattern information
is contained in M1, for the latter case M1 and M2 contain
these structures.

Clearly visible structures can be found for all cases.
They depend on the respective trigonometrical functions
for calculating the PCO. Therefore, for example, the neg-
ative North offset of 5 mm is present for azimuth angles
0ı and 360ı and zenith angle 90ı, see Fig. 8a. Keep in
mind the changed sign of the PCO within the PCC, cf.
Eq. 1.

Figures 9, 10, 11, 12 show the SVD of �PCC up to M4

for four of the six different antennas introduced in Table 1
(PCC1, PCC2, PCC5, PCC6). For all examples, it can be
clearly seen that the order of magnitude decreases with
increasing degree of the singular value s. Please note the dif-
ferent scales for the colour-coded �PCC. This representation
is chosen so that small structures for the different antennas
are detectable.

Fig. 7 SVD results for different antenna types showing (a) the magnitude of singular values si and (b) differences between full �PCC and
summation of individual structures up to M4, cf. Table 1
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Fig. 8 SVD of simulated PCC with introducing different PCO offsets. (a) M1, N = 5 mm, M1, E = 5 mm. (b) M1, U = 160 mm. (c) M1, N = E =
5 mm. (d) M1, N = E = 5 mm, U = 160 mm. (e) M2, N = E = 5 mm, U = 160 mm
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Fig. 9 SVD of �PCC1 (LEIAR25.R3 LEIT). (a) M1. (b) M2. (c) M3. (d) M4

A higher similarity between the different antennas is
observable with increasing degree i . For example, a chess-
board behaviour is detectable for M4 for all antennas. This
incisive structure can also be found partly in M3, e.g. visible
in Fig. 9c at high zenith angles, in Fig. 10c or in Fig. 11c.
This chessboard structure is to some extent related to the
chosen degree and order of the SH expansion. Since the used
parameters are usually not reported, a detailed analysis of
the relation between number of zero crossings and degree
and order of the SH expansion cannot be carried out here,
but needs further investigation. It is worth noticing that
this structure was also used by Geiger (1988) as a specific
antenna type in order to analyse analytically the impact in
the position domain. This underlines that the SVD can be
a promising tool for error propagation from pattern level to
position domain.

If the SVD results of PCC1 in Fig. 9 are compared to the
full difference pattern shown in Fig. 5, the main structures
are reflected in M1. Actually, the advantage of SVD gets
clear when having a look on M2, since this structure would
otherwise not be detectable. By comparing M2 (Fig. 9b) with
M2 of the simulated PCC in Fig. 8f, an overall comparable
structure is observable. This could indicate, that the �PCC
of PCC1 includes a larger offset in at least one of the
horizontal PCO components, i.e. North or East. Although a
single comparison of the PCO components without taking
the corresponding PCV into account for comparing different
sets of PCC is not fully correct, it can give a first idea of the
differences. In this case, �N = 1.18 mm which could explain
the structure and order of magnitude of M2. However, some
parts of this structures could additionally be present in M1,
M3 or M4.
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Fig. 10 SVD of �PCC2 (LEIAR25.R3 LEIT). (a) M1. (b) M2. (c) M3. (d) M4

Another behaviour of the simulated PCC can be detected
in Fig. 12a for M1. In this case, a clear PCO-Up offset
can be seen, similar to the one shown in Figs. 8c and e.
This is reflected as mainly zenith-dependent differences in
M1.

7 Conclusion

In this paper, we presented the potential of image sim-
ilarity metrics for comparing PCC. We showed that the
Pearson correlation coefficient c is an appropriate way to

measure the similarity of different PCC sets by a scalar
quantity. However, it needs to be transformed beforehand
to a common PCO. We demonstrated that c is indepen-
dent of a constant part within the pattern and that it is
– compared to the powerful SSIM – easy to use. Addi-
tionally, the results were compared w.r.t. widely used com-
parison metrics like the RMS or maximum deviation of
�PCC.

Our analyses of SURF, as an example for a feature detec-
tion algorithm, showed that mostly distinctive structures
within �PCC are not found. This is due to the smooth
character of the PCC.
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Fig. 11 SVD of �PCC5 (LEIAR25.R3 NONE). (a) M1. (b) M2. (c) M3. (d) M4

On the other hand, SVD of �PCC can be a promising tool
to analyse the impact of PCC differences from the pattern
level to the coordinate domain. We illustrated that recurring
structures can be found in the differences, i.e. offsets in
the horizontal or vertical PCO components. Moreover, a
chessboard structure is mostly found within the pattern,
which is most probably linked to the used degree and order
of the SH synthesis.

In future, a detailed analysis of the relation between the
chessboard structures and the SH synthesis need to be carried
out. Furthermore, the obtained structures should be used to
assess the impact in the coordinate domain. Our findings are
a good basis for this, since almost all pattern information
(� <0.25 mm) is contained within the first four degrees of
the SVD. Therefore, the complex structures of PCC can be
simplified.
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Fig. 12 SVD of �PCC6 (TRM15990 SCIS). (a) M1. (b) M2. (c) M3. (d) M4
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Multipath Characterization Using Ray-Tracing
in Urban Trenches

Lucy Icking, Fabian Ruwisch, and Steffen Schön

Abstract

Multipath in urban environments still represents a great challenge for Global Navigation
Satellite System (GNSS) positioning as it is a degrading factor which limits the attainable
accuracy, precision and integrity. In an urban trench, the dense building structures in the
vicinity of the antenna cause reflections of the satellite signals resulting in multipath errors.
Various work has been presented for simulating reflections for stations under laboratory
conditions, yet the simulative analysis of multipath propagation in urban environments is
currently developing.

In this contribution, we enhanced an existing Ray-Tracing algorithm which identifies
potentially multipath affected satellite signals. So far, it calculates reflection points on a
plane ground and estimates the resulting multipath error. We extended it for the urban area
case by introducing a 3D city building model with possible reflections on all surfaces of the
buildings. Based on the geometry between the antenna position, satellite position and the
reflection surface, the extra path delays, the characteristics of the propagation channel and
the signal amplitudes are calculated. The resulting multipath errors are then estimated from
the discriminator function using state of the art correlator parameters and antenna models.

For a validation, the simulation results are compared with code-minus-carrier combi-
nation from a real GNSS experiment in a dense urban area in Hannover. We find that
the simulated multipath errors fit the observations in terms of the amplitude, but with
uncertainties in the building model, the multipath wave length is too large. The distance
to the reflection surface is a key factor which influences the multipath wavelength.

Keywords

3DMA GNSS � Multipath � Ray-Tracing � Urban GNSS

1 Introduction

GNSS positioning in urban areas is still a challenging task
due to surrounding buildings causing signal reflection and
blockage. These environmental conditions lead to non-line-
of-sight (NLOS) and multipath (LOS plus reflection) signal

L. Icking (�) · F. Ruwisch · S. Schön
Leibniz Universität Hannover, Institut für Erdmessung, Hannover,
Germany
e-mail: icking@ife.uni-hannover.de

receptions which is the main error source of GNSS position-
ing in urban areas (McGraw et al. 2021). In literature, it is
usually differentiated between an urban canyon with high
rise buildings on both sides of the street (e.g. New York,
Hong Kong) and urban trenches with low rise buildings,
often found in European cities like Hannover or Toulouse
(Betaille et al. 2013). Although there are less satellite block-
ages in urban trenches than in urban canyons, the buildings
still reduce the availability of satellites and increase the
probability for multipath errors compared to open sky areas
as they present large reflection surfaces (Groves 2013; Hsu
2017). While there are already many approaches developed
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to exclude NLOS signals (Obst et al. 2012; Peyraud et al.
2013) or to correct NLOS signals (Suzuki and Kubo 2013;
Hsu et al. 2016), a detailed study to model multipath signals
in a realistic urban scenario is still missing. Various work has
been presented for simulating reflections under laboratory
conditions to evaluate the characteristics and the impact
of multipath on GNSS observations. This includes Hannah
(2001) and Smyrnaios et al. (2013), where an antenna is
set up on the ground with precisely known height to model
and analyze the impact of multipath on the signal strength
and carrier phase error. In Smyrnaios et al. (2012), a precise
laser scan building model for ray tracing is applied to show
in a simulation that at a typical GNSS reference station,
the code error due to multipath for one satellite can reach
0.2 m. Yet, the simulative analysis of multipath propagation
in urban environments is currently still under development
(cf. van Diggelen (2021); Zhang et al. (2021)) and needs
more investigation on the behavior of signal errors and the
required accuracy of the building models.

In this work, we use Ray-Tracing to identify epochs in
which multipath occurs in a first step and apply multipath
modelling in a second step. To this end, we include envi-
ronmental aspects from a building model and from material
properties as well receiver and antenna characteristics for a
detailed look on the multipath error. Furthermore, we take a
look at the limitations of current building models accuracy
on multipath modelling.

The remainder of this paper is structured as follows. In
Sect. 2, we give an overview over the methodology of the
study, namely the simulation of multipath errors and the
setup for the urban experiment. In Sect. 3, we will take
a detailed look on the results of the comparison between
multipath simulation and measured error. Lastly, Sect. 4 will
sum up the findings and give a brief outlook.

2 Methodology

2.1 Simulation

For the simulation purpose, we need several input parameters
as shown in the first row of Fig. 1. To perform the Ray-
Tracing algorithm, a building model is applied in level of
detail 2, meaning that buildings are represented by a cuboid
with a simplified roof on top. The height accuracy of the
roofs inside the building model is ˙1m (Landeshauptstadt
Hannover, FB Planen und Stadtentwicklung, Bereich Geoin-
formation 2017). Additionally, the values of permittivity and
conductivity of the wall’s material are taken from Interna-
tional Telecommunication Union Radiocommunication Sec-
tor (ITU-R).

As the simulation is performed for the time and place of
the experiment later described in this paper, the coordinates

Fig. 1 General flowchart of the multipath error calculation following
(Smyrnaios et al. 2013)

Table 1 Signal ray characterization based on LOS and reflection
possibility

Class LOS Reflection
LOS Yes No
Multipath Yes Yes
NLOS No Yes
Blocked No No

Fig. 2 Signal ray characterization in urban trench

of the satellites and antenna need to be known for the same
time period. While the satellite coordinates are taken from
MGEX orbits (Deng et al. 2016), the antenna position from
the experiment is calculated through relative positioning
with a nearby reference station. The values according to
the antenna gain patterns and correlator type and spacing
come into account later in the process of receiver delay-
lock-loop (DLL) simulation. To begin with the Ray-Tracing
as described in Icking et al. (2020), we need to classify the
signal rays depending on whether the satellite is within line-
of-sight (LOS) and if a reflection on a building model surface
is possible. In Table 1, the different ray classes with their
respective conditions are listed. A schematic overview is
given in Fig. 2, accordingly. In this contribution, we only take
the multipath case into account. This condition is reached
if the direct line-of-sight (LOS) to the satellite is visible
and a reflection on a building surface is possible at the
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Fig. 3 Right-Hand-Circular-Polarized (RHCP) and Left-Hand-Circular-Polarized (LHCP) reflection coefficients for selected materials

same time. During the Ray-Tracing process, we are able to
calculate the extra path delay ı of the reflected signal and
the incidence angle � at the reflection surface. In a next
step, the reflection coefficient R is determined following
International Telecommunication Union Radiocommunica-
tion Sector (ITU-R) and Smyrnaios et al. (2013) as the
combination of the perpendicularly polarized component R?

and the parallelly polarized component Rk:

R? D
cos .�/ �

q

" � sin .�/2

cos .�/ C

q

" � sin .�/2
(1)

Rk D
" cos .�/ �

q

" � sin .�/2

" cos .�/ C

q

" � sin .�/2
(2)

RRHCP D
R? C Rk

2
(3)

RLHCP D
R? � Rk

2
; (4)

where " is the complex dielectric constant

" D "r � i60�� (5)

with � being the carrier phase wavelength. As input values,
the permittivity "r and conductivity � of the facade material
has been set to "r D 2 F

m
and � D 2 � 10�5 S

m
:

The impact of different materials on R is visible in Fig. 3.
The solid line represents the reflection coefficient for the
Right-Hand-Circular-Polarized (RHCP), the dashed line for
the Left-Hand-Circular-Polarized (LHCP) part of the signal.
The chosen material parameters above represent plastering,
however it can be noticed that a watery surface would change
the coefficients drastically. Quartz glass windows also have
a different reflection coefficient, though the difference to
plastering is greater for the LHCP part.

The relative amplitude ˛ between the direct and indirect
signal is calculated from R, � , the pathloss and the receiver
and transmitter antenna gains. The resulting multipath error
�MP at the DLL Discriminator is a function of the correlator

spacing, extra path delay ı and ˛ and can be approximated
according to Bilich (2006) by

�MP D
˛ı cos

�
2�ı
�

�

1 C ˛ cos
�

2�ı
�

� : (6)

The multipath error oscillates, its amplitude is mainly deter-
mined by the relative amplitude while the oscillation fre-
quency depends on the extra path delay.

2.2 Experiment and Observations

For a validation of the simulation concept, an experiment
was conducted in a residential area of Hannover, Germany.
A car was parked in a street with a width of approx. 12 m
between buildings and a building height of approx. 20 m.
Since it is parked at the side of the street, the distance from
the antenna to the closest building is 2.6 m. A photo of
the antenna mounted on the roof of the car can be seen
in Fig. 4. The measurement collection lasted for 7 h at a
rate of 1 Hz. The skyplot (cf., Fig. 5) gives an overview
of four exemplary GPS satellites which will be analyzed in
detail. Additionally, the included obstruction mask shows the
harsh challenging location of the experiment. In this work,
we focus on the GPS L1 signal. Signals with lower carrier

Fig. 4 Antenna setup in Hannover residential area with narrow streets
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Fig. 5 Skyplot of selected satellites G01, G03, G08, G11. The
obstructed area in the skyplot is represented in gray

frequencies compared to L1, e.g. L2 and L5, would have a
lower oscillation frequency according to Eq. 6.

To analyze station dependent multipath effects, Code-
Minus-Carrier (CMC) values are calculated from the
recorded observations (Braasch 2017). To this end, for each
arc we perform

CMC D �L1 � �L1

D MP�L1 � MP�L1 � 2IL1 C N �L1 C ��L1 � ��L1

(7)

where � and � represent the code and carrier phase observa-
tions taken from the observed minus computed. This way,
all the common error effects are already deducted. The
CMC consists of the code and carrier phase multipath error
(the latter is negligible due to its magnitude), twice the
ionospheric delay I , the carrier phase integer ambiguity
N and the code and carrier phase noise ��L1 ��L1 . For the
mitigation of the remaining ionospheric effects, the IGS
TEC map is applied (Hernández-Pajares et al. 2009). The
unknown integer ambiguity is assumed to be constant for
each arc. Therefore, we use the simple rounding method

N D round

�
med .CMC/

�L1

�

� �L1 (8)

to obtain the respective integer ambiguities, with �L1 being
the wavelength of L1 frequency.

3 Results

Figure 6 shows the calculated CMC for selected satellites
together with the simulated multipath error as a black line.
The occurrence of multipath, detected by the Ray-Tracing, is
colored in yellow.

For a first overview, Fig. 6a shows the CMC for satellite
G01 over the whole observation period. It is already notice-
able that the different classes—LOS, multipath, NLOS and
blocked—have a different behavior and error level. During
the blocked part, the CMCs reach error levels of up to 20 m
and generally vary between �8 m and C6 m, marking the
highest error range of the four different zones. Also, the pur-
ple coded NLOS has a higher error range of �7 m and C10 m
compared to other classes. During green LOS periods, the
error is noticeably the lowest with values mostly below 1 m.

Figure 6b now shows a close-up of the multipath section
of satellite G01 together with the simulated multipath in
black. This multipath section is illustrated in Fig. 6f schemat-
ically for the minimum and maximum elevation angle in
which a multipath reflection can take place at the experiment
site. We can observe the oscillations in the yellow CMC
signal, indicating multipath with an amplitude of approx.
1.5 m and a wavelength of approx. � D 3 min 46 sec in
the later part. The wavelength is not constant throughout the
whole multipath section. At the beginning of the time series,
there are large deviations with a structure not similar to the
multipath error oscillations in the later time. These are most
likely due to other effects occurring during the transition
from NLOS to LOS, namely diffraction or multipath of
additionally reflected signals.

When comparing the simulated multipath error now with
the observed one, we can see that the amplitude of 1:5 m fits
well, however the wavelength is not quite met. This is found
similarly for satellites G03, G08 and G11 in Figs. 6c–e.

For all satellites, the errors in the beginning of the multi-
path sections are higher and more irregular, again probably
due to additional effects. Satellite G03 shows a higher multi-
path amplitude than the simulation between 13 and 13.2 h,
before transitioning to a noisy state. The wavelength dif-
ference between simulations and observations for satellites
G08 and G11 is obvious, with the simulations estimating the
wavelength too long.

As the wavelength is highly depending on the extra path
delay of the reflected signal, the question about the accuracy
of the building model rises. The longer the distance between
the antenna and the building in the model, the greater the
extra path delay, causing a shorter wavelength. As the extra
path delay is highest during a perpendicular reflection, a low
elevation and an across-street satellite azimuth angle also
result in a shorter wavelength.
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Fig. 6 CMC observations color-coded with respect to their respective zones and simulated multipath error for selected satellites in black. (f)
schematically shows the minimum and maximum elevation angle for the multipath case at the experiment site

This error factor is tested in Fig. 7. It has to be noted that
with the increased reflector distance, the time of the sections
for multipath are also shifted. The higher extra path delay
causes a higher frequency of the multipath signal, meeting
the observations. When subtracting the simulated multipath
from the observations in Fig. 7b, we experience an error
reduction to less than a meter in the second half of the time
series. This method of correction model however is highly
dependent on the phase shift of the multipath simulation.

To examine the sensitivity of the reflector distance, we
replace the extra path delay ı in Eq. 6 with the horizontal,
perpendicular distance from the antenna to the reflector dh,

ı D 2 � dh � cos .Elsat � Eln/ � cos .Azsat � Azn/: (9)

Elsat and Azsat denote the elevation and azimuth angle of the
satellite, Eln and Azn those of the reflector normal vector,
respectively.
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Fig. 7 CMC of G01 (a) with an increased distance to the reflection surface to fit the MP, (b) corrected by the simulated delay

Fig. 8 Code multipath error for one specific satellite position with changing horizontal reflector distance in blue. Azn D 276:5ı for the vertical
reflection plane. The orange/red curves show the influence of different reflection plane accuracies

Taking the parameters of satellite G01 as in Fig. 7, we can
see that the multipath error changes a whole period within
a reflector distance of 21 cm (cf. blue line in Fig. 8). If the
distance to the reflector is wrongly determined, instead of
correcting the multipath error, it can be in fact increased.
The dashed lines show the difference of the multipath error
calculated at one specific reflector distance to the multipath
error obtained at dh ˙ 1 cm and dh ˙ 5 cm, respec-
tively. With an accuracy for the horizontal distance dh of
1 cm as in the orange dashed line, the maximum error of
determining the multipath error is ˙ 20 cm. With a lower
accuracy of 5 cm as in the red dashed line, the wrong-
determination can go up to ˙ 80 cm, which is even higher
than the actual error. This concludes that the horizontal
distance to the reflector plane is highly sensitive to the cm-
level.

4 Conclusion and Outlook

In this contribution, we present a method to characterize
and classify signal rays as well as an approach to sim-
ulate the multipath error using a Ray-Tracing approach,
taking environmental information and receiver properties
into account. We could observe that the sections classified as
multipath indeed contain oscillations highly indicating multi-
path. However, additional effects like diffraction or multipath
of additionally reflected signals will come into place during
those sections causing higher errors. The classification needs
to include some transition phases as the signal condition does
not switch states within one sudden epoch.

Concerning the simulated multipath error, we were able
to see that the magnitude of the simulation fits to decimeter
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level in epochs with stable and regular multipath oscillations.
Nevertheless, the wavelength and the phase of the multipath
observations proof to be hard to match. The inaccuracies
and generalized characteristics of the building model in use
will influence the extra path delay, directly affecting the
wavelength of the simulated multipath.

We have shown a sensitivity analysis for the change
of the code multipath error with respect to the change of
the horizontal distance to the reflector. To precisely match
the observed errors with the simulation results, both the
antenna and reflector position have to be known in cm-level.
On the other hand, this sensitivity may open opportunities
to determine the actual distance to the reflector from the
observed multipath errors and hence, to improve the lateral
positioning in urban trenches.
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Bounding the Residual Tropospheric Error by
Interval Analysis

Jingyao Su and Steffen Schön

Abstract

GNSS integrity monitoring requires proper bounding to characterize all ranging error
sources. Unlike classical approaches based on probabilistic assumptions, our alternative
integrity approach depends on deterministic interval bounds as inputs. The intrinsically
linear uncertainty propagation with intervals is adequate to describe remaining systematic
uncertainty, the so-called imprecision. In this contribution, we make a proposal on
how to derive the required intervals in order to quantify and bound the residual error
for empirical troposphere models, based on the refined sensitivity analysis via interval
arithmetic. We evaluated experimentally the Saastamoinen model with (i) a priori ISO
standard atmosphere, and (ii) on-site meteorological measurements from IGS and Deutscher
Wetterdienst (DWD) stations as inputs. We obtain consistent and complete enclosure of
residual ZPD errors w.r.t IGS ZPD products. Thanks to the DWD dense network, interval
maps for meteorological parameters and residual ZPD errors are generated for Germany as
by-products. These experimental results and products are finally validated, taking advantage
of the high-quality tropospheric delays estimated by the Vienna Ray Tracer. Overall, the
results indicate that our strategy based on interval analysis successfully bounds tropospheric
model uncertainty. This will contribute to a realistic uncertainty assessment of GNSS-based
single point positioning.

Keywords

Error bounding � Global navigation satellite systems � Integrity � Interval analysis � Resid-
ual tropospheric error

1 Introduction

Nowadays, GNSS is used for many safety-critical applica-
tions, such as aviation and autonomous driving, where the
high-integrity performance of the navigation system must be
ensured. To assess the integrity, i.e., the trust that we can
put into a navigation solution, all contributing observation
error sources are to be quantified and propagated to the

J. Su (�) · S. Schön
Institut für Erdmessung, Leibniz Universität Hannover, Hannover,
Germany
e-mail: suj@ife.uni-hannover.de; schoen@ife.uni-hannover.de

position domain. A Protection Level (PL) is calculated as the
bound on these propagated errors, including code noise and
multipath, clock and orbit errors, residual ionospheric error,
and residual tropospheric error (Rife et al. 2006). To avoid
any underestimation of the PLs, these separate error sources
need to be modeled and bounded properly.

As one of the primary error sources, the tropospheric error
is in practice widely corrected by well-developed empirical
troposphere models. For example, the Saastamoinen model
is applied in a “blind” mode with a priori standard atmo-
sphere, e.g., ISO2533 (ISO et al. 1995) or U.S. standard
atmosphere, and the Global Pressure and Temperature model
GPT2 (Lagler et al. 2013); the Radio Technical Commission
for Aeronautics (RTCA) recommends the model of Askne
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and Nordius (1987) to estimate the wet delay for the min-
imum operational performance standard (MOPS) (RTCA-
DO229 2006); these two models are also adopted in GPT2w
(Böhm et al. 2015) and GPT3 (Landskron and Böhm 2018),
fed with corresponding empirical meteorological models.
The performance of these models must be evaluated, and
the residual error must be modeled to ensure high-integrity
navigation solutions.

Up until now, the residual tropospheric error is treated
stochastically in almost all bounding methods, and subse-
quently a quadratic error propagation is applied. For exam-
ple, MOPS indicates a maximum vertical error of 0:12 m
in terms of standard deviation globally for its correction
model (RTCA-DO229 2006); In aviation, the overbounding
method is developed based on conservative approximations
of cumulative density function (CDF) (DeCleene 2000; Rife
et al. 2006); Rózsa (2018) and Rózsa et al. (2020) introduced
the generalized extreme value theory to account for the tails
of the distribution and developed residual tropospheric error
models; Gallon et al. (2021) investigated time correlation
modeling by bounding the autocorrelation function (ACF)
and power spectral density (PSD). The resulting bounds on
stochastic parameters for residual tropospheric errors are
utilized in Kalman filters.

The methods mentioned above are applied almost ex-
clusively in a stochastic manner. However, the exact error
distribution is often unknown, and remaining systematic
errors may persist so that alternative linear uncertainty prop-
agation should be studied (Schön and Kutterer 2005). Unlike
classical approaches based on probabilistic assumptions,
the alternative integrity approach depends on deterministic
interval bounds as inputs, which are usually defined as the
maximum variation of the error in worst cases or with a
confidence level under probabilistic assumptions (Dbouk and
Schön 2019; Su and Schön 2022). Very few studies have
yet focused on the determination of meaningful observation
interval bounds in general and on interval bounding for
residual tropospheric errors in particular. Schön and Kutterer
(2006) introduced the method of sensitivity analysis to GNSS
applications but still did not validate with real data.

This contribution, in response, will make a proposal on
how to derive the required interval bounds based on interval
analysis in order to quantify and bound the residual tropo-
spheric error and validate it, as summarized in Fig. 1.

The remainder is organized as follows: Sect. 2 reviews
the sensitivity analysis and refines it in view of interval
arithmetic. Section 3 introduced the strategy howwe estimate
the uncertainty of model influence factors. In Sect. 4, we im-
plement the proposed method with the Saastamoinen model
with a priori standard atmosphere (ISO2533). We obtain the
uncertainty of meteorological parameters taking advantage
of IGS meteorological measurements as well as climate

data from the Deutsche Wetterdienst (DWD). Interval maps
for meteorological parameters and residual ZPD errors that
assess their uncertainty are generated as by-products over
Germany. Finally, we validate the resulting bounds through
comparison of tropospheric delay residuals based on empiri-
cal cumulative functions in Sect. 5. Concluding remarks and
an outlook are given in Sect. 6.

2 Methodology: Sensitivity Analysis

This section first summarizes the definitions and basic op-
erations of intervals; next reviews the concept of sensitivity
analysis that is applied in previous studies, and reformulate
the method in view of interval arithmetic.

2.1 Basics of Interval Arithmetic

An interval is defined as Œx� D Œx; x�, with x being the lower
bound and x upper bound.

For any bounded, and non-empty interval Œx�, the mid-
point mid.Œx�/ D xm and radius rad.Œx�/ D xr are defined
as:

mid.Œx�/ D xm , x C x

2
; rad.Œx�/ D xr , x � x

2
(1)

The real-valued arithmetic operations can be mostly ex-
tended to intervals, with the same basic operators: C, �, �,
� , sin, tan, exp and so on:

Œx� Þ Œy� D fx Þ y 2 R j x 2 Œx�; y 2 Œy�g (2)

where Œx� and Œy� are intervals and Þ can be any of the
algebraic operations listed above.

Similarly, an interval vector or interval matrix is higher
dimensional, which are defined as the Cartesian product of n

and m � n interval, separately.
If f represents a real-valued function of a single real

variable x, the range of values determined by f .x/ as x

varies within a given interval Œx� is the image of set fxjx 2

Œx�g under mapping f :

f .Œx�/ D ff .x/ j x 2 Œx�g (3)

Analogously, if f is a function of multiple real variable
x D Œx1; :::; xm�T , the output interval of f when its i -th
variable xi varies in an interval Œxi � reads:

f .Œxi � j x�/ D ff .x/ j xi 2 Œxi �; x.:::;i�1;iC1;:::/ D x�

.:::;i�1;iC1;:::/g

in other words, the set image of Œxi � under the mapping f ;
all other variables have their values from x�.
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Interested readers will find more detailed introduction
about interval computations in textbooks, e.g., Jaulin et al.
(2001) and Moore et al. (2009).

2.2 Sensitivity Analysis in View of Intervals

Sensitivity analysis is a forward modeling approach to assess
the uncertainty due to remaining systematic errors (ISO
et al. 1995) and can be applied on GNSS observations
(Schön and Kutterer 2006). The basic idea behind is as
follows: the empirical models are built based on assumptions
deviating from reality and approximations with uncertainty.
Hence, the constants and parameters used in the models are
often only imprecisely known and associated with a given
range. Their uncertainties should contribute to a maximum
range of variation (interval) for the model’s output. This
interval reflects the uncertainty due to remaining systematic
errors.

To this end, the approach by Schön and Kutterer (2006)
computes sensitivity coefficients through partial differenti-
ation and subsequently computes an interval radius for the
final uncertainty budget:

Consider a dedicated model f with m influence factors
x D fxi ; i D 1; :::; mg. For given values of x D x�, and
their uncertainty in terms of interval radii xr , the matrix of
sensitivity coefficients F and final interval radius fr read:

F D
@f .x�/

@xr

; fr D jFj � xr (4)

For this method, the partial differentiability of the dedicated
model must be given, and uncertainties of influence factors

are assumed to be small enough, which, however, are some-
times invalid.

To cope with this issue, we propose to implement the
sensitivity analysis via interval arithmetic:

The model’s uncertainty budget (interval value Œf �) is
expressed as the sum of all influence factors’ contributions:

Œf � , Œf ; f � D

mX

i

Œfi � C f .x�/ (5)

with a lower bound (f ) and an upper bound (f ).
The sensitivity fi of f w.r.t the change of one specific

influence factor xi in its interval Œxi � , Œ�xi ; �xi � C x�
i D

Œxi ; xi � is determined by:

Œfi � , f .Œxi � j x�/ � f .x�/ (6)

The uncertainty is evaluated via interval arithmetic instead
of real-valued operations on interval radii, therefore, the
resulting uncertainty intervals are not necessarily symmetric
w.r.t f .x�/.

3 Estimate the Uncertainty of Model
Influence Factors

It can be noticed from Sect. 2 that the key to the proposed
interval-based sensitivity analysis is the reliable characteriza-
tion of model’s influence factors and the assessment of their
uncertainties. This is because every single influence factor
contributes an uncertainty interval to the overall budget, cf.
Eqs. 5, 6.

Fig. 1 Flowchart of the study: for a given correction model f .x/, we
derive its sensitivity w.r.t all influence factors Œx� mathematically and
determine its uncertainty budget Œf � from all contributions. The outputs

are interval bounds under dedicated condition for further integrity
applications. They are validated in this study using historical data and
precise models
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According to JCGM (2008), the uncertainties of model
influence factors are evaluated by scientific judgement based
on all of the available information:

– uncertainty information indicated in the construction pro-
cess of the model

– expert knowledge or experience of the behavior and prop-
erties of relevant factors

– manufacturer’s specification
– information provided by model’s accuracy evaluations
– uncertainties assigned to reference data taken from hand-

books

This paper focuses on the Saastamoinen model (Saas-
tamoinen 1972), which shows that the zenith tropospheric
delay (ZPD) can be calculated from surface meteorological
parameters as:

�LD ˇ1
.1Cˇ2cos2.�/Cˇ3H/

cos.z/ Œp C ˇ4
T
e

C ˇ5e � Btan2.z/�Cır

(7)

where �L is the range correction, p is the pressure at the
antenna site in hP a, e the partial water vapor pressure in
hP a, T the absolute temperature in Kelvin, B and ır

correction terms, ˇ1; ˇ2; :::; ˇ5 constants, and z the apparent
zenith distance, determined from true zenith distance Z of
the satellite by the formula z D Z � ız with:

ız D
˛1

T
tan.Z/.p C

˛2

T
e/ � ˛3tan.Z/.tan2.Z/ C 1/

p

1000
(8)

where ˛1; ˛2; ˛3 and ˛4 are constant coefficients, and
Z can be determined from the station height H in
meter , station latitude � in degree and satellite
elevation � in radius. All the primary variables and
constants above-mentioned constitute the vector of
influence factors x, cf. Eqs. 5, 6, for the Saastamoinen
model: xSAAST D ŒT ; p; e; ˛1; ˛2; ˛3; ˇ1; ˇ2; ˇ3; ˇ4; ˇ5;

H; �; ��T .
Any physical quantity should only be given with a mean-

ingful number of digits. Half of the last digit of the quantity is
often referred to as rounding error. We follow this concept at
the first step, assigning an uncertainty due to rounding error
to all influence factors of the Saastamoinen model xSAAST .
This corresponds to the radii of symmetric intervals, cf.
Sect. 2.2. For example, Dbouk and Schön (2019) suggests
Rad.Œp�/ D 0:5 � 10�4, when the input value for surface
pressure is provided 4-digit.

However, this evaluation of uncertainty may not be
realistic, sometimes too optimistic. The actual range of
variation for some factors may have a different order
of magnitude. In the case of the Saastamoinen model,
researchers have studied the uncertainty of a constant
coefficient ˇ1 D 2:277 � 10�3: an error bar of 0:5 � 10�6

is given by Davis et al. (1985); Zhang et al. (2016) suggests
a value of 2:2794 � 10�3. We adopt a larger value for
its interval radius, i.e., the difference of the suggested
value to original one plus rounding error, Rad.Œˇ1�/ D

.2:4C0:5/ �10�6, indicating the maximum range of variation
of ˇ1.

Additional care must be paid to the meteorological pa-
rameters, because they are inputs of the model and they vary
temporally and spatially, having significant influence on the
model’s output. According to Feng et al. (2020), the pressure
measurements at ground level are less representative of the
“true” mean surface pressure than those at a higher level,
probably due to turbulence. This will introduce uncertainty to
the Saastamoinen model. Therefore, we propose performing
long-term statistics against on-site meteorological measure-
ments to estimate their interval bounds. In this contribution,
the ISO2533 standard atmosphere is used as the a priori
parameters to feed the Saasatamoinen model. We define a
sliding window of two consecutive months on the time series
and from each window, we take all the difference values
of the standard atmosphere w.r.t the on-site measurements.
The window slides in daily steps. Next, the upper and lower
bounds of an interval are derived as a pair of quantiles of
data within the sliding window. The quantile pairs should be
determined based on the requirement of applications, e.g.,
Œ5%; 95%�, Œ0:15%; 99:85%� and minimum/maximum values
etc. In this way, daily interval bounds are obtained, i.e., Œp�,
ŒT �, and Œe�.

Figure 2 shows the example results for the IGS stations
Potsdam (POTS, a-1, b-1 and c-1) and Oberpfaffenhofen
(OBE4, a-2, b-2 and c-2) during the year 2020: residuals
of the ISO standard atmosphere (w.r.t on-site measurements,
dots in grey) and interval bounds (colored curves) for those
parameters, i.e., temperature (T ), surface pressure (p) and
water vapor pressure (e). The bounds of min/max values
are wider, enclosing all the residuals, while the bounds
of quantile pairs are relatively narrower, and violated by
occasional extreme values.

4 Assessment of Residual Tropospheric
Error

After having obtained uncertainty intervals of all influ-
ence factors xSAAST , the sensitivity analysis is implemented
for the Saastamoinen model via interval arithmetic based
on Eq. 6, resulting in Sf .xSAAST ;i /, the sensitivity of the
model fSAAST w.r.t to each of the 14 elements of xSAAST .
Subsequently, ŒfSAAST �, the interval bounds for residual
tropospher-ic errors are computed based on Eq. 5.

To demonstrate results, we compute ZPD residuals, de-
fined as the difference of computed ZPD from the Saasta-
moinen model w.r.t reference estimates. By definition, the
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Fig. 2 Example results of IGS station POTS (left) and OBE4 (right)
in 2020: residuals (ISO-to-RNX) and bounds for meteorological pa-
rameters (temperature, pressure, partial water vapour) from long-term

statistics. ZPD bounds are computed with these results, and compared
to residuals (Saastamoinen with ISO-to-IGS ZPD)

actual “residual ZPD error” is referenced to the truth. For
IGS stations POTS and OBE4, we take the IGS ZPD products
as reference. In Fig. 2 (d-1, d-2), the residuals are shown
as grey dots, compared with the assessed interval bounds
(colored curves, obtained with corresponding meteorological
interval bounds). We expect complete enclosure of grey
dots by colored curves. Obviously, this is the case for the
widest interval bounds at POTS station, obtained with min/
max meteorological interval bounds. As a comparison, other
bounds, computed from quantile pairs, are narrower but may
be exceeded by the residuals. For the OBE4 station, an excep-
tion can be observed on Nov. 4, 2020, during a short period
of which the residuals are not enclosed by any bounds. The
cause might be any perturbation occurring in the atmosphere,
which cannot be captured by the surface measurements. The
uncertainty for meteorological parameters is subsequently
underestimated at these epochs, resulting in failures in ZPD
bounding. This issue should be resolved in future works
by refining the estimation for the uncertainty of relevant
influence factors.

In addition, Deutscher Wetterdienst (DWD) operates a
dense network of climate sensors over Germany, faciliting
the analysis for multiple stations and the estimation for the

geographical distribution of error bounds over the country.
We applied a linear interpolation to the scattered dataset
and obtained a 0:25ı � 0:25ı gridded network. Example
results for three meteorological parameters on the day 239
of 2020 are shown in Fig. 3. Using these interval bounds
as input to the proposed sensitivity analysis, the interval
maps for residual ZPD errors are obtained, cf. Fig. 4. Cross-
sections of the interval maps in Fig. 4 along 9:7ıE and
11:3ıE meridians, which cross Hannover and Potsdam, are
presented in Fig. 5. From these figures, we are interested in
seeking potential dependency of the uncertainty intervals for
residual ZPD error on meteorological parameters in terms of
their geographical distributions. There are some interesting
remarks:
– The “wet” troposphere dominates the overall interval bo-

und, (i) similar pattern of two-dimensional geographical
distribution can be found between water vapor pressure
(cf. Fig. 3) and residual ZPD error (cf. Fig. 4), (ii) similar
tendency of their one-dimensional latitudinal variation
can also be observed in Fig. 5.

– Empirical tropospheric correction models may not capture
the impact of regional, small-scaled weather events,
during which the interval bounds should be expanded
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Fig. 3 Geographical distribution of lower interval bounds (upper col-
umn) and upper interval (lower column) bounds (right) for meteorologi-
cal parameters over Germany on DOY 239 in 2020. The interval bounds

are obtained based on statistics for on-site measurements from 215 out
of 345 DWD stations

Fig. 4 Geographical distribution of lower interval bounds (left) and
upper interval bounds (right) for bounding the residual ZPD error over
Germany on DOY 239 in 2020. The computation is based on the

proposed sensitivity analysis of the Saastamoinen model using interval
bounds from Fig. 3
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correspondingly. This is visible in Fig. 5: the region
between Hamburg and Hannover indicates significant
wider intervals for water vapor pressure and residual
ZPD error. Counterparts exist in the interval maps in
Fig. 4.

– The interval maps for residual ZPD errors show good
agreements with the station-wise experimental results. We
take POTS station on day 239 of 2020 as an example,
which is visible in both of Fig. 2 (d-1, Oct. 26th on x-
axis) and Fig. 5 (right, the fourth sub-figure, 52:379ıN
on y-axis): they are assessed based on different uncer-
tainty evaluation for meteorological parameters (Fig. 2
using on-site measurements directly, and Fig. 5 using
interpolated values from sensor network), nevertheless,
resulting in very close interval values. In fact, we also
tested with the other station OBE4 and with more days,
showing the difference of ZPD bounds of mm to 10 mm
level.

5 Validation

In this section, we aim to evaluate how well the bounds
enclose potential deviations of the model outputs (e.g., Saas-
tamoinen model with ISO) from reality. Since ground truth
for tropospheric delays is difficult to achieve, we take (i)
the IGS ZPD products and (ii) estimates from Vienna Ray-
Tracer (RT) as reference. The ray-tracing technique directly
reconstructs the true signal path and subsequently computes
the atmospheric delay along the path based on numerical
weather models, hence provides high-quality ZPD and SPD
(slant directions) estimation (Hofmeister and Böhm 2017).
However, this approach is computational expensive and has
a relatively low temporal resolution (6 h), which prevents its
usage in real-time applications. We additionally analyze the
Saastamoinen model with inputs of on-site meteorological
measurements (RNX) for comparison. Intervals for influence

factors and subsequently for residual ZPD errors are deter-
mined with same methods, and again referred to IGS ZPD
products as well as ray-traced delays.

We define bound-minus-residual (BMR) values, i.e.,
�; �, as the over-bounding indicator:

� D f � .TM � TR/; � D f � .TM � TR/ (9)

where f and f are lower and upper bounds of the intervals,
TM and TR denote the modeled troposphere correction and
reference delay, respectively. The BMR naturally indicates
over-bounding performance for dedicated interval bounds,
i.e., � is supposed to have positive sign and � negative,
while both are expected close to zero ideally. Computing a
large amount of data, it would be beneficial to observe the
statistical parameters, e.g., the empirical cumulative density
function (ECDF). Two key aspects regarding ECDF curves
are of interest:

1. Success of bounding: whether the bounds sufficiently
enclose all residuals, i.e., positive � and negative �

2. Conservativity of over-bounding: the width of margin
between the bounds and residuals in case of successful
bounding, i.e., the deviation of curves from the y-axis
The ECDF curves for all scenarios for POTS are presented

in Fig. 6. We show the values of the 90% percentile and
min/max intervals of all ECDF in Table 1. The 90% bound is
also indicated as a horizontal dashed red line in Fig. 6. It is
worth noting that:

– An input of whether standard atmosphere or on-site me-
teorological measurements to the Saastamoinen model
makes few difference to the uncertainty budget of residual
tropospheric errors, no matter in zenith direction, or in
slant directions. This is because the inputs to the Saasta-
moinen model are representative values. Neither of them
is advantageous in uncertainty due to the construction
process of the model.

Fig. 6 ECDF of BMR values
(Œ�; ��) for POTS station. The
input meteorological data is from
either standard atmosphere (ISO)
or on-site measurements (RNX);
the tropospheric delay residuals
are from either zenith delays
(ZPD) or slant delays (SPD); the
reference data is from either IGS
ZPD products (IGS) or
Ray-Tracing Technique (RT).
90% of the values are located
above the red dashed line
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Table 1 90% and min/max in-
terval of ECDF for BMR values
(Œ�; ��) for six scenarios as de-

fined in Fig. 6: 90%, or all of
BMR are inside such an interval

Scenario 90% interval [m] min/max interval [m]
ISO-ZPD-IGS Œ�0:201; 0:174� Œ�0:286; 0:271�

ISO-ZPD-RT Œ�0:179; 0:182� Œ�0:260; 0:260�

RNX-ZPD-IGS Œ�0:201; 0:176� Œ�0:284; 0:276�

RNX-ZPD-RT Œ�0:175; 0:187� Œ�0:257; 0:266�

ISO-SPD-RT Œ�0:626; 0:537� Œ�1:582; 1:322�

RNX-SPD-RT Œ�0:613; 0:551� Œ�1:566; 1:353�

– Being referred to whether the IGS ZPD products or ray-
traced delays, the BMR shows a slight difference in ECDF
curves. Both reference data are of high-quality, thus can
be cross-checked.

– The ECDF curves are not necessarily symmetric to the
y-axis, because (i) the accuracy of reference is never
perfect, and (ii) some influence factors being aligned with
symmetric uncertainty intervals may not be adequately
assessed. For example, the absolute values j�j are usually
greater than j�j in zenith direction for IGS-referenced
scenarios (dark blue and yellow). Meanwhile, this is
not necessary the case of RT-referenced curves (green,
orange, purple and light blue), which are shifted around
2 cm to the right side w.r.t IGS-referenced ones.

– Mapping function: we didn’t make an evaluation on the
impact of mapping functions in the proposed method but
directly inflate the intervals with corresponding mapping
factors for slant directions. Therefore, the ECDF curves
for SPD (green an light blue) are significantly wider than
those for ZPD. Nevertheless, the impact of uncertainty
due to mapping functions may be observed from, i.e., the
change of asymmetry of ECDF curves from zenith to slant
directions: in Table 1, we notice j�j � j�j for “ISO-ZPD-
RT“ and “RNX-ZPD-RT” for 90% and min/max intervals,
while “ISO-SPD-RT” and “RNX-SPD-RT” are in the
opposite situation, i.e., j�j > j�j. This finding suggests
the presence of systematic error due to mapping functions,
which has to be captured by an additional interval.

6 Conclusions and Outlook

Taking the example of the Saastamoinen model, our imple-
mentation indicates the feasibility of the proposed method in
qualifying and bounding residual tropospheric errors, based
on sensitivity analysis via interval arithmetic. To evaluate
the bounding performance, we computed bound-minus-resi-
dual (BMR) values as over-bounding indicators. Either stan-
dard atmosphere or on-site meteorological measurements
are input to the Saastamoinen model. Tropospheric delay
estimates provided by the IGS and Vienna Ray-Tracer are

taken as reference value. All ZPD and SPD residuals were
successfully bounded for test data at POTS station. 90% of
the over-bounding BMR values for ZPD are no greater than
around 0.2 m.

Uncertainties of the model influence factors must be
carefully assessed. The estimation for meteorological pa-
rameters is done through long-term statistics against on-site
measurements. The usage of on-site measurements facilitates
the modeling and bounding of seasonal and geographical
dependency. Taking advantage of a dense network of cli-
mate sensors such as Deutscher Wetterdienst (DWD), we
showed the generation of interval maps to assess the un-
certainty for meteorological parameters and residual ZPD
errors.

Further work will focus on the potential impact of the
mapping functions, as well as the implementation of other
empirical tropospheric correction models.
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Precise Orbit Determination of CubeSats Using
Proposed ObservationsWeightingModel

Amir Allahvirdi-Zadeh , Ahmed El-Mowafy , and Kan Wang

Abstract

CubeSats can be used for many space missions and Earth science applications if their orbits
can be determined precisely. The Precise Orbit Determination (POD) methods are well
developed for large LEO satellites during the last two decades. However, CubeSats are built
from Commercial Off-The-Shelf (COTS) components and have their own characteristics,
which need more investigations. In this paper, precise orbits of 17 3U-CubeSats in the Spire
Global constellation are determined using both the reduced-dynamic and the kinematic
POD methods. The limitations in using elevation-dependent weighting models for CubeSats
POD are also discussed and, as an alternative approach, a weighting model based on the
Signal-to-Noise Ratio (SNR) has been proposed. One-month processing of these CubeSats
revealed that around 40% of orbits can be determined at the decimeter accuracy, while
50% have accuracy at centimeters. Such precise orbits fulfil most mission requirements that
require such POD accuracy. Internal validation methods confirmed the POD procedure and
approved the distinction of weighting based on SNR values over the elevation angles.

Keywords

CubeSats � Precise orbit determination (POD) � Signal-to-noise ratio (SNR) � Weighting
model

1 Introduction

CubeSats are small low-cost and low-power satellites that
can be used for many space missions. Precise Orbit Deter-
mination (POD) of CubeSats is essential for some missions
such as radio-occultation, Interferometric Synthetic Aperture
Radar (InSAR), satellite altimetry, gravity field recovery,
and future mega-constellations as an augmentation system
for positioning and navigation (Allahvirdi-Zadeh and El-
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Mowafy 2022). POD of CubeSats using the observations
of Global Navigation Satellite Systems (GNSS) can be per-
formed using the reduced-dynamic and the kinematic meth-
ods in post-mission or real-time (Allahvirdi-Zadeh et al.
2022a). In this study, we analyze the POD of CubeSats
from the Spire CubeSat Constellation (Spire Global, Inc.),
comparing elevation angle-dependent and Signal-to-Noise
ratio (SNR) based weighting models.

The Spire Global constellation of nanosatellites consists
of more than 145 3U-CubeSats (10 � 10 � 30 cm) that were
launched mostly in Sun-synchronous and various other orbits
with different altitudes (445–600 km). Most are equipped
with the STRATOS GNSS receiver module to receive 1-
Hz dual-frequency GPS signals (L1C/A and L2L) using a
compatible zenith-mounted GNSS antenna. It also simulta-
neously collects 50-Hz signals dual-frequency multi-GNSS
signals through the high-gain, side-mounted antennas from
setting or rising GNSS satellites to perform Radio Occul-

© The Author(s) 2022
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Fig. 1 Structure of the Spire 3U RO CubeSat (Credit: Spire Global, Inc.)

tation (RO). The location of the POD and RO high-gain
antennas on the Spire’s CubeSats are depicted in Fig. 1.

2 Precise Orbit Determination

The reduced-dynamic POD (RD-POD) is considered the
main method in this study. It is based on exploiting avail-
able dynamic models as well as GNSS observations to
estimate the CubeSat’s state vector, which includes posi-
tion and velocity, clock offsets, float ambiguities, and some
piece-wise constant stochastic accelerations to compensate
for deficiencies in dynamic models (Allahvirdi-Zadeh et
al. 2022a). The type of data used, processing information,
and models in the RD-POD processing are provided in
Table 1.

2.1 WeightingModels

Equal weighting of GNSS observations can be considered
for the POD of Low Earth Orbit (LEO) satellites. How-
ever, this model is not optimal due to factors causing mis-
modelled errors, such as higher-order ionosphere scintil-
lation, near field multipath, etc. One may suggest using
the elevation-angle dependent (defined here for brevity as
elevation-dependent) weighting models such as sin2� . The
analysis of the observation residuals in the validation step
(see Sect. 2.3.3) reveals that this type of models is not
optimal for reflecting the actual noise level of the CubeSats
observations. This is due to the fact that these models

are developed to account for the effect of the tropospheric
delays and multipath, mainly for users on the Earth surface
(Hobiger and Jakowski 2017), whereas CubeSats fly above
the troposphere layer. Besides, in order to correctly apply the
elevation-dependent model, the CubeSat should effectively
record the attitude information, such as the quaternions. This,
however, may not be available for CubeSats with low-power
budget. Hence, we propose to use a direct signal quality
indicator, i.e. the SNR, which equals to the ratio of the
signal power to the noise power of the modulated signal at
the correlator output. The proposed SNR-based model for
weighting the observations (˚ i) can be expressed as:

W .ˆi / D

�

0:1 C 0:9 �

�
�SNRi;min

�SNRmax;min

��2

(1)

where �SNRi, min is the difference between the observation
SNR value and the minimum SNR of all observations, and
�SNRmax, min is the difference between the maximum and
minimum SNR values among all observations. The coeffi-
cients 0.1 and 0.9 on the right-hand side of Eq. 1 are used to
give the maximum weight, i.e., 1, to the observation which
has the highest SNR value, and a very low weight, i.e., 0.01,
to the observation with the lowest SNR. A similar model has
been developed for baseline processing (Luo 2013), however,
the way of choosing the maximum and minimum SNR values
and applying weights for double differences are different.
Figure 2 compares the weights generated from applying
the elevation-dependent weighting model (sin2� ) and the
SNR-based model (Eq. 1) for different elevation angels
(� ) for one-month observations of CubeSat PRN099. Two
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Table 1 CubeSats POD processing models and parameters

Item Description
Gravity field/Earth tide/Relativity/Other planets EGM 2008 (Pavlis et al. 2008)/FES2004 (Lyard et al. 2006)/IERS 2010

(Petit and Luzum 2010)/DE405 (Standish 1998)

Observation model 1-Hz dual-frequency GPS Ionosphere-Free

A-priori code and phase standard deviation 0.1 m, 1 mm (Zenith, L1)

Empirical acceleration piece-wise constant accelerations

Attitude information, Quaternions, Antenna phase center offsets
(PCO) and variations (PCV)

Provided by Spire Global, Inc. and applied (Allahvirdi-Zadeh 2021b)

Weighting model (tested) Elevation-dependent or SNR-based models

GNSS orbits and clocks IGS-RTS and CODE final

Fig. 2 Observation weights form the SNR- and the elevation-dependent weighting models for one month (16/12/2020–15/01/2021) of L1C (left)
and L2L (right) signals from all available GPS satellites as observed on CubeSat PRN099

models behave differently in weighting the observations. For
example, the SNR-based model gives higher weights to the
observations from low elevation angles for both L1C and
L2L signals compared with the elevation-dependent model
depending on the received signal strength. It can be more
realistic for signals in space, since they are not affected
by the troposphere, and the amount of near-field multipath
is low, mainly due to the CubeSat structure (see Fig. 1).
Realistic weighting is crucial in the POD of the low-power
CubeSats since they are allowed to record the observations
for a limited time based on their power budget and mis-
sion requirements (personal communication with the Cube-
Sat developers (Allahvirdi-Zadeh 2021a)). Therefore, losing
observations due to incorrect weighting may even lead to the
unavailability of POD procedure for the Kinematic mode. It
does not generally though take place for the satellites that

record GNSS observations continuously, since the RD-POD
of these satellites can run even in the presence of duty-cycled
GNSS data (i.e., available at certain percentage of the orbit
due to the need of the low available onboard power to sensors
other than GNSS) (Wang et al. 2020).

2.2 POD Results

One month (from 16 December 2020 to 15 January 2021)
of all available observations of 17 3U-CubeSats from the
Spire Global constellation are processed in this study. A
list of these CubeSats and their specifications are given
in Allahvirdi-Zadeh et al. 2022b. The observations com-
prise several segments each day. Each segment has around
1.5 h (orbital period) of 1-Hz dual-frequency GPS data. The
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Fig. 3 3D-RMS of differences between RD-POD and Kinematic POD (Kin-POD) for all CubeSats. Each segment related to each CubeSat PRN
contains all processed file during one month (16/12/2020–15/01/2021)

Fig. 4 Overlapped arc between two consecutive orbits. The red cross hatches indicate the arc boundaries

related observable-specific signal biases for L1C and L2L
are synchronized with the applied precise GNSS orbits and
clocks (Schaer 2016). A comparison between the reduced-
dynamic orbits, as the most precise obtainable orbits in
this study, and the kinematic orbits are plotted in Fig.
3 in the radial (R), along-track (S), and cross-track (W)
directions. In this comparison, 40% of kinematic orbits
have 3D root mean square (3D-RMS) of decimeters, while
half of them have accuracies at a few centimeters. Such
orbits can fulfil the requirements of different space missions
and earth-science applications such as radio occultation,
InSAR, the Earth monitoring, etc. (Allahvirdi-Zadeh et al.
2021).

2.3 POD Validation

The Spire CubeSats are not equipped with Satellite Laser
Ranging (SLR) reflectors, and thus, external validation is
not possible. Therefore, the internal methods including the
overlapping arcs, residuals analysis, and goodness of fit
checks are used to validate the POD results. Their results are
described in the following sections.

2.3.1 Overlapping Arcs
The overlapping validation is performed by testing two
consecutive arcs longer than 24 h (e.g. 30 h) and check-
ing the differences in the overlapped part. The estimated
CubeSats orbits are all around 1.5 h arcs due to the length
of the observation segments. All possible overlapped arcs
between all estimated orbits of each CubeSat, except for the
arc boundaries, are considered for this validation method.
Figure 4 shows a sample of the overlapped arc between two
consecutive orbits.

The RMS of the overlapped differences for RD-POD and
Kinematic POD (Kin-POD) in all directions are plotted in
Fig. 5. Small RMS values indicate validation of the POD
procedure. The overall average reduction in RMS for the
Kin-POD, are also observed when using the SNR-based
weighting (dark colours) against the elevation-dependent
model (light colours). This confirms the benefits of using the
SNR-based model for the CubeSat’s kinematic POD. The
average percentage of the RMS reduction for all CubeSats
are provided in Table 2. In the RD-POD, the overlapping
results applying both models are similar. This could be
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Fig. 5 RMS of overlapping validation for RD-POD (a) and Kin-POD (b). (Dark colours: using the SNR-based model – Light colours: using the
elevation-dependent model)

due to the impact of using similar dynamic models and
estimating the piecewise accelerations in the RD-POD using
both weighting models.

2.3.2 Goodness of Fit
The a-posteriori variance can be expressed as:

O�2
0 D

kOek2
W

dof
(2)

Table 2 Mean percentage of the RMS reduction due to the proposed
SNR-based model compared to the elevation-dependent model for all
CubeSats in all directions

POD Radial (%) Along-Track (%) Cross-Track (%) 3D (%)
RD 0.0 0.1 0.0 0.1

Kin 11.2 11.1 5.7 9.5

where
�
kOek2

W D OeT W Oe
�

is the weighted squared norm of

the observation residuals ( Oe) using the observation weight
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Fig. 6 RMS of the a-posteriori sigma for all CubeSats for RD-POD (top) and Kin-POD (bottom). (Dark colours: using the SNR-based model—
Light colours: using the elevation-dependent model)

Table 3 Mean value of the a-posteriori STD of all CubeSats from RD-
POD and Kin-POD

POD Mean value of the a-posteriori sigma (mm)

SNR-based model Elevation-dependent model
RD 1.85 2.20

Kin 1.48 1.67

matrix (W) and dof denotes the degrees of freedom. The ratio
of a-posteriori variance to the a-priori variance (see Table 1)
can be used as a self-consistency check of the goodness of fit
using the following chi-squared test with selected confidence
region (˛) (Strang and Borre 1997):

O�2
0

�s
0

<
�2

dof ;1�˛

dof
(3)

The a-posteriori standard deviation (STD) values of all Cube-
Sats are plotted in Fig. 6. They are all less than 3 mm
which represents an acceptable fitting model to the POD
problem. The mean of all a-posteriori STD values for all
tested CubeSats are given in Table 3. In total, 16% and 11%
reduction in the a-posteriori STD values are observed in the
case of POD using SNR-based weighting model for RD-POD
and Kin-POD, respectively.

2.3.3 Residual Analysis
The final validation check is the observation residual anal-
ysis. As a representative example, the GPS ionosphere-free
(IF) phase residuals for CubeSat PRN-099 are plotted in Fig.
7. The ambiguities were estimated as float values in our POD
processing. The residuals are at sub-centimeter to centimeter

level mainly due to the onboard COTS receiver/antenna, as
well as using the IF-LC which increases the noise compared
to the use of uncombined signals. However, the reduction
of the residuals is obvious for the POD using the SNR-
based model. Similar trends are observed for other Cube-
Sats.

The CubeSats cross the eclipse region several times per
day. Although the solar radiation pressure is significantly
low due to the absence of sunlight, there is a thermal
re-radiation as an additional effect of the solar radiation
pressure in these regions (Švehla 2018). A cylindrical
model proposed by Allahvirdi-Zadeh (2013, 2022) and
Allahverdi-Zadeh et al. (2016) is used to estimate the eclipse
region and analyse the residual behaviours. No significant
changes on residuals can be observed for crossing this
region. The reason is that such effect has been captured
by the estimation of stochastic accelerations in the POD
procedure.

3 Conclusion

The proposed SNR-based weighting model reduced the IF
phase residuals compared to the traditional elevation angle-
dependent model. The internal validation including compar-
ing overlapping arcs and the a-posteriori STD confirmed
the improved performance of CubeSats’ POD using the
proposed SNR-based weighting model. The generated Cube-
Sats orbits have a precision that fulfils the requirements of
different space and Earth science applications. The impact
of using such a weighting model on ambiguity resolution is
among our next studies.
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Fig. 7 The RMS of IF phase residuals from the RD-POD (top) and the Kin-POD (bottom) for CubeSat PRN099. The RMS values are derived
from one month of all observations of all GPS satellites
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Optimal TEC Forecast Models Based onMachine
Learning and Time Series Analysis Techniques:
A Preliminary Study on the Ring of Fire
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Hoa Thi Pham, and Harald Schuh

Abstract

Geomagnetic storms are one of the major factors causing Total Electron Content (TEC)
anomalies. Analyses of TEC fluctuations also provide a valuable understanding of the
mechanisms of earthquakes and tsunamis. However, there is no clear consistency in
investigations of TEC disturbances that should be considered simultaneously in both solar
and seismic activities. Therefore, based on Machine Learning (ML) and time series analysis
techniques, we build TEC forecast models to study relationships among ionospheric
anomalies, geomagnetic storms, and earthquakes. Robust statistical tests are used to select
the optimal models and estimate forecast performance. Depending on the quality of input
data and sampling rates, the forecast performance can get from 2.0 to 2.5 TECU for 3-day
predictions using daily time series and reach up to 1.3 TECU using one-minute time series.
These models present significant relationships between the ionosphere, solar activity, and
seismic events, which can be applied to hazard warning systems.
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1 Introduction

The Ring of Fire, also referred to as the Pacific Rims, is the
boundary of continental plates, ocean trenches (Rinard Hinga
2015), the intersection of major ocean currents (“Major
Currents j Ocean Tracks.” [Online]. https://oceantracks.
org/library/the-north-pacific-ocean/major-currents), and is
affected by extreme weather events associated with the
global climate change over the last decades (Ishii 2018;
Eckstein et al. 2021; Cracknell and Varotsos 2021). The
Ring of Fire contains approximately 850 to 1,000 volcanoes
that have been active during the last 11,700 years (Siebert
et al. 2010), with 90% of the Earth’s earthquakes and 81%
of the world’s largest earthquakes occurring here (United
States Geological Survey 1999). In addition, the place
often experiences natural catastrophes such as earthquakes,
volcanic eruptions, tsunamis, landslides, sea-level rise, and
hurricanes. However, it is just known as a region frequently
happening seismic activities rather than other natural events.
Hence, we will provide a primary view of the mathematical
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relationships between ionospheric variations, solar activity,
and tectonic processes using a combination of geospatial
measurements and geomagnetic observations for VTEC
(Vertical Total Electron Content) forecasts.

Furthermore, there is a close interaction between solid
Earth and the atmosphere, where particles, electrons in the
ionosphere, and matter in the oceans act as conductors
to propagate acoustic waves generated from the Rayleigh
waves of seismic activity (Jin et al. 2019; Tanimoto et al.
2015). Over the last decades, there has been a powerful
research stream about ionospheric disturbances associated
with earthquakes, tsunamis, and volcanic eruptions (Jin et al.
2019; Tanimoto et al. 2015; Heki 2011). Determination of
the disturbances related to seismic activity is possible based
on different methods and instruments, e.g., using the French
DEMETER1 satellite (Athanasiou et al. 2011; Zhao et al.
2020), or the continuously GNSS (Global Navigation Satel-
lite Systems) networks like the GEONET 2 in Japan and the
SEALION (Southeast Asia Low-latitude Ionospheric Net-
work) including ionosondes, scintillation monitors, and mag-
netometers (Ishii 2018). However, the Earth’s geomagnetic
field changes provoked by space weather events also lead
to ionospheric disturbances (Blagoveshchensky et al. 2018).
Geomagnetic storms are major disturbances of the Earth’s
magnetosphere as an exchange of energy from the solar
wind plasma into the space environment surrounding Earth
(Blagoveshchensky et al. 2018; Maurya et al. 2018; “Geo-
magnetic Storms j NOAA / NWS Space Weather Prediction
Center.” [Online]. https://www.swpc.noaa.gov/phenomena/
geomagnetic-storms; Singh et al. 2010); for example, the
strongest geomagnetic storm of the 24th solar cycle on St.
Patrick’s Days 2015 causing significant TEC fluctuations is
indicated in a range of studies (Maurya et al. 2018; Yadav
et al. 2016; Elvira et al. 2015). Monitoring ionospheric
anomalies can thus provide insights into solid Earth pro-
cesses. Moreover, TEC forecast models can contribute to
early warning systems for natural disasters. This will be a
potential approach to study an active tectonic region with
many extreme weather events like the Ring of Fire.

Machine Learning (ML), its first notion appeared in the
1930s and experienced the two winters of artificial intel-
ligence due to the lack of data sources and computation
capacity (Silaparasetty 2020), has been becoming a powerful
trend, especially for regression and classification domains.
For regression ML, algorithms have been widely applied,
ranging from Support Vector Machine (SVM), Ensemble
(Natras and Schmidt 2021; Panigrahi et al. 2021; Inyurt et
al. 2020) to Neural networks and Fuzzy techniques (Sun
et al. 2017; Venkata Ratnam et al. 2017; Lee et al. 2021).
Currently, there are three main approaches for building

1http://demeter.cnrs-orleans.fr/dmt/index.html.
2https://www.gsi.go.jp/ENGLISH/geonet_english.html.

regression ML models, including (1) gradient descent (e.g.,
Linear and Gaussian), (2) random forest (e.g., Regression
trees and Tree-ensembles), and (3) distance-based algorithms
(e.g., Support Vector Machine). Over the literary studies,
the Root Mean Square Errors (RMSE) vary mainly from 3
to 5 TECU (Sun et al. 2017; Homam 2015; Zhukov et al.
2018), while some can reach up to 1.5 to 2.2 TECU (Liu et
al. 2020). Nevertheless, pushing up the accuracy of forecast
models beyond the reliability of input data has no statistical
meaning and even can cause virtual prediction performance
and misleading results.

In this study, we use robust statistical analysis to identify
the optimal forecast models whose forecast accuracy is
equivalent to that of the input observations. In this way,
besides applying to early warning, these forecast models can
replace or adjust missing observations. Moreover, the fore-
casts match three critical requirements of robust statistics:
efficiency for mathematical models, stability for resistance
to minor errors, and mutation for acceptable large errors.

2 Data andMethods

2.1 Data

This study adopts GNSS, earthquake, and geomagnetic storm
data in the Ring of Fire region. GNSS data from 2007 to
2019 (the 24th solar cycle) are available at the central data
bank for NASA’s crustal dynamics project CDDIS.3 The
observation files contain GNSS data (30-second sampling
rate) in the receiver independent exchange (RINEX) format
from the international GNSS service (IGS) stations. These
data are the basis for determining TEC time series using
the GPS-TEC analysis software with different sampling rates
(daily, hourly, and one-minute) (Seemala 2011). Sixty-four
selected IGS stations (Fig. 1) ensure the strict requirements
like nearby the epicenters of the investigated earthquakes
or capturing the phenomena associated closely with solar
activity like geomagnetic storms and auroras.

Data of earthquakes (e.g., location, magnitude, depth) and
geomagnetic storms (e.g., Ap, Dst, R-sunspot, solar wind
speed, etc.) are taken from the world prediction centers.
They are the space weather prediction center NOAA,4 USA;
the world data center for geomagnetism WDC,5 Tokyo,
Japan; the seismic data center GEOFON,6 GFZ Potsdam,
Germany; and Space weather live,7 Belgium. In addition,
remarkable earthquakes with magnitude (Mw) from 6.5 to 9.0

3https://cddis.nasa.gov/.
4https://www.noaa.gov/.
5https://wdc.kugi.kyoto-u.ac.jp/.
6https://geofon.gfz-potsdam.de/.
7https://www.spaceweatherlive.com/.
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Fig. 1 Investigation of TEC disturbances at the IGS stations in the Ring
of Fire

and the strong geomagnetic storms in the 24th solar cycle
are collected to verify TEC disturbances measured on the
forecast models.

2.2 Methods

Investigations are designed based on a combination of case
and cross-sectional studies. Two case studies are the most
significant earthquake, Tohoku-Oki 9.0 Mw, in 2011 and
the strongest geomagnetic storm 8 Kp in the 24th solar
cycle (March 2015). Investigations along the Ring of Fire
are also performed to search for TEC disturbances before the
noticeable earthquakes. In addition, data of the geomagnetic
storms is also the basis for determining quiet days to build
the noise-free forecast models.

We carry out two schemes in which the first one inves-
tigates 19 mathematical models (Table 1) based on five
ML algorithms (Linear, Gaussian, SVM, Ensemble, and
Regression Tree) using apps in MATLAB

®
. This scheme

is the basis to determine the optimal ML algorithms for
TEC forecasts. Furthermore, we compare these algorithms to
Neural Networks to assess the shallow ML comprehensively.
The second scheme uses these algorithms to build noise-free
forecast models applied to warning systems of ionospheric
anomalies related to geomagnetic storms and seismic activ-
ities. In addition, some techniques are applied to enhance
forecast performance, including optimal filters of noise and
outliers to clean raw data, interpolation to fill out missing
data, and k-fold cross-validation to overcome underfitting
and overfitting.

3 Results and Discussions

3.1 Optimal VTEC Forecast Models

In this study, we experimentalize by building the optimal
forecast model of VTEC at the IGS station BAKO (Indone-
sia) using GNSS data observed from 2007 to 2019.

3.1.1 Raw Data Cleaning and Statistical
Analysis

There is no rigid standard of statistical thresholds for all
datasets. Instead, the size of the thresholds is determined
based on some criteria, such as data characteristics, required
accuracy, and processing schemes. When the data are big
enough, observations have a Gaussian normal distribution,
i.e., the so-called “bell curve”. In this pattern, lower thresh-
olds will remove more observations. Usually, we set a thresh-
old of 95% for high-accuracy tasks to ensure that all input
data are as clean as possible. However, in deformation anal-
ysis, setting a low threshold for filtering noise and outliers
might lose valuable information for anomaly detections. In
this study, we thus choose a statistical threshold of 99% for
all filters (Fig. 2).

We combine different data sources to train VTEC forecast
models that values in time series vary in a vast range. There-
fore, determining the suitability of predictors for these mod-
els is necessary. Statistical tests ANOVA (Analysis of Vari-
ance) select the best-suited variables (predictors) in twelve
indices of the solar activity (Table 2). We remove vari-
ables with high multicollinearity (Kp and Dst indices) or
non-correlation (Magnetic scalar and Magnetic vector). The
remaining eight variables meet the requirements of statistical
tests for robust mathematical models. Table 2 indicates the
selected variables are significant statistics (p-values < 0.05),
in which the influence of the Lyman-alpha variable on VTEC
reaches the highest (B D 0.70).

In the normal distribution test, the mean and standard
deviation of VTEC residuals are 0 and 1, respectively
(Fig. 3). The adjusted R square value is larger than 0.5, and
the F test is in the confidence interval (Table 3). Therefore,
the indices of solar activity show statistical relevance to the
VTEC time series. These eight predictors can provide robust
mathematical models with high performance that are not
unduly affected by outliers.

3.1.2 Optimal Forecast Models
Figure 4 presents five forecast models selected from 19 inves-
tigated algorithms. These models have the highest accuracy
corresponding to the five regression ML methods; further
details are shown in (Table 1). The RMSE values are equal
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Table 1 ML models’ accuracy for three-day forecasts of VTEC

Regression ML models RMSE_Regression MAE_Regression RMSE_Test MAE_Test
Linear 4.23 3.04 2.35 1.91
Interaction Linear 4.72 3.12 2.34 1.71
Robust Linear 4.24 3.03 2.36 1.71
Stepwise Linear 4.23 3.03 2.43 1.68
Fine Tree 4.74 3.39 2.98 2.37
Coarse Tree 4.26 3.03 2.48 1.96
Medium Tree 4.36 3.09 2.42 1.91
Booted Tree Ensemble 3.79 2.69 2.03 1.62
Bagged Tree Ensemble 4.09 2.92 2.23 1.80
Linear SVM 4.24 3.03 2.14 1.69
Quadratic SVM 4.72 3.09 2.08 1.64
Cubic SVM 41.78 4.16 2.19 1.71
Fine Gaussian SVM 4.78 3.42 8.80 8.16
Medium Gaussian SVM 4.08 2.92 2.56 2.08
Coarse Gaussian SVM 4.21 3.01 2.15 1.71
Rational Quadratic GPR 3.96 2.81 2.53 2.06
Squared Exponential GPR 4.11 2.96 2.28 1.85
Matern 5/2 GPR 3.90 2.77 2.13 2.62
Exponential GPR 3.82 2.77 2.09 1.72

Note: Unit of error values: TECU; RMSE (Root mean square error); MAE (Mean absolute error)

Fig. 2 Outlier filtering of the daily VTEC time series at station BAKO
using the Moving Median algorithm, with a sliding window of 30 days

to 2.03, 2.09, 2.25, 2.36, and 2.48 TECU, corresponding to
the Booted Tree Ensemble, Exponential Gaussian, Coarse
Gaussian SVM, Robust Linear, and Coarse Regression Tree.
In the criteria of accuracy, the Ensemble and Gaussian algo-
rithms outperform others. However, there are some cut-offs
on the Tree-based models (e.g., the Bagged tree ensemble
and Coarse tree). Hence, we use Gaussian for building VTEC
forecast models at station BAKO.

To evaluate the forecast performance, we compare the
Exponential Gaussian models to Narrow Neural Networks
(Fig. 5). The finding shows that the forecast performance
based on Gaussian is far better than feedforward Neural
Networks, with the RMSEs of 2.09 and 2.29 TECU, respec-
tively.

Statistical analyses also further demonstrate the robust-
ness of the VTEC forecast model based on Gaussian. For
example, in Table 4, the predictions (outputs) and obser-
vations (inputs) have significant statistical equivalence and
mathematical correlation (Fisher test < Fcritical and correla-
tion coefficients in Pearson test >0.5).

3.2 Noise-Free Forecast Models for VTEC
Anomaly Detection

Two noise-free forecast models are built to detect ionospheric
anomalies corresponding to two case studies of the strongest
earthquake and geomagnetic storm in the 24th solar cycle on
the Ring of Fire. We select the IGS stations USUD (Japan)
and MQZG (New Zealand) to observe these phenomena.

3.2.1 Noise Filtering for the VTEC Time Series
After cleaning outliers, the VTEC times series are smoothed
by the Savitzky–Golay algorithm at a statistical threshold of
99% (Fig. 6). Depending on data characteristics, sampling
rates, and the applied ML algorithms, the size of the sliding
windows should be tuned via some trials to find the best-
suited one. Finally, augmented Dickey-Fuller (ADF) tests the
stationarity of the time series (Table 5). The finding shows
that the VTEC time series at the IGS stations USUD and
MQZG is stationary; the ADF absolute values are 5.164
and 4.140, respectively, which are larger than tcritical at
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Table 2 Multivariate correlation analysis of the parameters associated with the solar activity in VTEC forecasts at station BAKO

Unstandardized
coefficients Collinearity statistics

Variables B Std. error t-test Sig. levels (p-values) Tolerance VIF
YEAR 0:080 0.020 4:16 0.000 0.55 1.82
DOY 0:001 0.001 �2:10 0.036 0.99 1.01
Magnetic_Scalar 0:009 0.102 0:88 0.379 0.18 5.56
Magnetic_Vector �0:002 0.103 �1:19 0.234 0.19 5.26
Proton_Density 0:005 0.002 �2:09 0.037 0.99 1.01
Plasma_Speed 0:004 0.001 �4:79 0.000 0.69 1.45
Kp_Index �0:02 0.027 �0:80 0.426 0.12 8.33
R_Sunspot 0:024 0.002 11:33 0.000 0.33 3.03
Dst_Index �0:007 0.011 �6:86 0.000 0.14 7.14
Ap_Index 0:023 0.009 1:96 0.050 0.68 1.47
F10.7 0:004 0.002 2:06 0.039 0.56 1.79
Lyman_Alpha 0:702 0.045 15:37 0.000 0.23 4.35

Fig. 3 Normal distribution testing of the VTEC time series at station
BAKO with a probability of 95%

statistical levels. Therefore, these VTEC time series meet
the requirements of stable forecast models for ionospheric
anomaly detection.

3.2.2 Detection of VTEC Anomalies Before
the Strong Earthquakes

Figure 7 shows the VTEC changes within the 30 days before
the investigated earthquakes on the Ring of Fire observed
by the IGS stations surrounding the epicenters. There were
considerable fluctuations in VTEC before these earthquakes.
TEC disturbances related to the stronger earthquakes were
seen earlier and longer than the smaller ones.

The TEC variations appeared from a few days (e.g., the
6.5 Mw earthquake in India) to 2 weeks (e.g., the 9.0 Mw

earthquake in Japan) before the mainshock. Therefore, we
use the VTEC time series (at a one-minute sampling rate)
on quiet days (from 20 to 30 days before the earthquakes) to
train noise-free forecast models.

The earthquakes and space weather data show that March
2010 were quiet days. For example, the recorded strongest
earthquake in Japan was only 4.6 Mw on the 7th, and the
most noticeable geomagnetic storm was 4 Kp on the 11th.
Hence, we use VTEC in March 2010 to verify the reliability
of the forecast models.

Figure 8a shows the forecasts based on the Exponential
Gaussian and Boosted-tree Ensemble, with the RMSEs of
1.30 and 1.44 TECU, respectively. The amplitude of iono-
spheric fluctuations measured on the Gaussian-based model
reached 19.37 TECU on 8th March 2011 (Fig. 8b). These
variations exceed the forecast RMSE; thus, we can apply
these models to detect TEC anomalies caused by large
earthquakes.

3.2.3 Detection of VTEC Anomalies
on Geomagnetic StormDays

We use VTEC data from January 2013 to November 2014
(at an hourly sampling rate) at the IGS station MQZG (New
Zealand) to train the noise-free forecast models. The 3-month
data (from 01st November 2014 to 28th February 2015) are
used to test the models. Figure 9 describes VTEC predictions
based on the Bagged-tree Ensemble and Exponential Gaus-
sian algorithms, with the RMSE of 2.26 and 2.48 TECU and
the correlations (0.748 and 0.719), respectively.

The TEC disturbances caused by the geomagnetic storms
in March 2015 are detected in the Ensemble model (Fig.
10). The variation amplitude reaches 13.87 and 12.35 TECU,
matching the first and second geomagnetic storms in March
2015 (Table 6), three times greater than other quiet days,
and exceeds five times the model errors (RMSE). Therefore,
these models can be applied for ionospheric anomaly detec-
tion caused by geomagnetic storms and solar activity.
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Table 3 Suitability testing of predictors for VTEC forecast models

Change statistics
R R squares Adjusted R squares Std. errors R squares change F change df1 df2 Sig. F change
0.952 0.906 0.906 3.908 0.906 5,090.897 9 4,734 0.000

Predictors: Plasma_Speed, DOY, Proton_Density, YEAR, Ap_Index, F10.7, R_Sunspot, Lyman_Alpha
Dependent variable: VTEC

Fig. 4 Three-day forecast of
VTEC at station BAKO using
five ML algorithms

(a) (b)

Fig. 5 Three-day forecasts of VTEC at station BAKO using Exponential Gaussian (a) and Narrow Neural Networks (b)
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Table 4 Statistical testing of the VTEC predictions based on the Exponential Gaussian algorithm

Statistical test Three-day forecast Observations
Mean (S) 13.23 12.77
Variance (s) 4.92 6.10
Degrees of freedom (�) 690 690
Ftest 0.707 Fisher test
Fcritical one-tail 0.885
Correlation coefficient (r) 0.78 Pearson test

Unit of Mean and Variance: TECU

Fig. 6 Smoothing the hourly
VTEC time series at station
MQZG by the Savitzky–Golay
filter at a sliding window of 24 h

Table 5 Stationarity testing of the VTEC time series using the Augmented Dickey-Fuller (ADF) algorithm

ADF test Station USUD Station MQZG
t p-value t p-value

Levels �5.164 8.62E-05 �4.140 0.0006
1% �3.959 �3.959
5% �3.410 �3.410
10% �3.127 �3.127

Fig. 7 VTEC changes at the IGS
stations 30 days before (-) the
mainshocks of the earthquakes

Generally, in the five investigated shallowML techniques,
the Gaussian and Ensemble models reach the highest accu-
racy while the Regression Tree model remains the least.
The ML-based forecast models can apply to ionospheric
anomaly detection with an accuracy of 1.5 to 2.0 TECU.
Filtering noise can considerably improve forecast models’
accuracy but also reduce the granularity of the predictions.
Therefore, applying noise filters is recommended for long-
term forecasts or training noise-free forecast models in early
warning systems. In this case, there are two options for using
filters. The first is to remove the noise for inputs (predictors)
and the other for outputs (forecast models). However, the
efficiency of noise filtering often varies in different datasets
and ML models. Thus, trials should be performed on sample
data to determine which option will be applied.

4 Conclusions

Combining time series analysis techniques and Machine
Learning is an effective solution for building high-
performance forecast models. The Ensemble and Gaussian
algorithms enable to provide the most robust mathematical
models. Applying noise filtering can considerably improve
the forecast accuracy for noise-free TEC models. There are
mathematical correlations between the TEC disturbances and
solar and seismic activities, but no clear relationship between
the amplitude of these TEC fluctuations and the magnitude of
geomagnetic storms and earthquakes. Therefore, extending
investigations should be performed in further research.
The research finding will open a promising prospect for
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Fig. 8 Evaluation of the forecast accuracy of the Gaussian and Ensemble models at station USUD in Japan (a) and the 1-day forecasts based on
Gaussian to detect VTEC anomalies related to the earthquake Tohoku-Oki (b)

(a)

(b)

(c)

Fig. 9 Evaluation of the VTEC forecast accuracy at station MQZG (a) and the correlations between predictions and observations, Ensem-
ble D 0.748 (b) and Gaussian D 0.719 (c)
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Fig. 10 VTEC disturbance detection on the geomagnetic storm days
using the Ensemble algorithm

Table 6 Geomagnetic storms in March 2015

Date Ap Kp
01/03/2015 26 5C

02/03/2015 28 5C

17/03/2015 108 8�

18/03/2015 47 6
19/03/2015 26 5C

22/03/2015 24 6C

(C) Upper; (�) Under

applying Machine Learning and geophysical-combined
geodetic measurements to determine interactions between
the major spheres of the Earth’s climate system and hazard
management.
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Sensitivity of Shipborne GNSS Troposphere
Retrieval to Processing Parameters

Aurélie Panetier , Pierre Bosser, and Ali Khenchaf

Abstract

Water vapor is a key variable in meteorology and climate studies. Since the late 90s,
Global Navigation Satellite System (GNSS) estimates from ground antennas are commonly
used for its description. Indeed, propagation delays are due to the transit of the signal
through the atmosphere. The correction of these delays is a crucial step that is needed
for the precise GNSS positioning. Integrated Water Vapor (IWV) contents are derived
from these delays and are used to describe the distribution of water vapour in the
atmosphere.

However, severe meteorological phenomena often originate over the oceans and could
strongly affect coastal regions. These phenomena are less well described or forecasted
because of the small number of observations available in these regions. In this context,
the potential of shipborne GNSS measurements has already been highlighted.

This work aims at investigating the impact of some GNSS processing parameters on IWV
retrieval from a shipborne antenna in PPP mode. The studied parameters are cutoff angle,
random walk of the estimated delays, and observation weighting. Data were collected for
2 months in 2018 by the GNSS antenna of a vessel operating in the Bay of Brest, France.
The impact of the parameters is assessed by comparing the shipborne GNSS-derived IWV
to the IWV estimated from a close GNSS ground station, and those computed by the ERA5
reanalysis and operational radiosonde profiles from the nearest Météo-France station. The
most satisfying parameterization is shown to have Root Mean Squared (RMS) differences
of 0.5 kgm�2, 0.9 kgm�2, and 1.2 kgm�2 compared to GNSS ground station, ERA5,
and radiosonde respectively. These conclusive results are also confirmed by comparing
the GNSS height estimates to the measurements from the Brest tide gauge, with an RMS
difference of 4.9 cm.
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1 Introduction

Severe meteorological phenomena often originate in the
ocean and can strongly affect coastal regions. In order to be
able to secure the coastal regions, atmospheric monitoring
is required in these areas. The role played by water vapor
in atmosphere dynamics is crucial (Bengtsson 2010); its
observation is essential but difficult to achieve over the
oceans. Indeed, water vapor measurements generally consist
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of surface measurements from ships and buoys (Smith et al.
2019). The water vapor column above the oceans can also be
retrieved by satellite radiometers, but this technique provides
a low spatial and temporal resolution (Kealy et al. 2012).

Since the late 90s, several studies have highlighted the
contribution of GNSS measurements from ground antennas
in the retrieval of Integrated Water Vapor (IWV) (Bevis et al.
1992; Haase et al. 2003; Bosser et al. 2010; Bock et al. 2013;
Mahfouf et al. 2015). Indeed, the GNSS signal propagation
through the troposphere is affected by water vapor. The
induced propagation delay is computed in the form of the
Zenith Total Delay (ZTD). The ZTD is composed of two
parts. First, the Zenith Hydrostatic Delay (ZHD), which can
be easily computed from the atmospheric pressure at the
antenna height. Secondly, the Zenith Wet Delay (ZWD),
which is highly variable and has to be estimated in the
GNSS analysis (Boehm and Schuh 2013). Then, the IWV
can be derived from the ZWD (Bevis et al. 1992). This
kind of IWV retrieval is mainly restricted to land areas with
ground GNSS antennas. However, shipborne GNSS IWV
retrieval could be of great interest to contribute to water
vapor description above the oceans. Some recent studies
have already conducted shipborne GNSS IWV retrievals
(Wang et al. 2019; Bosser et al. 2021; Mannel et al. 2021).
They show an agreement with conventionally measured IWV
between 1 and 3 kgm�2 (Bock et al. 2016; Ning et al.
2016). These differences are due to the uncertainties in the
GNSS measurement, as well as processing parameters that
are chosen into the modelling used for the analysis of the
GNSS raw data.

The quality of GNSS IWV retrieval could be affected
by multipath, consisting of the reflection of GNSS signal,
and the high correlation between the ZWD and the height
estimates during the analysis (Elosegui et al. 1995), particu-
larly in kinematic mode where both of them are estimated
at every epoch. Some analysis parameters could be tuned
in order to mitigate these effects. A high cut-off angle on
satellite elevation will reduce the multipath effect; a low
value will help to decorrelate ZWD and height estimates.
An elevation dependent weighting of observations will also
permit to mitigate the multipath. Finally, a suitable choice
of the random walk on the ZWD will help the algorithm to
decorrelate height and ZWD estimates as well. This study
aims at investigating the impact of these GNSS processing
parameters on the IWV retrieval from a shipborne GNSS
antenna. Here we processed only GPS raw data acquired on
the French survey vessel Panopée. It was operating in the Bay
of Brest during 49 days between March, 30th and May, 17th
of 2018.

The datasets used in this study and the data processing
will be detailed in Sect. 2. The Sect. 3 will present the results
of the height and IWV retrieval from the shipborne GNSS
antenna, and their comparison to other water vapor datasets
described in Sect. 2. Finally, Sect. 4 will draw conclusions
regarding the identification of a configuration that stands out

Fig. 1 Panopée antenna

from the rest of the tested parameters, and will highlight the
perspectives.

2 Data

2.1 Shipborne Antenna Dataset

The GNSS antenna PANO is onboard the French survey
vessel Panopée operating in the Bay of Brest. The antenna
is mounted on a pole located on the echosounder well at the
back of the vessel, as illustrated in Fig. 1.

This location was chosen in order to reduce the multipath
effects that could affect the antenna, due to the vessel
structure. The chosen dataset has a length of 49 days from
day 89 to day 137 of year 2018 (March, 30th to May, 17th).
During this period, the vessel Panopée was operating in the
Brest harbor for hydrographic purposes. It was docked more
than 90% of the time, leaving for at most a couple of hours
straight.

The Gipsy-Oasis II v. 6.4 software (hereafter GIPSY)
developed by the Jet Propulsion Laboratory (JPL) of the
National Aeronautics and Spatial Agency (NASA), is used
to process the PANO dataset (Zumberge et al. 1997). GNSS
constellations other than GPS are not supported by GIPSY

for kinematic PPP processing with ambiguity resolution
(Bertiger et al. 2010), only the GPS data are studied here. The
data are processed with a time resolution of 30 s with high-
resolution final clocks and orbit products from JPL. To avoid
edge effects, it was processed in a 30 h window centered on
each day from which the 00–24 h parameters were extracted.
The International Earth Rotation and Reference Systems
Service (IERS) conventions for solid Earth tides were applied
(Petit and Luzum 2010). The Finite Element Solution tide
model FES2004 (Lyard et al. 2006) was also applied for
ocean tide loading effects, using the coefficients computed by
the ocean tide loading provider.1 The a priori values for ZHD
and ZWD, and the coefficients for the mapping functions
were extracted from the Technische Universität Wien (TU
Wien) VMF database.2 Three different values, detailed in

1Machiel Simon Bos and Hans-Georg Scherneck,
http://holt.oso.chalmers.se/loading/, last access: 07/09/2021.
2https://vmf.geo.tuwien.ac.at/, last access: 07/09/2021.
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Table 1 Values used for each of the three tested processing parame-
ters. The sin and

p
sin weighting functions of the satellite elevation are

applied on the phase observations with a 10 mm uncertainty

Cut-off Random walk Weighting
3ı 3 mmh�1=2 uniform
7ı 5 mmh�1=2 sin
10ı 10 mmh�1=2

p
sin

Table 1, are tested for each of the three following tested
parameters:
• cut-off angle of the satellite elevation, for decreasing the

multipath effect and the correlation between ZTD and
antenna height estimates;

• random walk on the ZWD modeling, for constraining the
ZWD variations to decorrelate ZTD and antenna height
estimation;

• satellite elevation weighting on a 10 mm uncertainty
for phase observations, for limiting the multipath effect
impacting the signal.
The method used to derive the IWV from the ZTD is fully

described in Bosser et al. (2021). The IWV is computed from
the ZWD with a semi-empirical function using the mean
temperature of the air column above the antenna (Bevis et
al. 1992). The values for mean temperature were extracted
from the TU Wien database.3 To estimate the wet part, the
hydrostatic part must be first computed thanks to the pressure
at the antenna height. To that end, the mean sea level pres-
sure retrieved from the European Center for Medium-range
Weather Forecasts (ECMWF) fifth ReAnalysis ERA5 is used
to compute the ZHD at the mean sea level height according
to the Saastamoinen formula (Saastamoinen 1972). The ZHD
value is then adjusted with the height difference between the
mean sea level and the antenna.

2.2 Comparison Datasets

Reference Ground Based GNSS Antenna As the vessel
Panopée is evolving in the harbor of Brest, it is located
close to the Brest ground reference antenna BRST (operated
by IGN4), with a distance smaller than 10 km. A cut-off
angle of 7ı with a uniform weighting on phase elevation
of 10 mm, and a random walk on the ZWD of 5 kgm�2

are used to process the BRST data. To stay consistent with
the PANO processing, the time resolution is 30 s with high-
resolution final satellite products in the GIPSY settings. As
BRST is a ground reference station, the data is processed in
static PPP mode, in contrast with the kinematic mode used
for processing the moving PANO antenna. This processing

3https://vmf.geo.tuwien.ac.at/, last access: 07/09/2021.
4http://rgp.ign.fr/STATIONS/#BRST, last access : 07/09/2021.

strategy has already been applied in many studies (Bock et
al. 2016, 2021; Bosser and Bock 2021) and has therefore
already been validated.

Penfeld Tide Gauge The harbor of Brest houses the Penfeld
digital tide gauge operated by the Shom.5 It provides a
reference set of data to qualify the calculation of the PANO

antenna height by comparison. It will then be used in order to
assess the proper estimation of height and ZTD in the GNSS
analysis despite of their strong correlation.

The tide gauge measurement has a 10-min time resolution.
Consequently, to compare the PANO height to the tide gauge,
we will use the nearest time method. This method consists of
taking the PANO height value of the closest time to each tide
gauge measurement time.

ERA5 Reanalysis The ERA5 reanalysis provided by Co-
pernicus of the ECMWF delivers hourly atmospheric pa-
rameters on a 0.25-degree grid all over the Earth (Hersbach
et al. 2020). A reanalysis of the water column is directly
provided by ERA5 through the so called TCWV product.
An extrapolation of the ERA5 value at the location and the
height of the PANO antenna is made (Bock et al. 2005) and
their IWV are compared by matching the times.

Radiosonde of Guipavas Météo-France has a radiosonde
station in Brest-Guipavas (less than 20 km from Brest har-
bor). The sonde data were retrieved from the University of
Wyoming sounding archive.6 The dataset is composed of
twice-daily launched sondes measuring the water column in
the troposphere.

IWV values are computed by the integration of humidity
profiles as proposed in Bock et al. (2021). The radiosonde
IWV value is extrapolated to the PANO antenna height as
in Bock et al. (2005). Then, the radiosonde IWV is also
compared to the PANO IWV by matching the times.

3 Qualification of the PANO Results

3.1 Antenna Height

First, the PANO height is assessed by comparison to the Brest
tide gauge in order to qualify the impact of the choice of
the parameterization on the height estimation of the antenna.
The vertical lever arm of the shipborne antenna is known
with a 1–2 cm accuracy due to the loading of the vessel.
The RMS of the difference, varying from 4.9 cm to 6.0 cm
depending on the configurations, might be impacted by this
incertainty and should not be used to compare the height

5http://dx.doi.org/10.17183/REFMAR.
6http://weather.uwyo.edu/upperair/sounding.html, last access:
07/09/2021.

https://vmf.geo.tuwien.ac.at/
http://rgp.ign.fr/STATIONS/#BRST
http://weather.uwyo.edu/upperair/sounding.html
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Fig. 2 Decrease of STD with respect to the worst STD for the PANO

height comparison to the Brest tide gauge (left plot) and decrease of
RMS with respect to the worst RMS for the PANO IWV comparison to

the ground station BRST IWV (right plot). The highest peaks represent
the best configuration as the RMS error or the STD is improved, as the
lowest of all the parameterizations

of the PANO antenna with the tide gauge. Therefore, the
standard deviations (STD) of the differences are computed
for each treatment. The provided STD of the difference in
the most unfavorable case is of 4.2 cm. This applies to
the configuration of 10ı cut-off angle, uniform weighting
function of the elevation, and 10 mmh�1=2 random walk on
ZWD. Considering the uncertainty of the vertical lever arm, a
STD higher than 4.0 cm is considered to be deteriorating the
height estimate. Then, the contribution of each configuration
is assessed by computing the decreases of STD with respect
to the worst STD value of 4.2 cm. The resulting percentages
are shown in Fig. 2 (left).

One can observe here that when parameterizing the PPP
processing of the PANO antenna with the sine weighting func-
tion (SIN), the STD increases in all configurations. It could be
preferred to not use this weighting function, although it gives
better results than the uniform function (CST) only in the case
of a 10 mmh�1=2 random walk on the ZWD and 10ı cut-off
angle. On the other side, the square-root of a sine weighting
function (SQRTSIN) gives significantly better results on all
configurations, and thereby should be favored. A choice of a
10 mmh�1=2 random walk on the ZWD systematically gives
a worse STD on the difference between PANO and Brest
tide gauge than the lower random walk values. Indeed, the
decrease of STD compared to the worst resulting STD of
the study is mostly lower of 5%, and until 10%, than when
using a random walk of 3 mmh�1=2 or 5 mmh�1=2. These
two random walk parameters are decreasing the STD of 10
to 14% compared to the worst STD.

With a 10ı cut-off angle, the STD of the difference is high
in most cases, except when applying a 3 mmh�1=2 random
walk on ZWD. However, this case does not provide a STD
as good as the best parameterization that results in a STD
of 3.6 cm. Then, the parameter 3 mmh�1=2 random walk on
ZWD might also be left out when used with both previous
ones: 10 mmh�1=2 random walk on the ZWD and 10ı cut-
off angle.

The three parameters 10ı cut-off angle, 10 mmh�1=2

random walk on the ZWD and sine weighting function,

provide a STD of the height difference at most 12% better
than the worst STD of the difference on height between PANO

and the Brest tide gauge. On the contrary, using the other
parameters always provide a STD of the height difference at
least 12% better than the worst case.

Finally, three parameterizations seem to provide a better
height estimation. Indeed, it appears that by favoring the
square-root of a sine weighting function, both 3 mmh�1=2

and 5 mmh�1=2 randomwalk on the ZWD are giving relevant
results with a 3ı cut-off angle. Both random walk values are
still relevant with a 7ı cut-off angle, even if here the choice
of 5 mmh�1=2 random walk on the ZWD gives a slightly
poorer result with �12% of STD of the height difference
against �14% in the three other configurations, compared to
the worst case. These couples of parameters must be chosen
according to the situation as they give really similar results.

3.2 Comparison Between PANO and BRST

IWV

The shipborne GNSS IWV are compared to the ground
GNSS IWV from BRST station. For each configuration, the
Root Mean Squared error (RMS) on the difference between
the IWV of stations PANO and BRST is computed, as well as
the RMS on the difference between the height of the station
PANO corrected from the air draft of the vessel, and the tide
gauge.

The resulting bias on the IWV is between 0.03 kgm�2

in the best case and 0.51 kgm�2 in the worst situation, and
the STD is between 0.52 kgm�2 and 0.99 kgm�2. Although
these results are already good regarding to the expectations
of 2 kgm�2, the purpose of the study is to settle whether
a parameterization is better than the others. To this end,
statistical tests have been purchased, showing that the biases
and the variances are significantly different between each
processing configuration. The contribution of each configu-
ration is assessed by computing the decreases of RMS with
respect to the worst RMS value of 1.01 kgm�2. The resulting



Sensitivity of Shipborne GNSS Troposphere Retrieval to Processing Parameters 401

percentages are shown in Fig. 2 (right). Actually, the IWV
estimation is improved when the height is well estimated in
the PPP processing. This was expected because of the strong
correlation of ZWD and height estimates in the analysis.

On the one hand, the best resulting RMS on the difference
of the IWV is of 0.53 kgm�2. It was obtained with a
configuration of 3ı of cut-off angle, square-root of a sine
weighting function of the elevation of the satellites, and
3 mmh�1=2 random walk on the ZWD. A RMS higher of
maximum 0.15 kgm�2 than this best parameterization is a
lowly significant change. The parameters used to provide
such a satisfying RMS on the difference of the IWV are
chosen among the following:
• cut-off angle of 3ı or 7ı;
• uniform or square-root of a sine weighting function;
• random walk on the ZTD of 3 or 5 mmh�1=2.

On the contrary, the worst resulting RMS is of
1.01 kgm�2, with a configuration of 10ı cut-off angle, uni-
form weighting function of the elevation, and 10 mmh�1=2

random walk on the ZWD. Figure 2 shows that choosing the
sine function for the elevation weighting or 10ı of cut-off
angle systematically degrades the RMS on the differences
of the IWV as well as the differences of the height. The
10 mmh�1=2 of random walk on the ZWD does not give
suitable results either on the RMS of the IWV and the
height, except when the chosen cut-off angle is 3ı and the
weighting function is square-root of a sine.

Moreover, by choosing one of these parameters (10ı cut-
off angle, 10 mmh�1=2 random walk on the ZWD and sine
weighting function), the RMS on the difference of the IWV
higher of 0.15 kgm�2 than the best RMS on the difference
of IWV between PANO and BRST. This is significantly higher

than the best resulting RMS of 0,53 kgm�2 with respect to
the other configurations introduced above. These parameters
are therefore to be avoided to process ZWD from shipborne
GNSS antennas.

Finally, three parameterizations seem to provide a glob-
ally better water vapor column estimation by shipborne
GNSS PANO with respect to ground GNSS station BRST. In-
deed, it appears that by favoring square-root of a sine weight-
ing function as for the height estimation, both 3 mmh�1=2

(�48% of RMS) and 5 mmh�1=2 (�45% of RMS) random
walk on the ZWD are giving relevant results with a 3ı

cut-off angle. Both random walk values are still relevant
with a 7ı cut-off angle, even if the choice of 3 mmh�1=2

random walk on the ZWD gives a better result with an
improvement of 45% of RMS here. As previously, these
couples of parameters give really similar results, so they can
be chosen according to the situation.

3.3 Comparison of PANO IWVwith ERA5
Reanalysis and Radiosonde

The best computed IWV after Sect. 3.2 is the parame-
terization 3ı cut-off angle, square-root of a sine function
for elevation weighting, and 3 mmh�1=2 random walk on
the ZWD. The corresponding IWV dataset is compared to
the ERA5 reanalysis and the radiosonde of Brest-Guipavas.
Superimposing these timeseries with the BRST one provides
the top chart in Fig. 3.

This graph reveals a succession of wet (more than
20 kgm�2) and dry (less than 10 kgm�2) episodes for
the region. These events are well described by the different

Fig. 3 Timeseries of the different IWV datasets (top) and differences between the PANO configuration giving the best RMS, and each reference
(bottom). Numerical values in bottom figure indicate bias ˙ standard deviation
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techniques studied: radiosonde, ERA5 reanalysis from the
ECMWF, BRST GNSS permanent station and PANO GNSS
station. All over the period of study of nearly 50 days
from April to May 2018, these IWV show a very good
agreement with each other. The bottom chart on Fig. 3
shows the differences between the IWV estimated with
the best PANO processing parameters and the radiosonde
of Brest-Guipavas (blue), the ERA5 reanalysis (green) and
the BRST GNSS station (red). The mean bias is inferior
to 1 kgm�2 in all cases, but it is negative for ERA5 and
radiosonde comparisons. The STD of differences with ERA5
and radiosonde are about 1 kgm�2. The difference between
PANO and ERA5 is varying from 2.4 kgm�2 to �3.1 kgm�2.
The difference between PANO and the radiosonde is varying
from 1.7 kgm�2 to �3.6 kgm�2. These results are consistent
with those presented in recent works (Bosser et al. 2021;
Wang et al. 2019) and highlights the potential of retrieving
IWV estimates from shipborne GNSS antennas.

4 Conclusion

GPS measurements from a shipborne GNSS receiver have
been used in order to highlight an adequate parameterization
of PPP processing for the improvement of shipborne IWV
retrieval. The measurements take place in the harbour of
Brest, during 50 days in the second quarter of 2018.

The three processing parameters we focused on here are
the cut-off angle for the satellite elevation, the random walk
on the ZWD, and the use of different weighting function
on the observation phase of the signal. These parameters
are commonly modulated to mitigate multipath effects on
the signal or correlation between height and ZTD estimates
during the analysis.

A best parameterization to process the IWV appears
to be 3ı cut-off angle with 3 mmh�1=2 of random
walk on the ZWD and square-root of a sine elevation
weighting function on the observation phase, in our
study. This parameterization provides an IWV difference
between the shipborne GNSS antenna and the reference
station GNSS antenna of 0.09 kgm�2˙0.53 kgm�2. The
comparison of this IWV result with ERA5 and radiosonde
provides a difference of �0.19 kgm�2˙0.93 kgm�2 and
�0.69 kgm�2˙1.04 kgm�2 respectively. These differences
are good according to the literature. GNSS dynamical height
computed in the better parameterization case has also been
compared to the Brest tide gauge, providing here a difference
of 3.4 cm˙3.6 cm. Some parameterizations should be
avoided because they systematically give worst results than
other parameterizations. Then, the parameters 10ı of cut-off
angle, 10 mmh�1=2 of random walk on the ZWD, or sine
function of the elevation applied on the phase observation
has to be left out of the PPP processing.

In the future, simulations will be conducted for further
insight into the role of the parameterization. It will mostly
permit to assess whether the use of a sine function for the
elevation weighting is systematically degrading the IWV
estimation. Results need also to be confirmed with datasets
acquired in a broader range of sea states and on a longer
period.
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Application of the Total VariationMethod
in Near Real-Time GNSS Tropospheric
Tomography

Zohreh Adavi and Robert Weber

Abstract

GNSS tomography is an all-weather remote sensing technique to capture the spatiotemporal
behavior of the atmospheric water vapor using the standing infrastructure of GNSS satellites
and networks. In this method, the troposphere is discretized to a finite number of 3D
elements (voxel) in horizontal and vertical directions. Then, the wet refractivity in these
voxels is reconstructed using the Slant Wet Delay (SWD) observations in the desired
tomography domain by means of the discrete inverse concept. Due to the insufficient spatial
coverage of GNSS signals in the voxels within the given time window, some of the voxels
are intersected by a few signals or plenty of signals, and others are not passed by any
signals at all. Therefore, the design matrix is sparse, and the observation equation system
of the tomography model is mixed-determined. Some constraints have to be applied or
external data sources should be added to the tomography problem in order to reconstruct
the wet refractivity field. Moreover, the GNSS tomography is a kind of discrete ill-posed
problem, as all singular values of the structure matrix (A) in the tomography problem decay
gradually to zero without any noticeable gap in the spectrum. Hence, slight changes in
the measurements can lead to extremely unstable parameter solutions. In consequence, the
regularization method should be applied to the inversion process and ensure a stable and
unique solution for the tomography problem. In this research, the Total Variation (TV)
method is suggested to retrieve a regularized solution. TV is a nonlinear technique, which
resists noise and efficiently preserves discontinuities in the model. This method can also
reconstruct the wet refractivity field without any initial field in a shorter time span. For
this purpose, observation data from the EPOSA (Echtzeit Positionierung Austria) GNSS
network located in the eastern part of Austria is processed within the period DoYs 232-245
in 2019. Then, the TV method is performed in six different tomography windows (10–
60 min) with a time step of 10 min by focusing on near-real-time applications. Finally,
radiosonde measurements in the area of interest are utilized to compare the estimated wet
refractivity field in order to obtain the accuracy of the proposed method.

Keywords

GNSS � Tomography � Total variation method

Z. Adavi (�) · R. Weber (�)
Department of Geodesy and Geoinformation, TU Wien, Vienna,
Austria
e-mail: zohreh.adavi@tuwien.ac.at; robert.weber@tuwien.ac.at

1 Introduction

The most important key element of the troposphere is water
vapour. This parameter is highly variable both temporally
and spatially and therefore remains challenging for mod-
elling. GNSS tomography is one of the promising and devel-
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oping methods that can provide 4D spatiotemporal infor-
mation of water vapour in all-weather conditions with an
almost reasonable spatial resolution. The principle input data
for GNSS tomography is the GNSS ray path and the tropo-
spheric signal delay. Using these observations, water vapour
can be modeled in terms of temporal variation and spatial
distribution. For this purpose, the troposphere is discretized
into a finite number of 3D elements, named voxels and then
an intended parameter (here, wet refractivity Nw) can be
retrieved. One of the main challenges of the GNSS tomogra-
phy is ill- posedness since all singular values of the structure
matrix (A) decay gradually to zero without no obvious gap in
the spectrum (Aster et al. 2013; Hansen 1998; Menke 2012).
During the last two decades, a number of methods have been
developed that mainly focus on the regularization techniques
and methodology to solve or avoid ill-posedness in the GNSS
tomography. In this regard, in 2000, Hirahara successfully
conducted a 4D tropospheric tomography experiment based
on the damped least-square method due to the singular-
ity of the observation equation system of the tomography
problem (Hirahara 2000). Braun and Rocken (2003) and
Braun (2004) used the extended sequential batch filter to
overcome the sensitivity of the GNSS tomography model as
well as updating the tomography solution. Rohm and Bosy
(2011) applied the Moore–Penrose pseudo inverse to invert
the observation equation system of the tomography model.
Bender et al. (2011) implemented several members from
the algebraic reconstruction techniques (ART) to reconstruct
the wet part of the troposphere. According to their result,
the multiplicative techniques (MART) could establish the
tomography solution with higher accuracy in least processing
time in comparison to other iterative techniques in the ART
family. In the year 2013, Xia et al. presented a combined iter-
ative and non-iterative reconstruction algorithm (CRA) using
GPS observations and COSMIC profiles (Xia et al. 2013).
Rohm et al. (2014) proposed a newGNSS tomography model
named TOMO2. TOMO2 applies a robust Kalman filtering
technique to solve the unconstrained tomography model.
In the year 2015, Adavi and Mashhadi-Hossainali used a
hybrid regularization method to compute a reconstructed
tomography solution. This method is combined of the Least-
Square QR (LSQR) and the Tikhonov regularization tech-
niques which benefits from the advantages that both the non-
iterative and iterative techniques are independent of an initial
field (Adavi and Mashhadi Hossainali 2015). Guo et al.
(2016) proposed for GPS troposphere tomography an opti-
mal weighting method to determine the optimal weights for
three types of equations, namely the observation equation,
the horizontal constraint equation, and the vertical constraint
equation. Ghaffari Razin and Voosoghi (2020) used artificial
neural networks (ANNs) to model the wet refractivity of
the troposphere. In their method, the objective function is
calculated using the squared difference between SWD from

GNSS (SWDGPS) and SWD from ANN (SWDANN). Then,
the ANN network is trained by a hybrid PSO (particle swarm
optimization) -BP (backpropagation) algorithm to obtain the
minimum of the objective function as well as optimize the
network weights. Using the calculated objective function, the
model wet refractivity can be reconstructed with high accu-
racy. Sá et al. (2021) implemented a simultaneous algebraic
reconstruction technique (SART) to accelerate estimation
solutions using tropospheric tomography. According to their
results, the processing time is significantly reduced even for
large datasets by applying parallel algebraic reconstruction
techniques like SART. In the year 2022, Adavi et al. inves-
tigated the accuracy of the retrieved solution using ART
techniques (ART, MART, and Landweber) and the Total
Variation (TV) method based on single-frequency (SF) and
dual-frequency (DF) observations. Their results proved a
reasonable performance for all ART techniquesC Numer-
ical weather model (NWM) in both SF and DF schemes
compared to the TV and TVCART techniques. Moreover,
the accuracy of the refractivity profiles retrieved by the
tomography solution using ART methodsC TV was between
6.11 and 8.99 ppm for the SF scheme. For the DF scheme,
the accuracy of the wet refractivity field ranged from 4.86
to 7.84 ppm, and ARTCTV had a superior performance in
comparison to the other ART techniques CTV (Adavi et al.
2022).

In spite of all of these efforts and attainments, there are
still some challenges that stand in GNSS tomography. One
of these challenges is the dependency of the accuracy of the
retrieved wet refractivity structure on the quality of the a
priori field used in some of the solution strategies like ART
methods. Therefore, the retrieved tomography field may be
very similar to the a priori field instead to reflect the real
physical conditions if the chosen regularization parameter
was not suitable. Another challenging task in the GNSS
tomography is to reconstruct a reasonable near-real-time
solution, especially when the number of rays is low and the
area covered by the voxel model is large.

In this research, we apply the Total Variation (TV) regu-
larization method to reconstruct the spatiotemporal structure
of the wet refractivity field. This method is a non-linear
technique and independent from an initial field. Moreover,
this method can resolve the tomography field when the
number of rays is low, and therefore, this could be a step
forward towards near-real-time tomography. In this paper,
we investigate the feasibility of the TV method in order
to reconstruct the wet refractivity in a short tomography
window. Therefore, six different temporal resolutions (10–
60 min) with a time step of 10 min are defined and then
the wet refractivity field is estimated using the TV method.
Moreover, one of the well-known iterative methods named
Landweber is also applied to retrieve the wet refractivity
solution to provide a better interpretation of the TV results.
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Fig. 1 Main strategy of this research

This method needs an initial field and therefore in this study
we have employed the AROME (Applications of Research
to Operations at MEsoscale) model (Seity et al. 2011). The
main strategy of this research is presented in Fig. 1. Test
computations are based on observations of the twenty-one
multi-GNSS stations from the EPOSA network which are
mostly located in the eastern part of Austria. Moreover, the
experimental period covers fourteen different rainy days in
summer 2019.

In the following parts, first, the fundamental principle of
GNSS tomography is described. Next, the notable mathemat-
ical concepts and formulas in TV and Landweber regulariza-
tion techniques are presented. After that, the case study in
this research is defined. Then, the obtained results using the
TV and Landweber method in different temporal resolutions
in comparison to radiosonde observations are investigated.
Finally, conclusions based on the outcome of this research
are drawn.

2 Methodology

In this section, the principle of GNSS tropospheric tomog-
raphy is explained. Then, the TV and Landweber techniques
are described in order to reconstruct the wet refractivity field.

2.1 Tropospheric Tomography Concept

In order to reconstruct the wet refractivity (Nw) [unit: ppm]
structure, the wet part of troposphere discretizes to 3D
voxels. Then, the spatiotemporal behaviour of the wet part of
the refractivity is retrieved by analyzing the impact of the wet
part of the troposphere on GNSS signals with an assumption
that Nw is constant in the individual model elements. For this
purpose, a large number of Slant Wet Delays (SWD) [unit:
mm] are integrated in the GNSS tomography according to
Eq. (1) (Flores et al. 2000; Heublein 2019):

SWDi D 10�6:
Xm

jD1
Nwj :dij (1)

whereby, dij is the length of ith signal inside the jth model
element [unit: km]. According to Eq. (1), the total slant wet
delay observation of each satellite (SWDi) can be defined as
a summation over voxels intersected by the GNSS signals. In
GNSS data processing, SWD can be estimated as below:

SWD D VMF1w.elv/:ZWD CMFaz.elv/:

� ŒGN w cos az CGEw sin az�
(2)

elv and az are the elevation and azimuth angle of the satellite
signal. GN w and GEw are the wet horizontal gradients in the
north-south and east-west directions, respectively. VMF1w
and MF az are the Vienna Mapping Function 1 (VMF1)
and Chen-Herring mapping function (see (Böhm et al. 2006;
Chen and Herring 1997) for more details). Furthermore, the
Zenith Wet Delay (ZWD) is the delay in zenith direction
caused by the wet part of the troposphere. This parameter can
be calculated by subtracting the Zenith Hydrostatic Delay
(ZHD) from the estimated Zenith Total Delay (ZTD) as
follows:

ZWD D ZTD �ZHD (3)

Here, the Bernese GNSS software was employed in baseline
mode to estimate ZTD and horizontal gradients (Dach et
al. 2015). Moreover, the hydrostatic Saastamoinen model
was applied (Saastamoinen 1973) to calculate the dry part
of ZTD, namely ZHD. After that, SWD was calculated by
substituting Eq. (3) in Eq. (2). Please refer to (Adavi et al.
2022) for more details.

Equation (1) can be presented in matrix form as noted
below (Flores et al., 2000):

SWD D A N w (4)

here, SWD [m � 1] and Nw[ n � 1] are the vectors of obser-
vations and unknown parameters, respectively. Moreover,
A [m � n] is a structure matrix which links the observation
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space to the model space and can be demonstrated as (Rohm
and Bosy 2009):

A D

2

6
6
6
6
4

d11 0 0 0 � � � d1n
d21 d22 d23 0 � � � d2n
:::

dm1

:::

dm2

:::

0

::: : : :
:::

dm4 � � � dmn

3

7
7
7
7
5

(5)

where dij is the length of ray i inside the voxel j. According to
Eq. (5), the coefficients of the design matrix A can be defined
as follows:

Aij D

�
dij if ray i crosses voxel j

0 otherwise
(6)

As shown in Eq. (4), matrix A is a mapping matrix governed
by the geometry of the tomography model, the geometry of
the measurements, the distribution of the GNSS receivers as
well as the time window of integration (Bender et al. 2011;
Lutz 2008; Troller 2004). Due to insufficient spatial coverage
of the voxels by GNSS rays within the tomography window,
some of the voxels are intersected by a small number or
a plenty number of signals and others are not passed at
all. Therefore, the design matrix A is a sparse, and Eq. (4)
is mixed-determined (Menke 2012). Hence, the model null
space of the design matrix is non-trivial, which causes the
partly ill-conditioned tomographic inversion system. There-
fore, in order to reconstruct the wet refractivity field using
Eq. (4), some constraints or external data sources should be
added to the tomography problem as well as some inversion
techniques must be applied. In this research, horizontal and
vertical constraints were added to Eq. (4) to obtain a unique
solution. For more information, please refer to (Adavi and
Weber 2019). Moreover, two different regularization tech-
niques, TV and Landweber, were also applied to reconstruct
the wet refractivity field that are described in more detail in
the next part.

2.2 Regularization Technique

The purpose of this section is to describe two different
regularization techniques (TV and Landweber) to solve the
equation system of the tomography model (Eq. (4)). The
main characteristic of this problem is that all singular values
of the structure matrix (A) decay gradually to zero without
any noticeable gap between non-zero and zero singular
values (Aster et al. 2013; Hansen 1998; Menke 2012).
Therefore, regularization techniques should be applied in
order to reconstruct the wet refractivity field. From a general
perspective, two classes of regularization methods can be

used to produce a stable inverse solution. The first class of
methods covers the direct methods like the TV technique and
the second class of algorithms covers iterative methods like
Landweber.

In the following, first, the TV regularization technique
is described. This method is a nonlinear technique, which
resist noise and effectually preserves discontinuities in the
model (Abbasbandy 2006; Aster et al. 2013; Lee et al.
2007; Yao et al. 2019). Afterwards, the Landweber method is
described which is generally appropriate for the tomography
reconstruction problems (Aster et al. 2013).

TV TV method is a direct and nonlinear technique that is
independent of the initial field. In recent years, this technique
has been successfully applied in CT (Computer Tomogra-
phy) and ionospheric tomography (Lee et al. 2007; Sidky
et al. 2006; Tang et al. 2015). The objective function (J) of
the TV regularization technique can be defined as follows
(Jensen et al. 2012; Lohvithee 2019; Persson et al. 2001;
Rudin et al. 1992):

J .Nw/ D argmin

�

�kNwkT V C
1

2
k A Nw � SWDk22

�

(7)

whereby, � > 0 and kNwkTV are a regularization parameter
and TV norm, respectively. In order to estimate the TV norm
(kNwkTV ), Eq. (8) can be applied (Persson et al. 2001):

kNwkT V D
�
�
�
�!
D N w

�
�
�
1

D
X

i ;j ;k

�
�Di;j ;k N wi ;j ;k

�
� (8)

hereDi;j ;k Nwi ;j ;k is the discrete gradient ofNw at the model
element [i, j, k]. In this study, the augmented Lagrangian
algorithm to minimize the TV norm is chosen as shown
below (Li 2009):

LA
�
wi ;j ;k ;Nw

�

D
P
i ;j ;k

��
�wi ;j ;k

�
� � V Ti;j ;k

�
Di;j ;kNw � wi ;j ;k

�
C

ˇi;j ;k
2

�
�
�Di;j ;kNw � wi ;j ;k

�
�2
2

�
� �T

�
A Nw � SWD

�
C
�

2

�
�
�A Nw � SWD

�
�2
2

(9)

with w i defined according to (Li 2009):

wi D max

��
�
�
�Di;j ;kNw �

�i;j ;k

ˇi;j ;k

�
�
�
� �

1

ˇi;j ;k
; 0

�

�

�
Di;j ;kNw � �i;j ;k=ˇi;j ;k

�

�
�Di;j ;kNw � �i;j ;k=ˇi;j ;k

�
�

(10)

During the minimization procedure of Eq. (9), ¤i, j, k and � is
continuously updated in each iteration. These parameters can
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be defined as follows (Li 2009; Li et al. 2010):

�

� i;j ;k
i terC1

D �i;j ;k
i ter � ˇi;j ;k

�
Di;j ;kN w

� � wi ;j ;k�

�
for al l i ; j ; k

(11)

�

�
iterC1

D �iter � �
�
A Nw

� � SWD
�

(12)

In Eqs. (11) and (12), N w
� and w i, j, k

� refer to an
approximate solution for Eq. (9) (Li 2009). In addition, the
sparsity level of the exact solution and the noise level of the
observations is used in order to define a reasonable barrier
parameter � (Li et al. 2010). However, obtaining the noise
level of the observation (here SWD) is quite challenging
without the availability of an exact solution. As claimed by
experience, � varies from 24 to 213 and the best value is
defined based on the RMSE of the retrieved solution and the
value of “i, j, k is also selected within the range of [24, 213 ]
(Li 2011).

Landweber The Landweber method belongs to the Simul-
taneous Iterative Reconstruction Technique (SIRT) family
(Hansen 1998; Kaltenbacher et al. 2008). To retrieve the
wet refractivity field using this technique, as shown in Eq.
(13), all rows of the coefficient matrix A are used in one
iteration. This implies that the system of observation equa-
tions is solved simultaneously. The wet refractivity field
in iteration kC1 can be retrieved according to (Landweber
1951):

N kC1
w D N k

w C �k AT
	
SWD � AN k

w



(13)

hereby �k is a relaxation parameter which can be optimally
determined in a range of 0 < �k < 2=s2max where smax
denotes the largest eigenvalue of matrix ATA (Aster et al.
2013; Elfving et al. 2014; Elfving et al. 2010; Hansen
1998). However, this strategy, named optimal choice, needs
beforehand knowledge of the real solution (Elfving et al.
2010). Other strategies to determine the relaxation parameter
�k are line search,  1-based relaxation strategy,  2-based
relaxation strategy, and modified  1 and  2 strategies (Aster
et al. 2013; Elfving et al. 2010; Hansen 1998). In this work,
the modified  2-based relaxation strategy is used that takes
advantage of better damping of the noise propagation and
also faster convergence (Elfving et al. 2012; Elfving et al.
2010).

The relaxation parameter in the modified  2-based relax-
ation strategy is defined as below (Elfving et al. 2010):

œk D

( p
2

s2max
for k D 0; 1

£k
2

s2max
.1 � Ÿk/ for k � 2

(14)

where �k 2 (0, 1) is the unique root in (Elfving et al. 2010):

gk�1 .�k/ D
h
.2k � 1/ .�k/

k�1
i

�
1 � .�k/

k�1

1 � �k
D 0 (15)

Moreover, � k 2 (0, (1 � �k)�1) is normally chosen as a
constant value � k D � . If � > 1 then the convergence is
accelerated (Elfving et al. 2010).

3 Case Study

EPOSA is the GNSS network operated by Energie Burgen-
land AG, ÖBB Infrastruktur AG, and Wiener Netze GmbH
which consists of thirty-eight permanent GNSS stations.
Observation files of reference stations contain phase and
code observations with a rate of 1 second for GPS and
GLONASS satellites. Therefore, this network has consider-
able potential for tropospheric tomography modelling and
other meteorological studies. In this research, only twenty-
one permanent GNSS reference stations of the EPOSA
network are considered due to the availability of their obser-
vations for a period of interest. Therefore, the area of interest
extends from 13.40ı to 17ı in longitude, and 46.5ı to
48.5ı in latitude according to the location of selected GNSS
permanent stations. Figure 2 demonstrates the distribution
of the multi GNSS stations as well as the location of the
radiosonde station RS11035.

In this network, the heights of the GNSS sites vary from
220 m to 860 m with a mean interstation distance of about
60 km. In addition, observations on days 232–245 in the
year 2019 have been selected due to the unstable weather
conditions with different amounts of precipitation in the
experimental period. In Fig. 3 the observed relative humidity
(RH) calculated from the radiosonde data and variations of
precipitation reported by the AROME model are shown.
Furthermore, it should be noted that the required a priori field
for the Landweber method was calculated from the AROME
model at midnight and noontime.
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Fig. 2 Distribution of GNSS stations in the area of interest

4 Numerical Results

To evaluate the efficiency of the TV regularization method
to retrieve the wet refractivity field without any initial field
and in a short time span, an estimated tomography profile in
different temporal resolutions was compared to radiosonde
measurements located at Vienna airport (RS11035) for mid-
night and noontime. Figure 4 shows examples of the recon-
structed wet refractivity profile in comparison to the RS for
three days of the study period with different performances
on DoYs 232, 237, and 244. Figure 4(a) and (b) present
the results for midnight and noontime, respectively. For
shorter tomography windows of up to 40 min, the agreement

between the reconstructed profiles and the RS profile at
midnight is less than 5 and 7.6 ppm, for DoYs 232 and 237,
respectively. However, on DoY 244, the performance of the
TV method is almost poor at midnight. For temporal win-
dows of more than 40 min, the quality of the reconstructed
profiles using the TV method is quite good for all sample
days at midnight and noontime. In the following, the effi-
ciency of the TV method is demonstrated by Mean Absolute
Error (MAE [unit: ppm]), Root Mean Square Error (RMSE
[unit: ppm]), Bias [unit: ppm], and Standard deviation (Std
[unit: ppm]) calculated over the whole period. The mentioned
statistical tools can be computed as below (Guerova 2003;
Xiaoying et al. 2014):

Bias D
1

nl

Xnl

iD1

	
Nwtomoi � Nwobs i



(16)

RMSE D

s
1

nl

Xnl

iD1

	
Nwtomoi � Nwobs i


2
(17)

Std D
p
RMSE2 � Bias2 (18)

MAE D
1

nl

Xnl

iD1

ˇ
ˇ
ˇNwtomoi � Nwobs i

ˇ
ˇ
ˇ (19)

whereby, Nwobs and Nwtomo are the computed wet refrac-
tivity field obtained from the radiosonde profiles and the
tomography model, respectively. Moreover, nl represents the
number of vertical levels, here nl D 9.

Figure 5 presents the average MAE over the experimental
period for the reconstructed wet refractivity in different
temporal resolutions. According to the obtained results, for
the lower layers, the inconsistency between the retrieved
field and RS wet refractivity is mostly better of noon-
time in comparison to midnight. Moreover, the discrepancy
between the tomography solution and the RS profile is
decreasing with extending the tomography time window.
For the upper layers from 2 km to 6 km, the obtained

Fig. 3 Variation of RH up to 4 km (a), and average of precipitation within the whole area (b) at midnight and noontime
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Fig. 4 Comparison of
tomographic refractivity profiles
of different tomography windows
to the profile calculated from
RS11035 data at midnight (a),
and noontime (b) for DoYs 232,
237, and 244

Fig. 5 Average MAE of the
reconstructed wet refractivity
field for heights up to 2 km (a),
and 2 to 6 km (b) at midnight and
noontime at RS11035 location

results for noontime and midnight are comparable. Addition-
ally, the discrepancy of reconstructed wet refractivity with
respect to the RS profile generally amounts to 7 ppm or
less for spans longer than 40 min for both studied height
layers.

In the next step, RMSE, Std, Bias and MAE were calcu-
lated for the reconstructed wet refractivity field using the TV
method during the entire study period at midnight and noon-
time. Table 1 reports the average value over all 14 days of
these statistical parameters for different temporal resolutions
at midnight (see Appendix A for daily RMSE at midnight).
The numbers shows that the performance of the tomography

model, calculated with high temporal resolution, is compa-
rable with longer time setups. As expected, the RMSE, Std
and MAE of the tomography solution with 60 min temporal
resolution are slightly better than for other schemes. By
looking at Table 1, it becomes clear the average Bias for the
temporal resolutions of 20 and 30 min are averagely larger
than 10 min. As shown in Table A.4 (see Appendix A), this
is due to the three problematic days (DoYs 242-244) with
the highest inconsistency with respect to the RS profiles,
which most probably returns to the weak performance of
the tomography model in the lower layers (see Fig. 5). The
main factors for this inconsistency could be related to the low
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Table 1 Average RMSE, Std, and Bias over the experimental period
for all different temporal resolutions (epoch 00:00 UTC, location:
RS11035)

Midnight RMSE [ppm] Std [ppm] Bias [ppm] MAE [ppm]
10 min 6.77 6.46 0:33 1.70
20 min 7.72 7.26 �0:28 2.11
30 min 7.46 6.95 �0:61 1.93
40 min 5.80 5.30 �0:41 1.86
50 min 6.05 5.70 �0:97 1.58
60 min 5.26 5.02 �0:71 1.19

amount of water vapour in the troposphere (see Fig. 3(b)) and
the lack of proper definition of the regularization parameter
for the TV technique. For shown Bias values in Table 1,
there is no general judgment due to the different behaviour
of this quantity by extending temporal resolution. This could
return to the various signs (˙) of Bias and the affectability
of this statistical parameter from the systematic errors in
the GNSS observations, meteorological measurements (here
pressure), and the instability of the retrieved solution using
the TV method. However, it is worth mentioning that a
sensor Bias is usually removed by the meteorologists before
assimilation in the NWM models based on test periods. So
in case the parameter retrieval ‘environment’ is stable, also
the bias should be kept stable and can be absorbed before
assimilation. Furthermore, according to the reported Bias
in Table 1, it turns out that the wet refractivity solutions
calculated in tomography windows of more than 10 min
are averagely underestimating RS wet refractivity over the
experimental period.

Table 2 presents the statistical evaluation of retrieved
wet refractivity using the TV method at noontime (see
Appendix A for daily RMSE results). From this table, it
becomes obvious that the performance of the TV technique
at noontime is slightly better than for midnight. This is
generally because of the low accuracy of the retrieved wet
refractivity for DoYs 242-244. For other days, the accuracy
of the tomography solution is comparable at midnight and
noontime. Additionally, the amount of water vapour is higher
at noontime in comparison to midnight. This variation of
water vapour is a crucial factor for the TV performance.
Furthermore, the estimated tomography profiles using the TV
method are generally underestimating the wet refractivity of
the reference RS profile similar to midnight according to the
reported values of Bias.

In the next step, in order to evaluate the similarity of
the reconstructed wet refractivity with the RS profile, the
average correlation was calculated over the experimental
period at midnight and noontime. According to the reported
values in Table 3, it can be stated that the behaviour of the

Table 2 Average RMSE, Std, and Bias over the experimental period
for all different temporal resolutions (epoch 12:00 UTC, location:
RS11035)

Noontime RMSE [ppm] Std [ppm] Bias [ppm] MAE [ppm]
10 min 5.72 5.24 �0.46 1.91
20 min 5.47 5.05 �0.90 1.77
30 min 5.81 5.29 �0.74 1.98
40 min 5.50 5.04 �0.003 1.79
50 min 4.98 4.58 �0.07 1.58
60 min 4.82 4.54 �0.30 1.18

Table 3 Average correlation coefficient [%] over the entire study
period between the retrieved wet refractivity profile and RS profile for
different temporal resolution

10 min 20 min 30 min 40 min 50 min 60 min
Midnight 96.40 95.12 95.61 97.38 97.23 97.98
Noontime 97.84 97.88 97.69 98.03 98.37 98.48

retrieved profile is considerably close to the RS profile with
a correlation of more than 95% and 97% for all tomography
windows at midnight and noontime, respectively. In addition,
the correlation between the tomography solutions and RS
wet refractivity is slightly higher at noon than for midnight.
As expected, the correlation of the tomography solution with
the RS profile increases with extending the tomography time
window.

In order to gain a better interpretation of the obtained
results, the wet refractivity field was also reconstructed using
the Landweber technique by considering the AROME model
as an a priori field. According to Fig. 6, the RMSE of
the Landweber method is smaller than for the TV method
in all temporal resolutions. However, the quality of the
reconstructed field using the Landweber method technique
extremely depends on the initial field, and it does not change
significantly with varying the tomography window. In com-
parison, the accuracy of retrieved wet refractivity by the TV
method is clearly increased by extending the temporal win-
dow up to 60 min. It should also be highlighted that the TV
technique has provided a more reliable tomography solution
than the Landweber method for all temporal resolutions at
noontime.

According to the obtained results, the TV technique
reconstructed the wet refractivity field with an accuracy
of less than 8 ppm and 6 ppm at midnight and noontime,
respectively. In addition, the accuracy of this method was
comparable with the accuracy of the Landwber method even
in a short tomography window at noontime and windows of
at least 40 min at midnight. Thereby, the TV method would
be a good choice to estimate the tomography solution, espe-
cially when there is no access to the (reliable) initial field.
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Fig. 6 Average of RMSE over
the entire study period for TV
and Landweber methods at
midnight and noontime

5 Conclusions and Remarks

Processing high quality tomography models without any
initial field in a short time span is one of the challenges in
the GNSS tropospheric tomography. Here, the TV method
is investigated in order to retrieve a regularized solution.
This method is independent of an initial field and also
resists noise. Accordingly, the TV method was applied in six
different tomography windows (10 min to 60 min) with a
time step of 10 min by focusing on near-real-time applica-
tions. Moreover, the wet refractivity field was also retrieved
using the Landweber technique by considering the AROME
model as the initial field to better judge the potential of
the TV method. Finally, radiosonde measurements located
at Vienna airport (RS11035) have been utilized at midnight
and noontime to evaluate the estimated wet refractivity field.
According to our results, the accuracy of the retrieved wet
refractivity field in all tomography windows using the TV
method at noontime was slightly better than for midnight.
In addition, the correlation between the tomography solution
and RS profiles for all temporal resolutions was higher than
95%. Moreover, the inconsistency between the reconstructed
wet refractivity field and the reference profile was less than
8.6 ppm at midnight and 5.7 ppm at noontime for lower lay-
ers. For upper layers, the discrepancy between the tomogra-
phy solution and the reference solution was maximally about
6.6 ppm and 6 ppm at midnight and noontime, respectively.
Further investigations were also performed to compare the
estimated tomography solutions using the TV method with
the Landweber technique. Based on the obtained results,
the accuracy of the retrieved field using the Landweber
method was generally better than for the TV technique at
midnight. At noontime, the performance of retrieving wet
refractivity by the TV method, especially for spans longer
than 40 min, was comparable to the Landweber technique or
even better. Therefore, reconstructing the tomography model

using the TV method is advantageous in case of no access to
a (reliable) initial field even for a short tomography window
if the condition number of the design matrix is not very
large and also the amount of water vapour in the tropo-
sphere is considerable high. However, it should be noted
that considering the short tomography window is not always
applicable due to various weather conditions during a day.
Therefore, further investigations are encouraged to assess the
plausibility of the TV method in other case studies located
in different climate zones and over further time periods
Furthermore, assessing the TV method in comparison to
other regularization techniques, which are independent of an
initial field, may provide better judgment about the quality
of the retrieved wet refractivity field using this method. It is
also worth mentioning considering a more complete GNSS
constellation, i.e. GPS-GLONASS-GALILEO-BeiDou may
lead to a better satellite geometry and thus to a better spatial
distribution of observations.
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Appendix A RMSE of ReconstructedWet
Refractivity Field in Different Temporal
Resolutions Using TV and Landweber
Techniques

Here, the detailed RMSE for all studied tomography win-
dows in comparison to RS profile is reported for the entire
experimental period at midnight and noontime (Tables A.1,
A.2, A.3, A.4).
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Table A.1 RMSE of the wet refractivity field for different temporal
resolutions during the entire study period using TV technique at hour
00:00 UTC for RS11035

Time-Res 10 20 30 40 50 60
DOY
232 1:94 3:52 4:88 3:67 3:40 3.62
233 6:88 6:65 7:83 6:04 7:78 6.00
234 6:41 5:51 4:55 4:30 3:48 3.61
235 5:57 7:01 7:41 4:98 4:77 3.31
236 7:02 7:83 5:00 4:27 5:24 4.40
237 6:68 6:76 7:57 7:12 6:98 6.75
238 5:95 5:19 5:30 4:28 4:99 5.21
239 5:39 8:51 6:96 6:06 6:05 4.76
240 5:65 5:52 5:71 5:81 5:84 6.48
241 5:53 4:50 5:22 4:73 6:18 5.80
242 7:28 12:32 12:71 12:54 12:03 9.27
243 8:98 14:10 13:66 4:84 7:03 4.96
244 13:57 13:30 10:06 6:64 5:84 4.64
245 8:02 7:44 7:60 5:91 5:13 4.80
Mean 6:77 7:72 7:46 5:80 6:05 5.26

Italic values show worst cases during the experimental period

Table A.2 RMSE of the wet refractivity field for different temporal
resolutions during the entire study period using Landweber technique
at hour 00:00 UTC for RS11035

Time-Res 10 20 30 40 50 60
DOY
232 2.92 2.67 3.07 2.78 2.96 3.02
233 4.18 4.15 4.39 3.76 3.68 3.49
234 4.21 4.05 3.57 3.17 3.60 4.02
235 3.04 3.49 3.33 3.12 2.89 2.87
236 2.00 2.57 2.53 2.44 2.40 2.30
237 7.11 5.99 6.41 6.90 6.76 6.71
238 3.50 3.70 3.74 3.78 3.82 3.84
239 7.74 7.82 7.76 7.74 7.73 7.74
240 2.96 2.27 2.12 2.14 2.21 2.28
241 5.36 4.35 4.06 4.12 4.37 4.72
242 3.42 3.62 3.66 3.63 3.62 3.57
243 3.46 3.47 3.44 3.38 3.18 2.88
244 2.62 2.61 2.59 2.59 2.58 2.61
245 5.46 4.81 4.89 4.66 4.77 4.52
Mean 4.14 3.97 3.97 3.87 3.90 3.90
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Comparison of the Effective Isotropic Radiated
Power Parameter in CYGNSS v2.1 and v3.0 Level
1 Data and Its Impact on Soil Moisture
Estimation

Paulo T. Setti Jr. and Tonie van Dam

Abstract

The effective isotropic radiated power (EIRP) is the measured radiated power of an antenna
pointed in a specific direction. For the Global Positioning System (GPS), the EIRP is
a function of the transmitted power and the gain of the transmitting antenna. It is a
fundamental observation used for estimating surface reflectivity that can be used to estimate
near-surface soil moisture. Most investigations of GPS EIRP for soil moisture used level
1 version 2.1 data from the eight satellites of the Cyclone Global Navigation Satellite
System (CYGNSS) mission. The newer version 3.0 introduces a dynamic EIRP calibration
algorithm with the variations in GPS transmit power being tracked using the direct signal
power measured by the navigation receivers. In this paper we compare the estimated EIRP
from versions 2.1 and 3.0 for the year of 2020.We correlate the estimated surface reflectivity
with reference soil moisture observations from the Soil Moisture Active Passive (SMAP)
mission provided on a 9x9 km grid using the bistatic radar equation for coherent reflections.
The correlation of CYGNSS with SMAP is slightly improved using version 3.0 versus
2.1 with average of 0.10 and maximum of 0.30. The advantage of version 3.0 was most
noticeable in areas where soil moisture retrieval is challenging, such as the arid and densely
vegetated regions of the world.

Keywords

CYGNSS � EIRP � GNSS-R � Soil moisture

1 Introduction

Near-surface (0–5 cm) soil moisture information is of great
scientific and socioeconomic relevance. As an essential cli-
mate variable, soil moisture influences interactions between
land surface and atmosphere through the exchange of water,
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energy and biogeochemical fluxes. Monitoring soil moisture
is also important in applications such as agriculture, vegeta-
tion change detection, and drought and flood forecasting and
monitoring (Entekhabi et al. 1996; Ochsner et al. 2013; Peng
et al. 2021).

L-band microwave satellite remote sensing has been used
to retrieve soil moisture at the global scale due to its ability
to penetrate clouds and part of overlying vegetation. The Soil
Moisture Active Passive (SMAP) L-band mission (Entekhabi
et al. 2010) has been providing soil moisture data since 2015
with two- or three-day global revisit times. The retrievals
have spatial resolution of about 40 km.

Spaceborne Global Navigation Satellite Systems (GNSS)
Reflectometry (GNSS-R) represents an alternative for re-
trieving soil moisture with a relatively high spatial resolution,
having a footprint on the order of hundreds of meters to few
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kilometers, with daily or even subdaily repeat observations
(Garrison et al. 2020). GNSS-R is a bistatic remote sensing
technique that relies on the reception of signals that have
reflected or scattered from the Earth’s surface. These signals
of opportunity are used to infer properties of the reflecting
surface itself. GNSS-R was initially designed for ocean
altimetry, however, its application has been extended to land
surface remote sensing (Zavorotny et al. 2014).

The Cyclone Global Navigation Satellite System
(CYGNSS) is a spaceborne GNSS-R mission (Ruf et al.
2013) with a constellation of eight low-Earth satellites
at an orbital inclination of 35ı. Its main objective is to
estimate wind speed over the oceans to track and monitor
hurricanes and tropical cyclones. Measurements consist of
reflected Global Positioning System (GPS) L1 C/A signals.
Reflections over a land depend on the surface reflectivity and
can be used to infer information about soil moisture (Ruf
et al. 2018; Chew and Small 2020).

One of the parameters necessary to convert CYGNSS ob-
servations to surface reflectivity is the GPS effective isotropic
radiated power (EIRP). The EIRP defines the power density
incident on the Earth’s surface and is a product of transmitted
power and antenna gain (Steigenberger et al. 2019). In
CYGNSS version 2.1 (v2.1) level 1 data, available since
March 2017, the EIRP is computed assuming a static value
for the power level of the L1 signal transmitted by the
GPS satellites. In version 3.0 (v3.0) level 1 data, available
since August 2018, a dynamic EIRP calibration algorithm
was introduced, where the variations in the GPS transmitted
power started being tracked using the direct signal power
measured by the navigation receivers (Wang et al. 2021b).
Most of the published research on soil moisture estimation
(Chew and Small 2020; Clarizia et al. 2019; Dong and Jin
2021; Eroglu et al. 2019; Senyurek et al. 2020a,b; Yueh et al.
2020) use CYGNSS v2.1 data to take advantage of a longer
time series or because the study was conducted before v3.0
was made available. In this paper we compare the estimated
EIRP from CYGNSS v2.1 and v3.0 considering the different
GPS satellite blocks. Through a comparison with SMAP data
based on the correlation coefficient, we also analyze how
these differences can impact estimates of soil moisture.

2 GNSS-R for Soil Moisture

The magnitude of the received power P t
r , considering the

bistatic radar equation for coherent reflections, can be written
as (Garrison et al. 2020):

P r
rl D

P t
r Gt

4�.Rts C Rsr/
2

Gr�2

4�
�rl ; (1)

where:

P t
r is the transmitted Right-Hand Circularly Polarized

(RHCP) power;
Gt is the gain of the transmitting antenna;
Rts is the distance between the transmitter and the specular

reflection point;
Rsr is the distance between the specular reflection point

and the receiver;
Gr is the gain of the receiving antenna;
� is the wavelength; and
�rl is the effective surface reflectivity.

The effective surface reflectivity, �rl in Eq. 1, depends
on soil moisture content, vegetation attenuation, surface
roughness, and incidence angle. The soil moisture content is
linked to the surface reflectivity through the relative complex
permittivity (Zavorotny et al. 2014), which is also a function
of soil type. The measured reflected signal can be converted
to surface reflectivity if the calibration parameters in Eq. 1
are known, with the surface reflectivity being proportional to
the soil moisture.

3 EIRP Variations

The EIRP, given by P t
r Gt in Eq. 1, is an important calibration

parameter when converting the reflected power to surface
reflectivity as it defines the incident power density. Precisely
estimating EIRP is very challenging for various reasons
(Wang et al. 2021b, 2020): the unique transmit power of each
GPS satellite; the need to have the GPS transmit antenna gain
pattern; pattern asymmetry, and spacecraft yaw maneuvers
that cause antenna gain uncertainty in the direction of the
specular reflection; and variations of the GPS transmit power
over time and across different regions of the globe.

In v2.1 data, EIRP for the GPS satellites and varying
incidence angles are statically estimated based on a lookup
table (LUT). These values are determined based on some
given assumptions. (1) The effective GPS transmit power is
considered as a static value through a GPS power monitoring
system; (2) the GPS antenna gain in the direction of the
specular reflection represents an averaged estimate of the
GPS transmitters (Wang et al. 2021b). The limitations of this
method include, among other things, the flex transmit power
of GPS satellites from blocks IIR-M and IIF, and errors in
the estimated transmit power.

To overcome these limitations, the v3.0 data introduced a
dynamic EIRP calibration algorithm. In this method, vari-
ations in GPS transmit power are tracked by the direct
signal power measured by the navigation receiver zenith
antenna. Using this approach, it is possible to detect transmit
power fluctuations in a GPS satellite and minimize the
error caused by the GPS antenna gain pattern azimuthal
asymmetry (Wang et al. 2020).
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(a)

(b)

(c)

Fig. 1 Difference betweeen estimated EIRP in v2.1 and v3.0 for 5
satellites from blocks (a) IIR (PRN 19, 20, 21, 23 and 28), (b) IIR-
M (PRN 07, 12, 17, 29 and 31), and (c) IIF (PRN 01, 08, 09, 24 and
30)

To compare the EIRP estimates in versions 2.1 and 3.0,
Fig. 1 shows global maps of the average difference between
the EIRP for five GPS satellites of blocks IIR, IIR-M and
IIF as observed by all eight CYGNSS satellites. The ob-
servations are binned in 9�9 km grid cells, considering all
specular incident angles and data from January 2020. For this
period, we note that, for blocks IIR (top panel of the figure)
and IIR-M (middle panel), the difference between the two
versions is generally below 2 dB. For block IIF, however,
the difference depends on the location on the globe. This
variability is caused by a geographically driven flex power
mode that was implemented in block IIF GPS satellites,

(a)

(b)

Fig. 2 v2.1 and 3.0 GPS EIRP parameter for the first three months of
2020, observations from block IIF GPS satellites over (a) Africa and (b)
Australia

which can redistribute the L1 C/A power for certain regions
with every orbit and is used for increased protection against
jamming (Steigenberger et al. 2019). The difference reaches
almost 4 dB over Africa and western Asia.

To better understand the behavior of the flex power mode
in block IIF GPS satellites, Fig. 2 shows the daily average
of the EIRP over Africa and Australia, two regions with
different EIRP variations (Fig. 1c), for the first three months
of 2020. For v2.1, it can be seen that the EIRP assumes a
static value for the whole globe, with very similar behavior
in both regions. In fact, the EIRP are not flat because
all incidence angles were considered, which causes slight
variations in the daily EIRP averages. Over Australia (bottom
panel in the figure), v2.1 EIRP is larger by more than 1 dB
than v3.0. Over Africa, we observe that the power varies not
only geographically but also with time. A jump of more than
2 dB occurs when the flex power mode changes on 14 Feb.
2020 (DOY 45/2020).

4 Impact on Soil Moisture Estimation

EIRP determine estimates of surface reflectivity (Eq. 1).
Figure 3 shows, for the first three months of 2020, the
average surface reflectivity from v2.1 and v3.0 estimated day
by day considering only the observations reflected over land
from all GPS blocks and satellites over the whole globe.
We observe that when the flex power mode was changed in
mid-February, the average reflectivity dropped by almost 1
dB when using the EIRP parameter from v2.1. This jump is
essentially unnoticeable when using v3.0 data. This variation
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Fig. 3 Surface reflectivity averaged over the whole globe for the first
three months of 2020. The vertical dashed red line indicates the day
when the flex power mode for block IIF GPS satellites was changed

can directly influence soil moisture retrieval, as the model
could assume that the difference in reflectivity was caused
by a change in the soil moisture content when in fact it was
caused by a change in the power of some of the transmitting
GPS satellites.

To assess the real impact of the EIRP parameter from
both versions in soil moisture estimation, we compare the
CYGNSS surface reflectivity with the soil moisture data
from SMAP (ONeill et al. 2020). The correlation assumes, as
proposed by Chew and Small (2020), that surface reflectivity
can be linearly related to soil moisture, varying spatially
but not over time. Surface reflectivity was estimated using
Eq. 1, with data covering the whole of 2020. The received
power is considered as the peak value of the delay-Doppler
maps (DDM), corrected from the noise floor (measurement)
(Clarizia et al. 2019). We used the same quality flags and
incidence angle correction method as proposed by Chew
and Small (2020). Reflections over inland water bodies
were removed using as reference the Global Surface Water
Explorer (GSWE) product described in Pekel et al. (2016).
The observations were gridded into 9�9 km grid cells based
on their specular reflection location and correlated to the soil
moisture data from SMAP enhanced L3 radiometer global
daily 9 km product.

Figure 4a, b shows the correlation between CYGNSS
surface reflectivity and SMAP soil moisture for v2.1 and
v3.0 datasets, respectively. Soil moisture retrieval is very
challenging in regions with high vegetation density (e.g.
Amazon and Congo rainforests) due to the signal scattering.
Soil moisture retrieval is also challenging in arid regions
(e.g. Sahara desert) where the soil moisture is essentially
constant throughout the year. The CYGNSS noise signifi-
cantly affects the correlation coefficient, and the slope of a
linear regression would be closer to zero. In wetter regions
CYGNSS seems to work well on retrieving soil moisture
information.

The slight improvement in correlation between CYGNSS
v2.1 to v3.0 surface reflectivity and SMAP soil moisture can
be seen in Fig. 5. The improvement is not very significant in
regions where the correlation between CYGNSS and SMAP

(a)

(b)

Fig. 4 Correlation between CYGNSS surface reflectivity and SMAP 9
km-grid soil moisture data for the year of 2020, (a) v2.1 and (b) v3.0

Fig. 5 Improvement from v2.1 to v3.0 in the correlation coefficient
between CYGNSS surface reflectivity and SMAP soil moisture

is moderate/strong, such as most of the Australian territory,
the Sahel region, and the southeastern Africa and South
America. However, those regions where the correlation was
originally low are benefited from the EIRP estimates of v3.0.
In arid areas, where the CYGNSS noise really influences
the surface reflectivity values, more realistic estimates of the
EIRP can improve the correlation coefficient. The average
correlation was 0.47 for v2.1, and increased to 0.51 in
v3.0. The average improvement in correlation was of 0.10,
reaching up to 0.30 in some regions.
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5 Summary and FutureWork

In this paper we compared the EIRP parameters from two
CYGNSS level 1 data versions: 2.1, where EIRP is estimated
based on a static LUT, and v3.0, where it is dynamically cal-
ibrated and estimated based on the direct signals tracked by
the navigation receivers. We found that the power transmitted
by the GPS satellites varies depending on the GPS satellite
block, locations on the globe and time. Through the corre-
lation coefficient between the CYGNSS surface reflectivity
and SMAP soil moisture, our results showed that in some
parts of the globe replacing v2.1 to v3.0 may not be very
relevant, but in regions where soil moisture retrieval is very
challenging the improvement in the correlation coefficient
can go as high as 30%.

In the future work, we will include an analysis of the
impact of soil moisture retrieval using both version not only
based on the correlation coefficient, but also on the RMSE
of the estimation using a linear regression or other models
proposed in the literature. The version 3.1 of CYGNSS level
1 data is due to be released soon (Wang et al. 2021a),
bringing new updates on the characterization of the antenna
gain patterns. A future analysis could include this new data.
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Cross-polarization Correction for Soil Moisture
Retrieval Using GNSS SNR Data

M. Han, D. Yang, B. Zhang, X. Hong, and F. Wang

Abstract

The Global Navigation Satellite System – Interferometric Reflectometry (GNSS-IR) tech-
nique utilizes the GNSS Signal-to-Noise Ratio (SNR) data to retrieve soil moisture. In this
study, the physical SNR model incorporating antenna’s cross-polarization component is re-
derived to a more intuitive and straightforward degree, which is based on the work of V. U.
Zavorotny et al. 2009. Then this model is used in combination with the signal reconstruction
method we proposed before to correct the cross-polarization effect when retrieving soil
moisture. Both simulation and experiment data were used for validation purpose. The results
showed that the mean retrieval error could be reduced by about 0:16cm3�cm�3 after cross-
polarization correction.

Keywords

Cross-polarization correction � GNSS-IR � SNR � Soil moisture

1 Introduction

Soil moisture monitoring using Global Navigation Satellite
System – Interferometric Reflectometry (GNSS-IR) tech-
nique has gain wide interests in recent years (Edokossi et al.
2020; Zavorotny et al. 2014). It utilizes the interference
phenomenon happened between the direct signal and the
reflected signal which is also called the multipath signal. K.
M. Larson et al. found for the first time that the multipath
signal would cause the Signal-to-Noise Ratio (SNR) data
routinely recorded by the GNSS receiver to show a cosine-
like variation pattern especially when the satellite elevation
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angle is low (� 30ı) (Larson et al. 2008), and further
proposed a two-step fitting model to extract three metrics
including the amplitude, frequency and initial phase from
the SNR data (Chew et al. 2014). In the first step, a low-
order polynomial fitting model is used to de-trend the SNR
data, and in the second step a standard cosine function
model is fitted with the de-trended SNR data. However,
the standard cosine function can not accurately model the
amplitude variation of the SNR data. Therefore, we proposed
a semi-empirical fitting model to address this problem in
2018 (Han et al. 2018). By directly fitting this model with
the raw SNR data, it is possible to estimate the power of the
direct and reflected signal. Then, the reflection coefficient
of soil is calculated, which can be regarded as a better
replacement for the amplitude metric. Finally, theoretical
model is used to retrieve soil moisture from the reflection
coefficient instead of the empirical model commonly used
for the amplitude metric (Chew et al. 2014, 2015; Small et al.
2016). However, the correction of antenna cross-polarization
effect was not considered in our previous study due to the
lack of through understanding of the physical mechanism
behind the scene, which caused large soil moisture retrieval
errors sometimes.
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Earlier in 2009, V. U. Zavorotny et al. built a physical
model of the total GPS received power using the direct signal
and the reflected signal as input, where the cross-polarization
leakage of GNSS antenna was considered for the first time
(Zavorotny et al. 2009). Complex notation of the signals
were used in the model derivation, which is mathematical
concise. However, the model has not been derived to a final
usable form, therefore, can not be directly used for correction
purpose. Hence, in this study, we re-derived the physical
model from the receiver point of view using real signal
representations, which is easier to understand. We further
derived the model to a final form and showed how this
model was used in combination with the retrieval method we
proposed before to achieve cross-polarization correction for
the first time. Both simulation and experiment data were used
for validation purpose.

2 The Polarization-Mixing SNRModel

SNR is defined as the ratio of the signal power to the
noise power. Since the noise power is normally considered
as constant, only the signal power is concerned in GNSS-
IR technique. From the receiver point of view, the total
signal captured by GNSS antenna is first down-converted to
intermediate frequency (IF). By ignoring the modulation of
the navigation data and pseudo-random code, the IF signal
can be expressed as:

s .t/ D
p

2Pd cos .!IFt C 'd/

C
p

2Prr cos.!IFt C 'd C �'p C �'rr/

C
p

2Prl cos.!IFt C 'd C �'p C �'rl/

(1)

where !IF is the intermediate angular frequency; Pd is the
direct signal power; Prr, Prl are the power of the RHCP and
LHCP component of the reflected signal, respectively; 'd is
phase of the direct signal; �'p is the additional phase delay
experienced by the reflected signal due to the excess propa-
gation path relative to that of the direct signal; �'rr, �'rl are
the phase shift happened upon reflection corresponding to the
RHCP and LHCP component, respectively. The additional
Doppler frequency on the reflected signal is neglected since
it is very small under ground-based applications.

Next, the IF signal is sent to the receiver’s acquisition and
tracking module to de-spread and recover the signal that is
embedded in the noise. After that, the power of the signal
can be measured. Assuming perfect carrier frequency and
code phase tracking, the signal processing architecture can
be simplified as illustrated in Fig. 1.

In Fig. 1, the input signal is first down-converted to
baseband by multiplying with two quadrature local carrier

Fig. 1 Simplified receiver signal processing

forming two signal processing branches, namely, I branch
and Q branch. Then each branch is integrated, squared, and
finally summed together to calculate the signal power P .t/.

P .t/ D Pd C Prr C 2
p

PdPrr cos
�
�'p C �'rr

�

C Prl C 2
p

PdPrl cos
�
�'p C �'rl

�

C 2
p

PrrPrl cos .�'rr � �'rl/

(2)

The first line of Eq. (2) resembles the well-known SNR
model seen in the literature. The additional terms are related
to the cross-polarization, which complicates the SNR model
and makes it difficult to be applied at this current state.
Note that the two cosine functions that contain �'p can be
combined through further trigonometric manipulation. Then,
the remaining terms are grouped appropriately, which leads
to a compact expression as shown in Eq. (3).

P .t/ D Pd C Pr C 2
p

PdPr cos
�
�'p C �'r

�
(3)

where Pr and �'r are the total reflected signal power and the
total phase change upon reflection, respectively, which are
expressed as:

Pr D Prr C Prl C 2
p

PrrPrl cos .�'rr � �'rl/ (4a)

�'r D arctan

� p
2Prr sin .�'rr/ C

p
2Prl sin .�'rl/

p
2Prr cos .�'rr/ C

p
2Prl cos .�'rl/

�

(4b)

Without loss of generality, Eq. (3) is the top-level rep-
resentation of the interference power between the direct
signal and the reflected signal. Note that Eq. (4a) resem-
bles Eq. (3) since the total reflected signal results from
the interference between the RHCP and LHCP component
of the reflected signal. However, �'p does not appear in
Eq. (4a) since there is no path delay between the two
components. And �'rr � �'rl in Eq. (4a) is similar to �'r

in Eq. (3). Also note that whether the cross-polarization
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component presents or not does not affect the top-level
model.

Now assume that the transmission power of the navigation
satellite is C . Then, Pd, Prr, and Prl is expressed as:

Pd D C � GR .�/ (5a)

Prr D C � j�rrj
2 � GR .��/ (5b)

Prl D C � j�rlj
2 � GL .��/ (5c)

In Eq. (5), �rr and �rl are the RHCP-to-RHCP and RHCP-to-
LHCP reflection coefficient, respectively; GR .�/ and GL .�/

are the RHCP and LHCP antenna gain pattern, respectively;
� is the satellite elevation angle; the “�” sign means that the
reflected signal enters the antenna from the bottom direction.

Finally, by substituting Eq. (5) into Eq. (4a), the
polarization-mixing reflection coefficient taking account
the cross-polarization effect can be expressed as:
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t
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C 2
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G2
R .�/
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(6)

�rr and �rl in Eq. (6) can be calculated from the hori-
zontal and vertical linear polarization reflection coefficient
(Zavorotny et al. 2009), which are directly given here.
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where "r is the complex relative dielectric constant. "r is
mainly determined by soil moisture, which can be described
by well-established dielectric models at microwave frequen-
cies such as Hallikainen’s model (Hallikainen et al. 1985).

3 Materials andMethods

3.1 A Review of the Experiment Data

The experiment data used here was collected by N. Roussel et
al. at a bare farmland at Lamasquère, France in 2014 (Rous-
sel et al. 2016). The soil contains 41% of clay mineral and
18% of sand by weight. The SNR data on L1 C/A channel

Fig. 2 In-situ soil moisture variation

Fig. 3 The antenna gain pattern

were acquired at 1Hz frequency. The 5-cm soil moisture var-
ied between 0.2321 � 0.2987 cm3�cm�3 as shown in Fig. 2,
which was measured by a probe. In that experiment, the
cross-polarization component of reflected signal leaked into
receiver through the antenna causing cosine-like SNR varia-
tion at high elevation angles (above 30ı), which was noticed
for the first time. The antenna gain measurement is shown
in Fig. 3. The maximum RHCP antenna gain was pointed to
the zenith direction. The angles shown in Fig. 3 represent
the satellite elevation angles. The minus elevation angle
indicates the antenna’s bottom direction. As shown in the
figure, the antenna’s LHCP gain is comparable to the RHCP
gain at the bottom direction, therefore, the effect of the cross-
polarization can not be ignored in soil moisture retrieval.

3.2 A Review of the Semi-empirical SNR
Model

The semi-empirical SNR model works as a new fitting
model, which is aimed at improving the goodness of fit



426 M. Han et al.

(Han et al. 2018). From the conventional viewpoint, the SNR
model shown in Eq. (3) is grouped into two terms: the very
low frequency trend term Pd C Pr and the remaining high
frequency term. And they are regarded as independent of
each other and treated differently. While in our opinion,
the basic components of the Eq. (3) should be Pd and Pr.
Since Pr shows higher order variation than Pd does, we thus
proposed to use a low-order polynomial and a high-order
polynomial to approximate the power variation of the direct
and reflected signal in Eq. (3), respectively. Therefore, a new
SNR fitting model was obtained, which can be expressed as:

S D c0

2

6
4

10
pn0 .sin �/

10 C 10
pn1 .� sin �/

10

C 2

q

10
pn0 .sin �/Cpn1 .� sin �/

10 cos .2�c1 sin � C c2/

3

7
5

(8)

where pn0 .�/ is a n0-th order polynomial describing the
direct signal power variation, and pn1 .�/ is a n1-th order
polynomial describing the reflected signal power variation.
Each polynomial is placed at the exponential position to
ensure that the signal power is always positive. These two
polynomials have n0 C n1 C 2 coefficients to be estimated in
total. c1 and c2 represent the frequency and initial phase to
be estimated, respectively. c0 accounts for the noise power.

3.3 Data Processing and Soil Moisture
Retrieval Method

(1) Convert the SNR data from logarithmic scale to linear

scale through 10
.�/
10 rather than through 10

.�/
20 .

(2) Calculate the satellite elevation angle using broadcast
ephemeris and antenna’s position.

(3) Select SNR data whose corresponding elevation angle is
below 30ı.

(4) Fit the SNR data with Eq. (8) to obtain all the undeter-
mined coefficients. In this paper, n0 and n1 in Eq. (8) was
set to 2 and 4, respectively.

(5) Substitute the corresponding coefficients back into
pn0 .�/ and pn1 .�/. The other coefficients are ignored.

(6) Calculate the reflection coefficient under a certain eleva-
tion angle � using Eq. (9):

ˇ
ˇ
ˇ O�

ˇ
ˇ
ˇ D

v
u
u
t10

pn1 .� sin �/

10

10
pn0 .sin �/

10

D 10
pn1 .� sin �/�pn0 .sin �/

20 (9)

(7) Substitute all the known system parameters into Eq. (6)
under the same satellite angle used in Step (6). Then
solve Eq. (10) for soil moisture.

ˇ
ˇ
ˇ O�

ˇ
ˇ
ˇ � j� j D 0 (10)

4 Results and Discussions

4.1 Forward Simulation

Following Eq. (3) to Eq. (7), how cross-polarization affects
SNR variation can be simulated as shown in Fig. 4. The
actual SNR variation of GPS PRN No. 4 satellite is used
as a reference (black line), which is significantly affected
by the cross-polarization effect during the satellite’s ascend-
ing phase. Its key feature is that significant interference
phenomenon is observed at elevation angles above 30ı.
As a comparison, the blue line shows the SNR simulation
without considering the antenna’s LHCP gain. No significant
oscillation is observed at high elevation angles, which is in
accordance with previous studies (Larson et al. 2010; Larson
and Nievinski 2013; Larson 2016). The red line shows the
simulated SNR variation taking account the antenna’s LHCP
gain, which is nearly in accordance with the actual SNR vari-
ation. The effect of the cross-polarization on the interference
is bidirectional: it will weaken the interference at low eleva-
tion angles, and at the same time, reinforce the interference at
high elevation angles. There is a transition region where the
interference is smallest as highlighted by the pink box. This
region is near the co-angle of the Brewster’s angle (Brewster
1815) which is a determined by the soil moisture. The above
simulation shows that the cross-polarization is able to have a
significant effect on the interference pattern. How does this
affect soil moisture retrieval will be discussed next.

4.2 Soil Moisture Retrieval

Figure 5 shows the soil moisture retrieval results with and
without correcting the cross-polarization effect using the as-
cending phase of GPS PRN No. 4 for example. The retrieval

Fig. 4 SNR simulation
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Fig. 5 Soil moisture retrieval results of GPS PRN04

Fig. 6 Soil moisture retrieval results of GPS PRN08

is carried out at 10ı elevation angle here and hereafter. The
reason of this choice will be discussed later. Since PRN No.
4 satellite passes overhead one time each day, there is only
one retrieval at 10ı elevation angle during the ascending
phase each day. The blue line shows that, without considering
the cross-polarization, the retrieval shows good correlation
(R>0.9) with the in-situ soil moisture. However, the Root
Mean Square Error (RMSE) of the retrieval is also very large
(above 0.2 cm3�cm�3). After cross-polarization correction,
as shown by the red line, the RMSE is reduced significantly
by about 0.16 cm3�cm�3 and the correlation coefficient
increases slightly.

Figure 6 shows another example where the data of PRN
No. 8 satellite was used. Similar degree of error reduction is
achieved. Both of the two examples show that the ignorance
of cross-polarization will cause significant over-estimation of
the soil moisture.

Table 1 Overall retrieval results

Without correction With correction
PRN Status ME R ME R
2 Asc. 0.2373 0.6463 �0:0477 0.5911
4 Asc. 0.2178 0.9023 �0:0541 0.9168
5 Asc. 0.2011 0.7104 �0:0641 0.7379
14 Asc. 0.2240 0.7751 �0:0526 0.8006
17 Asc. 0.2610 0.3467 �0:0300 0.3388
28 Asc. 0.2400 0.7660 �0:0425 0.7920
3 Desc. 0.1870 0.5927 �0:0689 0.5964
7 Desc. 0.3923 0.8535 0:0272 0.8754
8 Desc. 0.3458 0.9147 0:0077 0.9268
21 Desc. 0.4163 0.8500 0:0371 0.8694
22 Desc. 0.2771 0.8316 �0:0240 0.8451
28 Desc. 0.2877 0.8401 �0:0281 0.8915

As shown in Fig. 3, the antenna’s LHCP gain is not
symmetrical in azimuth direction, therefore not all the
satellites’ data suffer from obvious cross-polarization
problem. Table 1 summarizes all the retrievals that should
perform cross-polarization correction, where Asc. and Desc.
represent the ascending and descending phase of the satellite,
respectively. Mean Error (ME) are used as the error metric
instead of RMSE to expose the sign of the error, where
positive value means that the retrieved soil moisture is larger
than the in-situ measurement on average. Before correction,
much of the mean retrieval error is larger than 0.2 cm3�cm�3.
After correction, the mean error is within 0.07 cm3�cm�3.
The best result is highlighted in the table, whose mean error
is less than 0.01 cm3�cm�3 and correlation coefficient is
higher than 0.92.

4.3 Error Analysis

Ideally, three-dimensional antenna gain pattern should be
used for accurate correction purpose instead of the one-cut
antenna gain pattern as shown in Fig. 1, which is the main
error source. Other error sources are relatively small, which
includes: (1) the limited modelling capability of the polyno-
mials in the semi-empirical SNR model; (2) the ignorance of
soil roughness; (3) the inaccuracy of the soil dielectric model.

However, the final retrieval error depends not only on
the magnitude of the error sources but also on how the
error propagates through the retrieval process, namely, the
error sensitivity of the retrieval. Figure 7 shows how the
polarization-mixing reflection coefficient varies with soil
moisture under different satellite elevation angles. As shown
in the figure, the relationship between the polarization-
mixing reflection coefficient and soil moisture is different
under different satellite elevation angles. The difference
mainly exists on the slope and the monotonicity of the curve.
The slope determines the error sensitivity. The greater the
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Fig. 7 Polarization-mixing reflection coefficient simulation

absolute value of the slope is, the less error-sensitive the
retrieval is.

The sign of the slope determines the sign of the retrieval
error relative to the sign of the reflection coefficient esti-
mation error. Negative slope means that an overestimation
of the reflection coefficient will cause an underestimation
of the soil moisture. The error sources mentioned above
is equivalent to the reflection coefficient estimation error
directly or indirectly. For example, according to Eq. (6) and
Fig. 4, under the condition of � D 10ı, an underestimation
of the cross-polarization gain (GL .��/) is equivalent to an
overestimation of the reflection coefficient in the forward
modelling, which is equivalent to an underestimation of the
reflection coefficient in the retrieval/inversion process. Since
the slope is negative, the underestimation of the reflection
coefficient will result in an overestimation of soil moisture.
This explains why the retrieved soil moisture is much larger
than the in-situ measurement without considering the cross-
polarization.

Finally, the monotonicity determines uniqueness of the
retrieval/solution. Additional information is needed to help
determine the true solution once the non-monotonic relation-
ship is used such as the case of � D 20ı.

Based on the above analysis, the relationship under the
condition of � D 10ı was chosen for retrieval due to its low
error sensitivity and monotonicity.

One should note that Fig. 7 is generated according to
Eq. (6), therefore, the quantitative relationships shown are
dependent on the specific antenna gain pattern.

5 Conclusions

(1) The final expression of the polarization-mixing SNR
model was given in a compact and hierarchical form
including a top level expression and a series of lower-

level expressions. The model shows clearly that the
cross-polarization affects only the low-level model but
not the top level model.

(2) The effect of the cross-polarization on the interference
pattern is bidirectional. It will weaken the interference at
low satellite elevation angles (� 30ı) while reinforce the
interference at high elevation angles.

(3) Ignorance of the cross-polarization effect will lead to
a significant overestimation of the soil moisture when
carrying out retrieval using the estimated reflection co-
efficient under low satellite elevation angle cases.

(4) The polarization-mixing reflection coefficient deter-
mines the error propagating performance. It varies with
satellite elevation angle and the antenna gain pattern.

(5) In the case where the antenna gain pattern is not omni-
directional, it is better to use three-dimensional antenna
gain pattern for correction purpose.
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