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Abstract In this chapter, we present a comprehensive overview of text analytics and
Natural Language Understanding (NLU) from the perspective of digital language
equality (DLE) in Europe. We focus on the research that is currently being under-
taken in foundational methods and techniques related to these technologies as well
as on the gaps that need to be addressed in order to offer improved text analytics and
NLU support across languages. Our analysis includes eight recommendations that
address central topics for text analytics and NLU, e. g., the role of language equality
for social good, the balance between commercial interests and equal opportunities
for society, and incentives to language equality, as well as key technologies like
language models and the availability of cross-lingual, cross-modal, and cross-sector
datasets and benchmarks.1

1 Introduction

Text analytics tools have been in the market for a long time and have proven useful
for extracting meaningful information and insights from documents, web pages and
social media feeds, among other text sources. Text analysis processes are designed
to gain knowledge and support strategic decision-making that leverages the informa-
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tion contained in the text. Typically, such a process starts by extracting relevant data
from text that is later used in analytics engines to derive additional insights. Nowa-
days text analysts have a wide range of accurate features available to help recognise
and explore patterns when interacting with large document collections.

Text analysis is an interdisciplinary enterprise involving computer science tech-
niques from machine learning, information retrieval, and particularly natural lan-
guage processing (NLP). NLP is concerned with the interactions between comput-
ers and human (natural) languages, and, in particular, with programming computers
to fruitfully process large natural language corpora. Challenges in NLP frequently
involve natural language understanding (NLU), natural language generation, con-
necting language and machine perception, dialogue systems, and their combination.

Recent breakthroughs in deep learning have resulted in impressive progress in
NLP. Neural language models like BERT and GPT-3 are able to infer linguistic
knowledge from large collections of text that can then be transferred to deal effec-
tively with NLP tasks without requiring too much additional effort. Neural language
models have had a positive impact on key tasks of text analytics and NLU, such
as syntactic and semantic analysis, entity recognition and relation extraction, text
classification, sentiment analysis, machine reading comprehension, text generation,
conversational AI, summarisation, and translation, among others.

The success of machine and deep learning has caused a noticeable shift from
knowledge-based and human-engineered methods to data-driven architectures in
text processing. The text analytics industry has embraced this technology and hybrid
tools are emerging nowadays, combining or replacing robust rule-based systems that
used to be the norm in the market with machine learning methods. Nevertheless, de-
spite all the hype about data-driven approaches to text processing and particularly
Transformer-based language models like BERT (Devlin et al. 2019), which might
lead non-experts to think that everything is already solved in text analysis and NLU,
many gaps still need to be addressed to make state-of-the-art language technologies
(LTs) fully operational and benefit all European languages. Especially relevant is the
fact that data-driven approaches require very large amounts of data for training.

Language models have lessened the requirement of labelled data to address down-
stream tasks, but the need for such data has not disappeared. Beyond general purpose
datasets, labelled data is scarce, labour-intensive and thus expensive to produce. Ac-
cess to labelled data is one of the major hurdles in leveraging data-driven approaches
in business applications, and is especially problematic for under-resourced languages
for which such data does not exist in sufficient quantities, and there is little interest
from technology providers to produce it. Moreover, neural language models work
as black boxes that are hard to interpret. This lack of transparency makes it diffi-
cult to build trust between human users and system decisions. Lack of explanatory
capability is a major obstacle to bringing such technology in domains where regu-
lation demands systems which can justify every decision they make. Furthermore,
language models pose ethical challenges including gender and racial biases that are
learned from biases present in the data the models are trained on, thus perpetuating
social stereotypes.
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While the progress made in the last years is undeniably impressive, we are still far
from having perfect text analytics and NLU tools that provide appropriate coverage
for all European languages, particularly for minority and regional languages. Thus,
one of the main goals of this chapter is to outline how the European text analytics
industry and research community can address the shortcomings by building on the
strengths of current text analytics and NLU tools. We call for human-centric text
analysis where people’s knowledge, emotions and needs are put at the centre of the
design and learning process of the next generation of tools. Other topics in the re-
search agenda are hybrid approaches combining existing rule-based and data-driven
systems, multilingualism in text analytics, multimodal analysis of information, and
a new generation of benchmarks.

1.1 Scope of this Deep Dive

To better understand how text analytics and NLU technologies are currently being
made available to end users, stakeholders and society, we adopt a multidimensional
approach where both a market and research perspective are considered, as well as
the key domains and applications related to text analytics and NLU. We look at the
current service and tool offerings of the main text analytics and NLU providers in
the European market. This analysis also includes recent findings in related research
areas, such as NLP/NLU, machine learning, and information retrieval, where lan-
guage understanding tasks that not long ago were the subject of study in research
laboratories are now part of the text analytics market. This is as a result of recent
breakthroughs in deep learning, structured knowledge graphs and their applications.

Conventional text analytics services available in themarket include syntactic anal-
ysis, extractive summarisation, key phrase extraction, entity detection and linking,
relation extraction, sentiment analysis, extraction of personal identifiable informa-
tion, language detection, text classification, categorisation, and topic modelling, to
name but a few. Also, conversational AI services and tools, including chatbots and
virtual agents, are frequently offered under the umbrella of text analytics. More re-
cent additions to the text analytics catalogue are machine reading comprehension
services based on tasks such as extractive question answering, which are usually
marketed as part of both virtual agents and intelligent search engines to provide ex-
act answers to user questions.

In addition to general-purpose text analytics, we also consider specific domains
where such technologies are particularly important. For example, there is a signifi-
cant number of specific text analytics tools focused on health, including functionali-
ties such as extraction of medical entities, clinical attributes, and relations, as well as
entity linking against medical vocabularies. Other use-cases for text analytics tools
include customer and employee experience, brand management, recruiting, or con-
tract analysis. An exhaustive account of each sector and use-case, and their relevance
for text analytics, is out of scope of this chapter.
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Text analytics tools and services are available for widely spoken languages or
otherwise strategic languages where the market is big enough for companies to make
a profit. Unfortunately, other languages may be less attractive from a business point
of view and consequently they are not equally covered by the current text analytics
tools. This chapter addresses language coverage as another key dimension for the
analysis of text analytics and NLU tools when considering DLE.

We include recent research breakthroughs associated with the text analytics ser-
vices mentioned above. Many applications of text analytics can be effectively solved
using classical machine learning algorithms, like support vector machines, logistic
regression or conditional random fields, as well as rule-based systems, especially
when there is little or no training data available. However, more sophisticated ap-
proaches are needed as we transition towards scenarios involving a deeper under-
standing of text in order to solve increasingly complex tasks like abstractive sum-
marisation, reading comprehension, recognising textual entailment, or stance detec-
tion. Therefore, this chapter puts a special emphasis on deep learning architectures,
like Transformer language models, and their extensions.

Of particular interest for language equality are different means to deal with
data scarcity for low-resource languages. Self-supervised, weakly supervised, semi-
supervised, or distantly supervised algorithms reduce the overall dependence on la-
beled data, but even with such approaches, there is a need for both sufficient labeled
data to evaluate system performance and typically much larger collections of unla-
beled data to support data-hungry machine learning techniques. Also in this direc-
tion, we include a discussion on hybrid approaches where knowledge graphs and
deep learning are used jointly in an effort to produce more robust, generalisable,
and explainable tools. Another important area of research that we cover deals with
leveraging other modalities of information in addition to text.

All such aspects are considered from the perspective of their combined impact
on society. We provide recommendations to address the current limitations of text
analytics and NLU technologies in the interest of promoting DLE in Europe.

1.2 Main Components

The goal of text analytics is to discover novel and interesting information in docu-
ments and text collections that can be, among others, useful for further analysis or
strategic decision-making. Text analytics tools support a wide range of functionali-
ties to process, leverage and curate texts. Most of these functionalities can be broadly
categorised into syntactic analysis, information extraction (e. g., key phrases, enti-
ties, relations, and personal identifiable information), text classification, sentiment
and emotion analysis, and conversational AI functionalities. Recently, question an-
swering, a functionality that requires machine-reading comprehension, has made the
transition from research labs to production systems.

The challenges involved in NLP and NLU have different levels of complexity,
and as a result, the solution to each of the many challenges is at a different level
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of progress. For example, natural language generation is one such challenge, where
recent advances like GPT-3 are heralded as a key enabler for a new generation of lan-
guage applications.2 Therefore, in addition to functionalities that are already avail-
able in the market, there are others which the research community is currently work-
ing on. Some advanced functionalities involve reasoning, such asmulti-hop question
answering where systems need to gather information from various parts of the text
to answer a question, and textual entailment, where the goal is to determine whether
a hypothesis is true, false, or undetermined given a premise. Moreover, with the ad-
vent of generative models like GPT-3, new opportunities have arisen to address hard
problems involving text generation, e. g., abstractive text summarisation, where the
system generates a summary of a text rather than extracting relevant excerpts, or
data to text generation, where the goal is to generate text descriptions from data
contained in tables or JSON documents.

Recently, commercial text analytics providers have started supporting the cus-
tomisation of functionalities, e. g., users can define classes, entity and relation types,
or sentiment scores. This is possible thanks to supervised machine learning making
use of user-generated examples. The user only provides examples while the text an-
alytics tool handles all the complexity of the machine learning process. Thus, end
users do not need a background in ML to customise their own services. However,
some basic knowledge is required to understand how the trained models are evalu-
ated and how to generate a balanced set of examples. The most common customis-
able text analytics services are classification and entity extraction, but providers typi-
cally offer support for sentiment analysis and relation extraction, too. To customise a
text classifier users need to provide examples of text labeled with classes, for entity
extraction the text is labeled with entity types, for relation extraction relations be-
tween entities are indicated, and for sentiment analysis documents are labeled with
a sentiment score.

To study the language support of existing text analytics technologies and NLU
tools, we look in two main directions: 1. the catalogue of services of global technol-
ogy providers, which provides us with a notion of what is being currently made avail-
able and marketed to the public; and 2. European initiatives that offer repositories of
language resources and tools (LRTs), like the European Language Grid (ELG, Rehm
2023). At the time of writing, the ELG catalogue holds more than 11,500 metadata
records (Labropoulou et al. 2020), including both data and tools/services, covering
almost all European languages.3 The ELG platform was populated with more than
6,000 additional language resources identified by language informants in the ELE
consortium and harvests major EU LRT repositories such as CLARIN4 and ELRC-
SHARE.5 The observations and figures included in this chapter have been extracted
from ELG, which aims at concentrating all available resources, tools and services
and making them available in a single platform. Our goal with this chapter is not

2 https://openai.com/blog/gpt-3-apps/
3 https://www.european-language-grid.eu
4 https://www.clarin.eu
5 https://elrc-share.eu

https://openai.com/blog/gpt-3-apps/
https://www.european-language-grid.eu
https://www.clarin.eu
https://elrc-share.eu


318 Jose Manuel Gómez-Pérez, Andrés García-Silva, Cristian Berrio et al.

to provide an exhaustive account, for which such figures could be complemented
with additional information from other European infrastructures like the ones men-
tioned above, but rather to provide an up-to-date indication of the support that each
European (and non-European) language enjoys.

For commercial text analytics services, we draw on reports from key players in
market intelligence such as Gartner Magic Quadrant for Insight Engines6 and the
Forrester Wave: AI-Based Text Analytics Platforms 2020.7 A mandatory require-
ment for providers to be included in this study is for service documentation be pub-
licly available. We study services and languages supported by Azure Text Analytics,
IBMWatson, Expert.ai and SASVisual Text Analytics. In addition, we include other
recognised providers, like Amazon Comprehend and Google Natural Language API.
To simplify the analysis of the language support we use the following groups:

• A – Official EU Languages (24): Bulgarian, Croatian, Czech, Danish, Dutch,
English, Estonian, Finnish, French, German, Greek, Hungarian, Irish, Italian,
Latvian, Lithuanian, Maltese, Polish, Portuguese, Romanian, Slovak, Slovenian,
Spanish, and Swedish

• B – Other European languages; languages from EU candidate countries and Free
Trade Partners (11): Albanian, Basque, Catalan, Galician, Icelandic, Norwegian,
Scottish Gaelic, Welsh, Serbian, Turkish, Ukrainian

• C – Languages spoken by immigrants in Europe; languages of important trade
and political partners (18): Afrikaans, Arabic, Berber, Cebuano, Chinese, He-
brew, Hindi/Urdu, Indonesian, Japanese, Korean, Kurdish, Latin, Malay, Pashto,
Persian (Farsi), Russian, Tamil, Vietnamese

A summary of our findings follows. A small set of services including entity extrac-
tion, key phrase extraction, and syntactic analysis, offered by global text analytics
providers, have a large coverage, above 80%, of EU official languages in category
A. Nevertheless, the support of the languages in category A provided by the rest of
the services is poorer, ranging from 20% to 45%. The situation of other European
languages in category B is actually the worst: the language support of the functional
services is scarce or non-existent. Languages in category C also have low cover-
age across all functional services. In contrast, custom entity extraction has almost
perfect support of the languages across all categories. However, custom classifica-
tion, custom sentiment analysis, and custom relation extraction have a language cov-
erage similar to off-the-shelf text analytics services, covering less than half of the
languages in categories A and C, and barely any language at all in category B.

According to the ELG catalogue, syntactic analysis services (language identifi-
cation, tokenization, etc.) are available for nearly all languages in category A. How-
ever, the language support of such services drops to 63% of languages in category
B, and 72% in category C. Named entity recognition has moderate support across
all language categories reaching 66% for category A, 54% for category B and 61%

6 https://www.gartner.com/en/documents/3999454
7 https://www.forrester.com/report/The-Forrester-Wave-AIBased-Text-Analytics-Platforms-Doc
ument-Focused-Q2-2020/RES159887

https://www.gartner.com/en/documents/3999454
https://www.forrester.com/report/The-Forrester-Wave-AIBased-Text-Analytics-Platforms-Document-Focused-Q2-2020/RES159887
https://www.forrester.com/report/The-Forrester-Wave-AIBased-Text-Analytics-Platforms-Document-Focused-Q2-2020/RES159887
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for category C. From there, language support for text analytics services such as key-
word extraction, sentiment analysis, summarisation, and entity linking is poor or
non-existent in every language category.

Our analysis shows that official EU languages are covered by a subset of text
analytics services including syntactic analysis, key phrase extraction, and entity ex-
traction. However, only a small fraction of category A languages are supported by
the remaining services. For other European languages in category B, global players
offer scarce support or none at all, and for languages in category C support is also
low. In ELG the picture changes a little for category B languages since the number of
supported languages increases for some of the functional services. However, overall
support of languages in categories B and C is still low, i. e., global players plan their
offerings based on the volume of the potential market for each language.

2 State-of-the-Art and Main Gaps

2.1 State-of-the-Art

LRTs have increased and improved since the end of the 1990s, a process further
catalysed by the advent of deep learning and neural networks and lately with large
pre-trained language models. Today, NLP practitioners find themselves in the midst
of a paradigm shift. This revolution has brought noteworthy advances to the field.
However, this transformative technology poses problems from a research advance-
ment, environmental, and ethical perspective. Furthermore, it has also laid bare the
acute digital inequality that exists between languages. Many sophisticated NLP sys-
tems are unintentionally exacerbating this imbalance due to their reliance on vast
quantities of data derived mostly from English-language sources. Other languages
lag far behind in terms of digital presence. Moreover, the striking asymmetry be-
tween official and non-official European languages with respect to available digital
resources is worrisome.

Unfortunately, European DLE is failing to keep pace with these rapidly evolving
changes. Neural language models and related techniques are key to NLP progress
and so being able to build them for target languages with the same quality as En-
glish is key if language equality is to be achieved. Now is the moment to seek bal-
ance between European languages in the digital realm. There are ample reasons for
optimism. Although there is more work that can and must be done, Europe’s leading
LRT repositories, platforms, libraries, models and benchmarks have begun to make
inroads. Interestingly, the application of zero-shot to few-shot transfer learning with
multilingual pre-trained language models and self-supervised systems opens up the
way to leverage NLP for less developed languages.

We are moving from a methodology in which a pipeline of multiple modules was
the typical way to implement NLP solutions, to architectures based on complex neu-
ral networks trained with vast amounts of data. This rapid progress in NLP has been
possible because of different factors: 1. mature deep learning technology; 2. large
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amounts of data (including multilingual text data); 3. increase in HPC (GPUs); 4. ap-
plication of simple but effective self-learning and transfer learning approaches using
Transformers. The NLP community is currently engaged in a paradigm shift with the
production and exploitation of large, pre-trained Transformer-based language mod-
els (Han et al. 2021; Min et al. 2021).

2.2 Main Gaps

We focus on eight main areas related to text analytics and NLU that have an impact
on digital language equality: data, legal aspects, limitations, benchmarking, confor-
mance, and domain experts’ tooling.

Data – The availability of suitable data for training and evaluating NLP tools is
crucial. Unfortunately, current language data for text analytics suffers from several
shortcomings. Labelling data can be a lengthy operation that requires skilled domain
expertise, which is costly and hard to find. Data and language coverage is a concern-
ing issue as the majority of datasets that are relevant to Europe are general-purpose
datasets based on major languages such as English, German, Spanish and French.
However, under the EU Digital Europe Programme, new common Data Spaces, in-
cluding a Language Data Space, will be created. Quality is also important: reliable
(misinformation-free), balanced (no bias) and clean content (non-toxic/hate-speech).
Machine learning models are notoriously sensitive to bias and noise within datasets.
Thus, there is a clear need for reliable bias and toxicity detection tools.

Legal aspects – Since text can often include personal data, data protection and
privacy (DPP) policies can put limits on the type of data that can be made avail-
able for text analytics. GDPR, the EU’s General Data Protection Regulation, while
important for EU citizens’ protection, significantly hampers language data sourcing
and reuse for machine learning-based tools in Europe. The principles of DPP and
legal provisions such as GDPR stipulate that data should only be used for a priori
defined narrow purposes and that these purposes must be made transparent to the
data subject upfront. This proves problematic when dealing with induced models or
datasets from web sources that have been reused without website owners’ or indi-
viduals’ consent. European-based researchers and LT developers cannot, therefore,
use, share, modify or build upon many of these datasets, which sets DPP-compliant
players in this field at a competitive disadvantage.

NLU limitations – Most of today’s text analytics solutions are language-specific.
Challenges arise in many contexts (business, personal, governmental), where the
multilingual requirements of customers and users from across Europe and around
the globe need to be served. As we have seen, data availability is already a gen-
eral problem, but when it comes to lesser-spoken languages with lower amounts of
digital content, such scarcity is compounded. Similarly, key pieces of contextual in-
formation such as the author, intended audience, societal factors and the purpose
of communication also need to be considered. As such, there is much scope for im-
proving contextualised and personalised analytics. One growing area of research is
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multimodal NLP, which aims to capture these contextual features to make better
judgements or predictions. One priority for many businesses and organisations is to
build trust and confidence in AImodels. As a result, there has been a notable increase
in attention given to the area of explainable AI. In cases where decisions are made
based onAImodel prediction, it is important that businesses can assess these models’
level of accuracy, fairness and transparency. Finally, further exploration is required
into extensibility methods to include domain-specific knowledge (e. g., when large
corpora are not available), allowing LT providers to easily build custom extensions
for machine learning-based systems.

Benchmarking – In language technology (and NLU in particular), a wide range of
benchmarking frameworks exists depending on the task at hand. Evaluation metrics
also vary depending on the task, ranging from reporting on precision, recall and F1
scores for classification tasks, to exact matching or, say, SacreBLEU8 scores for di-
alogue systems. Current NLU benchmarks include widely adopted ones like GLUE
and and SuperGLUE.9 In terms of the nature of datasets used in benchmarking, re-
alistic data is lacking. Therefore, the increasing trend for creating (often general
purpose) synthetic data proves to be problematic. Some evaluation datasets are also
often criticised in academic shared tasks, where they are sometimes referred to as
‘toy’ examples that are not applicable to real-world problems. There is a clear need
for an increase in diversity, relevance and suitability of annotated test data.

Conformance – A dimension related to standards concerns conformance, namely
“the fulfillment of specified requirements by a product, process, or service.”10 While
such requirements are not so crucial for academic research, they are highly relevant
to enterprise language technology development as they assure quality standards for
consumers. Accordingly, requirement statements are needed for any text analytics
artefact. For entity detection, this requirement statement could, for example, mention
that a conformant application must be able to detect any of the entity types of the
Common Locale Data Repository11 in Spanish and Portuguese.12 In particular, in the
context of regulated industries, certification may need to be considered.

Domain experts tooling – Today, most work in LT based on ML requires expert
level skills in tools related to data management, data science and NLP. This cre-
ates bottlenecks since it does not allow domain experts (e. g., experts in finance) to
become actively involved without extensive tool training or understanding of the
underlying technology. This setup causes overhead and delays since work between
tool experts and domain experts needs to be coordinated. What is lacking as a way
to address this is the availability of consumer-grade, highly usable, low code or no
code tools for domain experts. Ideally, such tools should be developed in collabora-
tion with usability specialists, to allow domain experts to play a more active role in
the development of solutions for application scenarios they are familiar with.

8 https://huggingface.co/metrics/sacrebleu
9 https://gluebenchmark.com, https://super.gluebenchmark.com
10 https://www.w3.org/TR/qaframe-spec/#specifying-conformance
11 https://cldr.unicode.org/index/downloads
12 https://www.w3.org/TR/its20/#conformance and http://docs.oasis-open.org/xliff/xliff-core/v2.
1/os/xliff-core-v2.1-os.html#Conformance for sample conformance clauses.

https://huggingface.co/metrics/sacrebleu
https://gluebenchmark.com
https://super.gluebenchmark.com
https://www.w3.org/TR/qaframe-spec/#specifying-conformance
https://cldr.unicode.org/index/downloads
https://www.w3.org/TR/its20/#conformance
http://docs.oasis-open.org/xliff/xliff-core/v2.1/os/xliff-core-v2.1-os.html#Conformance
http://docs.oasis-open.org/xliff/xliff-core/v2.1/os/xliff-core-v2.1-os.html#Conformance
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3 The Future of the Area

3.1 Contribution to Digital Language Equality

Today, text analytics tools can help societies and individuals in various ways by sup-
porting tasks that involve the discovery of information (facts, rules, relationships) in
text. There are widely-used and indispensable applications available to businesses,
consumers, citizens and governments that cover a wide range of usage scenarios,
starting from recommendation and sentiment analysis tools to intelligent virtual as-
sistants, business intelligence tools, predictive analytics, fraud management, risk
management, and cybercrime prevention. Text analytics tools are also widely used
in online and social media data analysis of use to both businesses and governments.

Currently, however, all of these advances and digital innovations are really only
supporting major well-resourced languages (i. e., English, French, German, Span-
ish). Adapting these technologies to support other languages across Europe is not a
trivial task of simply localising software or connecting existing technology to local
databases or information sources. Languages differ significantly in many ways, not
just in words but also inflectional nature (e. g., plural forms of nouns or tenses of
verb), sentence structure (word order), idiomatic uses, semantic variability, and so
on. To that end, applications need to be built upon systems that understand the under-
lying patterns in each language that requires support. As today’s NLP techniques are
increasingly data-driven, this means that sufficient amounts of data need to be made
available in order to adapt technologies to these languages. However, even here, it
may not be as simple as plugging in new datasets to existing technologies; due to
the fact that languages and domains can differ so significantly, various types of pa-
rameter tuning, system adaptation or hybrid implementation may also be required to
achieve robust and reliable technologies in new languages and scenarios.

Text analytics and NLU can play a major role in overcoming current language
and technology barriers that prevent the flow and accessibility of information and
knowledge across Europe. From an economic perspective, this language barrier has
an impact on the Digital SingleMarket (European Parliament 2018). Europe’s Single
Market seeks to guarantee the free movement of goods, capital, services, and people.
The role of technology in this is key as countries seek to ensure continued access to
this single market, including product information, national and local policies, edu-
cation information, trade information, financial information, and so on. Such infor-
mation needs to be accessible to all EU citizens. Text analytics tools (together with
machine translation solutions and other cross- and multi-lingual solutions) are key
for accessing this information and knowledge across Europe.

The META-NET White Paper Series (Rehm and Uszkoreit 2012) reported on an
analysis of LRTs available for EU languages. The results showed that with respect
to text analytics, good support only applied to English, andmoderate support to five
widely spoken languages: Dutch, French, German, Italian and Spanish. This meant
that the other 24 (out of 30) European languages in this study were clustered un-
der fragmented as well as weak or no support. Today, all 24 official EU languages
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benefit from basic tools: tokenizers, lemmatizers, morphological analysers, part-of-
speech tagging tools, and syntactic parsers. While the quality, reliability or robust-
ness of these tools vary across languages, their existence represents a step in the
right direction. In contrast, more sophisticated tools and services (e. g., summarisa-
tion tools) are available only for a small number of languages.

Some of the main reasons that prevent sophisticated text analytics techniques
from being available for many EU languages (Rehm et al. 2020) are lack of data
and data sparsity (especially for morphologically rich languages) for training and
testing text analytics technologies, and the complexity of technology adaptation in
low-resource settings. For instance, in the case of dialogue systems and chatbots,
analysis of available datasets for dialogue modelling clearly demonstrates a gap for
less-resourced languages (Serban et al. 2018; Leonova 2020).

Gartner (2021) forecasts the worldwide AI software revenue to $62.5 billion in
2022, an increase of 21.3% from 2021. Intelligent, AI-based, virtual assistants are
already in demand in the digital market and their use in the workplace is growing.
Gartner (2020) predicts that by 2025, 50% of knowledge workers will use a virtual
assistant on a daily basis, up from 2% in 2019. For the public sector and businesses,
this provides an opportunity to use intelligent virtual assistant technology to take
care of more repetitive and auxiliary business processes. Gartner (2019) predicts that
decision support/augmentation will be the largest area of AI by 2030, accounting for
44% of business value, with agents representing 24%.

For countries with lesser-spoken languages, these predictions only hold if tech-
nology exists to support them, of course. If not, an economic divide will emerge, as
countries with sufficient language technologies will gain (further) advantage.

3.2 Breakthroughs Needed

Various global enterprises from the US and Asia have started deploying large pre-
trained neural language models in production. However, despite their impressive
capabilities, large language models raise severe concerns. Currently, we have no
clear understanding of how they work, when they fail, and which emergent proper-
ties they present. As argued by Bender et al. (2021), it is important to understand the
limitations of language models, which they call “stochastic parrots”, and put their
success in perspective. There are also worrying shortcomings in the text corpora
used to train these Anglo-centric models, ranging from a lack of representation of
low-resource languages, to harmful stereotypes, and to the inclusion of personal in-
formation. Moreover, these models are costly to train and develop, both financially
and environmentally. This also means that only a limited number of organisations
with abundant resources in terms of funding, computing capabilities, NLP experts
and corpora can currently afford to develop them (Ahmed and Wahed 2020).

To tackle these questions, much more critical interdisciplinary collaboration and
research are needed. In Europe there is a lack of necessary resources (experts, data,
computing facilities, etc.) compared to large US and Chinese IT enterprises that lead



324 Jose Manuel Gómez-Pérez, Andrés García-Silva, Cristian Berrio et al.

the development of these new systems. In particular, the computing divide between
large firms and non-elite universities increases concerns around bias and fairness
within this technology breakthrough, and presents an obstacle towards democratis-
ing NLP. In fact, in the EU there is an uneven distribution of resources (funding,
open data, language resources, scientists, experts, computing facilities, IT compa-
nies, etc.) by country, region and language. We note with concern a tendency to
focus on state-of-the-art results exclusively with the help of leaderboards, without
encouraging a deeper understanding of the mechanisms by which they are achieved.
We believe that such short-term goals can generate misleading conclusions and di-
rect resources away from important efforts that facilitate long-term progress towards
efficient, accurate, explainable, ethical and unbiased multilingual language under-
standing. Progress in these fields will help achieve DLE in Europe in all aspects of
society, from government to businesses to the citizens themselves. Next, we focus
on some of these key technical areas.

Recent work has shown that pre-trained language models can robustly perform
NLP tasks in a few-shot or even in zero-shot fashion when given an adequate task
description in its natural language prompt (Brown et al. 2020; Ding et al. 2022).
Prompting is a technique that involves adding a piece of text (prompt) to the input
examples to “encourage” a languagemodel to bring to the surface the implicit knowl-
edge the user is interested in, i. e., guiding the language model to perform the task at
hand. Surprisingly, fine-tuning pre-trained language models on a collection of tasks
described via instructions (or prompts) substantially boosts zero-shot performance
on unseen tasks (Wei et al. 2021; Sanh et al. 2022; Tafjord and Clark 2021). The
application of zero-shot to few-shot transfer learning with multilingual pre-trained
language models, prompt learning, and self-supervised systems opens up opportuni-
ties for less developed languages in NLP.

Integrating common sense knowledge and reasoning in NLP systems has tradi-
tionally been seen as a nearly impossible goal. Now, research interest has sharply in-
creasedwith the emergence of new benchmarks and languagemodels (Mostafazadeh
et al. 2016; Talmor et al. 2019; Sakaguchi et al. 2021; Ma et al. 2021; Lourie et al.
2021). This renewed interest in common sense is encouraged by both the great empir-
ical strengths and limitations of large-scale pre-trained neural language models. This
motivates new, relatively under-explored research avenues in common sense knowl-
edge and reasoning. Combining large language models with symbolic approaches
(knowledge bases, knowledge graphs), which are often used in large enterprises
because they can be easily edited by human experts, is a non-trivial challenge. It
is worth investigating ways to leverage structured and unstructured information
sources and to enhance contextual representations with structured, human-curated
knowledge (Peters et al. 2019; Colon-Hernandez et al. 2021; Lu et al. 2021). De-
spite perhaps overly optimistic claims of human parity in many tasks, Natural Lan-
guage Understanding is still an open research problem far from being solved since
all current approaches have severe limitations. Language is grounded in our physical
world, as well as in our societal and cultural context. Knowledge about it is required
to properly understand natural language (Bender and Koller 2020).
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While NLP systems based on deep learning obtain remarkable results on many
tasks, the output provided by NLP models, particularly those models that generate
text, is still far from perfect. For example, the textual snippets generated by advanced
language models such as GPT and successors are formed by syntactically correct
sentences that seem to talk about a particular topic, however, there is often a lack
of coherence among them and humans still need to monitor and adapt the output
of such systems. There is a growing body of research of human-in-the-loop NLP
frameworks, where model developers continuously integrate human feedback into
the model deployment workflow. These feedback loops cultivate a human-AI part-
nership that enhances model accuracy and robustness and builds users’ trust in NLP
systems (Z. J. Wang et al. 2021). In the foreseeable future we expect more such
interactions, as AI and NLP become embedded in everyday work processes.

While the NLP community is fully committed to the open-source culture, the as-
pect of reproducibility has been less of a concern, although the topic is becoming a
central one in NLP. Nowadays the majority of scientific articles are accompanied by
the source code and data required to reproduce the experiments. Leaderboards such
as NLP-progress,13 Allen Institute of AI leaderboard,14 Papers with code,15 or Kag-
gle16 encourage participation and facilitate evaluation across many different tasks
and datasets. As a result, the NLP community has considerably increased access to
publicly available and easily accessible models and datasets. This culture focused
towards sharing fosters opportunities for the community to inspect the work of oth-
ers, iterate, advance upon, and broaden access to the technology, which will in turn
strengthen the collective skill sets and knowledge. Open-source libraries such as
Transformers17 may open up these advances to a wider LT community. This library
consists of carefully engineered state-of-the art Transformer architectures under a
unified API and a curated collection of models (Wolf et al. 2020a). Following up on
the success of the Hugging Face platform (Wolf et al. 2020b), the BigScience project
took inspiration from scientific creation schemes such as CERN and the LHC, in
which open scientific collaborations facilitate the creation of large-scale artefacts
that are useful for the entire research community.18

3.3 Technology Visions and Development Goals

In this section, we provide an overview of the main technological visions for NLP
and NLU, which will contribute to achieving DLE in Europe by 2030. We have iden-
tified developments for increasing the language support of such technologies, putting

13 http://nlpprogress.com
14 https://leaderboard.allenai.org
15 https://paperswithcode.com/area/natural-language-processing
16 https://www.kaggle.com/datasets?tags=13204-NLP
17 https://huggingface.co
18 https://bigscience.huggingface.co

http://nlpprogress.com
https://leaderboard.allenai.org
https://paperswithcode.com/area/natural-language-processing
https://www.kaggle.com/datasets?tags=13204-NLP
https://huggingface.co
https://bigscience.huggingface.co
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users’ needs at the centre of any breakthroughs involving language technologies, the
integration with other modalities of information in addition to text, the hybridisation
of symbolic AI and neural systems, and the need for a new benchmarking approach.

Language support beyondwidely spoken languages, includingminority and under-
resourced languages, is still a pending issue in text analytics and NLU. The invest-
ment of LT providers in such languages is inhibited most probably due to a compar-
atively lower profitability in this space compared to mainstream languages, consid-
ering the number of potential users. Nevertheless, the current trend in LT relying on
neural language models and research on unsupervised and zero-shot learning opens
up new possibilities to increase the coverage of minority and under-resourced lan-
guages in the text analytics industry. Languagemodels have shown promising results
in zero-shot settings in a wide range of tasks (Radford et al. 2019; Brown et al. 2020;
Gao et al. 2021). This is primarily due to the fact that language models learn to per-
form tasks from patterns occurring in text, eliminating or reducing to a great extent
the need for additional labeled data which is a scarce resource for many languages.

Despite their dominance in current NLP pipelines, language models have mainly
been addressed as a one-size-fits-all approach, offering almost no customisation be-
yond the data used to fine-tune (Devlin et al. 2019) or prompt (Brown et al. 2020)
models for downstream tasks. Current research focused on unsupervised and zero-
shot learning (Gao et al. 2021) delves into this issue since users have little to say
in the learning process. Moreover, the data-driven approach and race for accuracy
have yielded opaque tools that are hard to interpret, and biased tools that perpetuate
social stereotypes related to gender, race and ethnicity in text collections. The lack of
transparency makes it difficult to build trust between users and system predictions,
having negative consequences for technology adoption. Biased tools have a direct
impact on society, especially for marginalised populations (Sheng et al. 2021).

We advocate for a next generation of language tools that care about end user
needs and expectations, making them part of the design and learning process. These
tools will be human-aware, encompass human emotions, and be trustworthy, avoid
bias, offer explanations, and respect user privacy. Moreover, human intelligence will
be used together with machine learning techniques to produce better LRTs. Human
feedback will be a guide in the learning process, informing the machine as to what
users want or do not want. Reinforcement learning from human feedback is a promis-
ing research avenue (Stiennon et al. 2020; Li et al. 2016) to use human intelligence to
improve NLP tools. Also, interactivity with domain experts and users (e. g., Shapira
et al. 2021) is a key area for further advances beyond the usual supervised paradigm.

As practitioners come to realise the inevitable limitations of purely end-to-end
deep learning approaches, which increase in the case of under-represented languages
(both in terms of available language models and suitable training corpora), the transi-
tion to hybrid approaches involving different ways of combining neural and symbolic
approaches becomes an alternative that appears more and more tangible. Therefore,
it is important that we exhaustively discuss the components necessary to build such
systems, how they need to interact, and how we should evaluate the resulting sys-
tems using appropriate benchmarks. The field of neurosymbolic approaches will be
increasingly important in order to ensure the integration of existing knowledge bases
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within our models, as already shown by approaches like KnowBert (Peters et al.
2019) and K-Adapter (R. Wang et al. 2021), not only to make NLU models aware
of the entities contained in a knowledge base and the relations between them from a
general point of view, as provided by resources like Wikipedia or Wikidata, but also
when it comes to quickly incorporating existing resources from vertical domains and
custom organisations into our models in a fast, scalable way. Some, e. g., Sheth et al.
(2017) and Shoham (2015), argue that knowledge graphs can enhance both expres-
sivity and reasoning power in machine learning architectures. Others (Gómez-Pérez
et al. 2020) propose a working methodology19 for solving NLP problems that natu-
rally integrate symbolic approaches based on structured knowledge with neural ap-
proaches. These are the first practical steps in this direction. Many more are needed,
particularly in a multilingual and language equality scenario.

Different modalities can be combined to provide complementary information that
may be redundant but can help to convey informationmore effectively (Palanque and
Paternò 2000). For example, multimodal analysis has allowed machines for the first
time ever to pass a test from middle school science curricula involving questions
where it was necessary for the model to understand both language and diagrams in
order to answer such questions (Gomez-Perez and Ortega 2020). This convergence
across modalities requires synergies fromAI research fields that until now have been
conducted individually such as NLP, automatic speech recognition and computer vi-
sion. Deep learning techniques will play an important role in multimodal analysis.
Recently, Transformer architectures (Devlin et al. 2019), initially proposed for NLP,
have been used for image processing (Dosovitskiy et al. 2021) and cross-modal infor-
mation processing including images and text (Hu and Singh 2021). Other approaches
based on contrastive language-image pre-training, like CLIP (Radford et al. 2021),
emphasise the relevance of zero and few-shot scenarios. CLIP shows that scaling a
simple pre-training task is sufficient to achieve competitive zero-shot performance
on a great variety of image classification datasets by leveraging information from
text. Unfortunately, such text is in English only, showing how language inequality
also impacts language-vision tasks.

Benchmarking aligns research with development, engineering with marketing,
and competitors across the industry in pursuit of a clear objective. However, for
manyNLU tasks evaluation is currently unreliable and biased, with plenty of systems
scoring so highly on standard benchmarks that little room is left for researchers who
develop better systems to demonstrate their improvements. The recent trend to aban-
don independent and identically distributed benchmarks in favour of adversarially
constructed, out-of-distribution test sets ensures that current models will perform
poorly, but ultimately only serves to obscure the abilities that we want our bench-
marks to measure. Adversarial data collection, understood as the process in which
a human workforce interacts with a model in real time, attempts to produce exam-
ples that elicit incorrect predictions, but does not meaningfully address the causes
of model failures, as shown, for instance, by Kaushik et al. (2021) for question an-
swering. Restoring a healthy evaluation ecosystem will require significant progress

19 Methods, resources and technology on Hybrid NLP, https://github.com/expertailab/HybridNLP

https://github.com/expertailab/HybridNLP
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in the design of benchmark datasets, the reliability with which they are annotated,
their size, and ways in which they handle social bias. This is even more important
when we expand our view to the multilingual landscape, such as the European mul-
tilingual reality. Furthermore, much more emphasis will need to be given to typical
realistic settings (Church et al. 2021), in which large training data for the target
task is not available, like few-shot and transfer learning. Moreover, while measur-
ing performance on held-out data is a useful indicator, held-out datasets are often
not comprehensive, and contain the same biases as the training data, as illustrated by
Rajpurkar et al. (2018) inter alia. Recht et al. (2019) also showed that this can lead
to overestimating real-world performance. Approaches like Ribeiro et al. (2020) ad-
vocate for a methodology that breaks down potential capability failures into specific
behaviours, introducing different test types, such as prediction invariance in the pres-
ence of certain perturbations and performance on a set of sanity checks inspired in
software engineering. Two requirements must be compulsory for such benchmarks:
On the one hand, they will need to cover a representative sample of the key sectors
in the European economy, including among others finance, health, tourism, manu-
facturing, and the corresponding added value chains. In contrast, such benchmarks
need to be multilingual by design and cover each economic sector for each of the
European languages, guaranteeing language equality regardless of the size of the
market associated with each language.

3.4 Towards Deep Natural Language Understanding

Much has been said about the impact of intelligent systems on our lives. Today’s
large amounts of available data, produced at an increasing pace and in heterogeneous
formats and modalities, have stimulated the development of means that extend hu-
man cognitive and decision-making capabilities, alleviating such burdens and assist-
ing our drivers, doctors, teachers and scientists. In scientific disciplines like biomed-
ical sciences, some like Kitano (2016) even propose a new grand challenge for this
kind of systems: to develop an AI that can make major scientific discoveries that
are eventually worthy of a Nobel Prize. This suggests the time is ripe for a shared
partnership with machines, where humans can benefit from augmented reasoning
and information management capabilities. Through such a partnership, we foresee
a virtuous circle of data collection, active learning, and interactive feedback, which
will result in adaptive, ever-learning systems.

We have already seen signs of such a partnership, e. g., in the application of gen-
erative models like GPT-3 to produce text given a prompt, with applications in dif-
ferent business sectors. Based on these developments, some suggest20 that the future
of AI lies in the development of systems that allow maintaining a conversation with
a computer. This scenario should go beyond current and past chatbots, able to copy
formwithout understanding meaning but nevertheless capable of creating a dialogue

20 https://www.theverge.com/22734662/ai-language-artificial-intelligence-future-models-gpt-3-
limitations-bias

https://www.theverge.com/22734662/ai-language-artificial-intelligence-future-models-gpt-3-limitations-bias
https://www.theverge.com/22734662/ai-language-artificial-intelligence-future-models-gpt-3-limitations-bias
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with the user. However, this often seems to be missing from AI systems like facial
recognition algorithms, which are imposed upon us, or self-driving cars, where the
public becomes the test subjects in a potentially dangerous experiment. Language
will require advances in knowledge representation, true understanding of meaning
and pragmatics, and the ability of models to explain and interpret their predictions
in ways that humans can understand and relate to.

The AI community and particularly the areas related to text understanding also
need to address issues like fairness in ways that tangibly and directly benefit dis-
advantaged and misrepresented populations. We have spent large amounts of effort
discussing fairness and transparency in our algorithms. At the algorithmic level, fair-
ness has to do with the absence of bias in the models that for example in NLU are
used to address tasks that may range from the evaluation of mortgage applications
or insurance policies to medical examinations and career recommendations. If al-
gorithms are biased, so are their predictions, in which case inequalities would be
perpetuated as AI technologies are deployed more and more in society.

This is essential work. The lack of resources in a specific language to train an
NLUmodel in that language can be seen as another source of discrimination. A very
visual example in a related domain has to do with the use of a smartphone navigation
app in a wheelchair, only to encounter a stairway along the route. Even the best nav-
igation apps pose major challenges and risks if users cannot customise suggested
routes in order to avoid insurmountable obstacles. Similarly, the lack of availabil-
ity of service functionalities in all languages will have an unwanted effect in the
respective populations. Accessibility, education, homelessness, human trafficking,
misinformation, and health among others are all areas where AI and text understand-
ing can have a really positive impact on people’s quality of life. So far, we have only
started to scratch the surface.

4 Summary and Conclusions

We finish this chapter with a list of recommendations and guidelines that address
central topics for text analytics and NLU. Among others, we emphasise the role of
language equality for social good, the balance between commercial interests and
equal opportunities for society, and incentives to help bring about language equality.
We also focus on key technologies like neural language models and the availability
of multilingual, cross-sectorial datasets and benchmarks.

1. Language equality in text analytics is a transformative and integrative force for
social good that can stimulate development in such important aspects for our
societies as access to health, public administration services for everyone, better
education and more business opportunities. These will contribute to more devel-
oped societies, which in turn will encourage progress and prosperity, creating
new markets for text analytics and other areas related to AI and LT across Eu-
rope. However, this is not yet a common scenario for all European languages.
The question we should ask ourselves is: what is the alternative? What will the
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social cost be if the required policies do not effectively reach all European lan-
guages until 2030?

2. The balance between legitimate commercial interests and equal access to op-
portunities is fragile when it comes to DLE in text analytics. We have shown
how global providers tend to concentrate their offerings and investment in more
widespread languages, neglecting a long tail of languages with smaller popu-
lations. In contrast, European initiatives such as ELG (Rehm 2023) provide a
more equitable coverage. Two reflections emerge. First, it is a European priority
to ensure that all European languages are properly covered. Therefore, Euro-
pean companies and also European research organisations in the text analytics
space should benefit from incentives that allow them to focus on such languages.
Such incentives should naturally come from a thriving market demanding these
services in Europe, but also in other forms, like – for companies – tax breaks
associated to language services for less represented languages or – for research
organisations – specific regional or national funding that can only be used for
developing tools or resources for the national or regional language. Second, to
create traction this effort should involve European technology providers but also
consumers of such services at the different levels of the European public admin-
istration and large European companies.

3. Possible incentives to language equality in text analytics and NLU are not just
financial.Acknowledging that we are working on a particular language conveys
the opportunity to stress that research is language-specific. Conversely, neglect-
ing to state that a particular piece of research worked on, say, English language
data gives a false veneer of language independence (Bender 2011). Incentives
need to be provided for Text Analysis research to cover all European languages.

4. Neural language models are a cornerstone of most NLU and text analytics
pipelines now, and this will continue in the next few years. However, current
methods to create such models are hardware-intensive, require vast amounts of
text data, and the training comes at the cost of high energy consumption and
a large carbon footprint. Because of this, most of the language models avail-
able nowadays (like BERT, RoBERTa, T5, GPT-3, etc.) have been trained on
general-purpose documents collected from the internet and freely available re-
sources, which hinders their application in vertical domains, requiring additional
pre-training on relevant data that is not easy to find.

5. Data is key. Without sufficient amounts of good-quality data, language models
and text analytics solutions based on ML approaches cannot be trained. How-
ever, suitable data and particularly multilingual text is hard to find and expen-
sive to annotate in order to enable subsequent fine-tuning of pre-trained lan-
guage models on tasks like classification, sentiment analysis, etc. While much
progress has been made in creating large-scale labeled data sets for the major
languages, it is not yet feasible, especially from a business-driven perspective,
to do this for all European languages, let alone the literally thousands of lan-
guages spoken on the planet. As suggested in the previous item, there is little or
no doubt that enough general-purpose data can be collected in the different Eu-
ropean languages that will suffice to pre-train language models for each of our
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languages following self-supervised approaches. The problem comes in satisfy-
ing the needs of domain- and task-specific data to adapt such models to solve
real-life problems in each of the different business sectors and languages.

6. Data tends to be locked in regulatory and corporate silos. Research and solu-
tions for LTs that address problems of business and social relevance is underde-
veloped. A major reason is that enterprise data is not available to researchers in
academia. As enterprise data is by nature confidential and companies need to re-
spect data protection regulations, the barriers for making data available are high.
The idea to create data spaces through which companies can make data available
under certain terms still needs to crystallise into a dynamic ecosystem that can
be compared to generally available text analytics and NLU datasets and models.
To address this bottleneck, further collaboration is required between industry,
academia and European institutions that facilitates the creation of multilingual
text data spaces across the different strategic business sectors. This effort would
benefit from an improved balance between European regulations like GDPR and
the use of data for research purposes. Currently, companies abiding by GDPR
face restrictions and demands that impose some burdens. To be competitive, Eu-
ropean companies may need to use neural language models built by third parties
in the US or China that are not subject to such regulations.

7. Benchmarking is inadequate and needs to be fixed and updated. For many NLU
tasks evaluation is currently unreliable and biased, with plenty of systems scor-
ing so highly on standard benchmarks that little room is left for better systems
to demonstrate their improvements. The recent trend to abandon traditional, in-
dependent and identically distributed benchmarks in favour of adversarially-
constructed, out-of-distribution test sets means that current models will perform
poorly, and ultimately only obscures the abilities that wewant our benchmarks to
measure. Restoring a healthy evaluation ecosystem, particularly one involving
a vision for DLE, will require significant progress in the design of benchmark
datasets, the reliability with which they are annotated, their size, and the ways
they handle social bias. However, if we want to make well-grounded progress
it is crucial that improved benchmarking considers not only technical but also
ethical and societal issues. Benchmark design needs to fit realistic data com-
positions, rather than synthetic ones within our comfort zone. Addressing such
shortage of real-life benchmarks will require significant collaboration between
European industry and academia.

8. Text does not live in isolation. Information is cross-modal. Text is rarely found
in isolation in real-life. Addressing many of the market and societal challenges
towards DLE will benefit from taking into account cross-modal scenarios to
leverage additional sources of free supervision. Recent advances like OpenAI’s
CLIP and Meta’s Data2Vec21 seem promising. However, perhaps not surpris-
ingly, all such models are currently available in English only.

21 https://ai.facebook.com/research/data2vec-a-general-framework-for-self-supervised-learning
-in-speech-vision-and-language
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Finally, we would like to emphasise two points that are particularly critical to
ensure DLE in Europe. First, neural language models and related techniques are
at the core of sustaining progress in LT in modern NLP. Therefore, being able to
build language models for target languages with the same quality as English is key
for language equality. Second, multilingual data is the key element to train such
models in the target languages. We should not assume that large amounts of publicly
available corpora of good quality can be readily obtained for all European languages,
but rather the contrary. The effort to ensure that all languages have large amounts of
publicly available corpora of good quality, taking into account fairness issues, should
be at the centre of any future efforts striving for DLE.
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