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Abstract. Detecting anomalies in image data plays a key role in automated indus-
trial quality control. For this purpose, machine learning methods have proven use-
ful for image processing tasks. However, supervised machine learning methods
are highly dependent on the data with which they have been trained. In industrial
environments data of defective samples are rare. In addition, the available data
are often biased towards specific types, shapes, sizes, and locations of defects.
On the contrary, one-class classification (OCC) methods can solely be trained
with normal data which are usually easy to obtain in large quantities. In this work
we evaluate the applicability of advanced OCC methods for an industrial inspec-
tion task. Convolutional Autoencoders and Generative Adversarial Networks are
applied and compared with Convolutional Neural Networks. As an industrial use
case we investigate the endoscopic inspection of cast iron parts. For the use case
a dataset was created. Results show that both GAN and autoencoder-based OCC
methods are suitable for detecting defective images in our industrial use case and
perform on par with supervised learning methods when few data are available.
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1 Introduction

A higher degree of automation of endoscopic inspection procedures by machine vision
(MV) is often desirable, as cost and time savings are expected. In addition, the quality
of inspection can be increased with MV, as manual inspection is often monotonous and
therefore prone to fatigue-related errors.When inspecting cavitieswith visual endoscopy,
the miniaturized imaging hardware (sensory, illumination) results in low image quality.
Furthermore, endoscopic images are characterized by high variance due to varying rel-
ative positioning between the probe and the surface of a part. This makes the setup of
classicMVsystems challenging because they are based onmanually engineered features.

Machine learning approaches promise to reduce the effort needed for setting up aMV
system by learning relevant features from provided image data. In addition to reducing
complexity in the setup phase, the generalizability of these approaches allows them to
respond to high variance in the scene under investigation.
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The performance of machine learning methods is highly dependent on the available
data. In industrial environments, the availability of anomalous data is often limited or
of insufficient quality. Collecting a large number of defective samples is costly [1]. In
addition, expert knowledge is required to manually annotate the data. Anomalous data
are often biased because rare defects are less common in certain positions or shapes.
Others have demonstrated the applicability of deep supervisedmachine learningmethods
for automatic endoscopic inspection tasks [2, 3]. Martelli et al. [3] address the lack of
suitable anomalous training data bymanually creating anomalous samples.However, this
is a tedious process and not reproducible for every defect type. Normal data from defect-
free samples can be easily obtained in large quantities. Therefore, anomaly detection
methods based solely on normal training data have proven to be a promising alternative
for visual inspection tasks [4]. These methods learn the structure of the normal data.
Images with defective surfaces are recognized as deviating from the learned structure.

In this work, the applicability of these methods for findings of endoscopic images in
industrial surface inspection is investigated. A dataset is created from a real inspection
task showing defective and normal images with surface defects such as crazes and voids.
State-of-the-art anomaly detectionmethods are used and comparedwith the performance
of supervised methods through the use of CNNs.

2 Related Work

2.1 One-Class Classification (OCC) for Visual Anomaly Detection

Anomaly detection refers to finding outliners patterns in data that do not correspond
to a defined notion of normal data. When only normal data is used to train a classifier,
then these methods are referred to as one-class classification. In this work, we focus
on methods that use image data as an input. One can differ between shallow anomaly
detection methods, i.e. Semi-Supervised One-Class Support Vector Machines [5], or
deep anomaly detection methods. While deep methods are an active field of research,
they have already shown the potential to outperform shallowmethods [6]. Therefore, we
focus on deepmethods in this work. Often usedmethods are Convolutional Autoencoder
(CAE) [7] or Generative Adversarial Networks (GANs) [8–10].

2.2 One-Class Classification Anomaly Detection for Industrial Inspection

Other have shown the applicability of CAEs and GANs for several inspection tasks. Liu
et al. [11] used CAEs for an automated optical quality inspection task. They constructed
a CAE to inspect surface defects on aluminum profiles. Tang et al. [12] investigated the
applicability of OCC methods for the inspection of x-ray images of die castings. They
successfully adopted a CAE and achieved a high classification accuracy of 97.45%.
Kim et al. [13] uses a CAE with skip connections to inspect printed circuit boards.
They achieved a high detection rate of 98% while keeping the false pass rate below 2%.
GAN-based approaches have also been studied recently for industrial use cases.

However, our endoscopic inspection task differs from the presented tasks. There is
more variance in our image datasets. Additionally, due to the miniaturized sensory the
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image quality is reduced. We intuitively assume that this implies a more challenging
anomaly detection. Thus, we want to investigate the performance of state of the art OCC
methods on the endoscopic use case.

3 Use Case ‘Endoscopic Cavity Inspection of Cast Iron Part’

For this work, real images of a turbocharger housing from the automotive industry have
been acquired. The casting must be visually inspected, including the cavities. Today, the
part is manually inspected by a human worker. The complex free-form surfaces of the
component make automatic visual inspection difficult because of variable distance and
angle between sensor, illumination and part. Additionally, the cavity poses challenges
to the inspection, such as difficult accessibility, low position accuracy, miniaturized
sensory, and insufficient illumination.
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Fig. 1. Examples of the real-world images of the endoscopic images.

For the dataset, the endoscope was inserted by hand through the openings of the
component. The dataset1 consist of 1075 images split in anomalous and normal or
defect-free images. Examples can be seen in Fig. 1. Both datasets show endoscopic
images of the parts cavities. A 4 mm wide 90°-side view chip-on-tip endoscope is used
with a 400x400 pixel resolution and an integrated LED illumination. The images in the
dataset were randomly split in training, validation, and testing datasets, see Table 1.

Table 1. Split of endoscopic image surface defect dataset for model training.

Training Validation Test Sum

Anomalous / 107 108 215

Normal 645 107 108 860

4 Proposed Approach

4.1 Experimental Setup

Multiple GAN-based approaches in the field of deep OCC anomaly detection have been
published, i.e. AnoGAN [8], GANomaly [9], Skip-GANomaly [10], or DAGAN [14].

1 The datasets may be requested from the corresponding author.



94 O. Schmedemann et al.

Others have investigated performance differences between the different architectures by
investigating the performance on different datasets [4, 9, 10, 14]. But a general statement
about the best performing architecture could not be derived. For this work, GANomaly
and Skip-GANomaly are used. Firstly, they have achieved some of the best results in
several comparative studies and secondly, the program code was provided by the authors
via a source code host for reproducibility.

GANomaly. Akcay et al. [9] developed GANomaly. An Autoencoder is used as the
generator. The encoder uses LeakyReLU,Convolutional layers, and batch normalization
and the decoder uses ReLU, Transposed-Convolutional layers to reconstruct the original
image. Then, both the generated and the original image are mapped again into the latent
representation using an encoder network. For training, the Adversarial Loss and the
Contextual Loss are formed. The Adversarial Loss is used to improve the reconstruction
abilities during the training. To explicitly learn this contextual information and thus
capture the underlying data structure of the normal data instances, the L1-norm is applied
to the input and the reconstructed output. This normalization ensures that the model is
able to produce contextually similar images to normal data instances. The third and last
part of the training function is the encoder loss. The encoder loss aims to minimize the
distance between the feature representations from the input image and the generated
image. The higher-level training function is ultimately composed of a weighted sum of
the three distinct sub-training functions.

To identify anomalous data instances with the model in the test phase, an anomaly
score is calculated. It is based on the reconstruction error, which measures the contextual
similarity between the real and the generated image, as well as the similarity of the latent
representation of the real and the generated image. Depending on the threshold chosen,
sample data instances are classified as normal or anomalous.

Skip-GANomaly. Skip-GANomaly [10] is an improved version of GANomaly. Main
modifications are added skip connections between the encoder and decoder network.Due
to the direct information transfer between the layers, both local and global information
is preserved and thus an overall better reconstruction of the input data is possible.

CAE. The CAE used in this work consist of the decoder core network of the Skip-
GANomaly architecture. Therefore, our CAE uses likewise skip connections between
each down-sampling and up-sampling layer. In total the architecture consists of five
blockswith each having aConvolutional and batch-normalization layers aswell as Leaky
ReLUactivation function.With a symmetrical setup the outputted latent representation is
up sampled back to the original dimension and the image is reconstructed. For calculating
the reconstruction error anL1 loss between the input and the reconstructed output is used.

CNN. We used a Convolutional Neural Network to create a benchmark and compare the
OCC methods with supervised methods. We used an 18-layer ResNet [15] architecture
as a binary classifier with one class being the anomalous and one class being the normal
images.
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4.2 Experimental Results

Firstly, we investigate the performance of the three aforementioned anomaly detection
methods on the dataset. Anomaly scores are used to classifier a sample depending on a
chosen threshold, see Fig. 2. We use the receiver operating characteristic curve (ROC-
curve) to evaluate the performance of a classifier independent from the threshold. In the
ROC-curve, the True Positive Rate (TPR) or recall is mapped above the False Negative
Rate (FNR) by forming these metrics for different thresholds (yellow values in the right
figure). The area under the ROC-curve (AUC) is used as a measure of the performance
of the classification model.

Youden’s 
index thresh-

Max recall
threshold

Fig. 2. Left: Histogram of normalized anomaly scores for normal and anomalous samples from
the validation dataset. The two methods for threshold selection are plotted. Right: Corresponding
receiver operating characteristic curve (ROC-curve) used to calculate the area under the curve
(AUC). Yellow: Thresholds.

We conducted a parameter search and evaluated combinations of learning rates (2e-
2, 2e-3, 2e-4), batch sizes (32, 64, 128), and input image sizes (322, 642, 1282). The
models are trained with the training data set and evaluated with the validation data set
respectively, see Table 1. The highest AUC values for each method and dataset are listed
in Table 2.

Table 2. Area under the ROC curve (AUC) for three anomaly detection methods.

Method GANomaly Skip-GANomaly CAE

AUC 0,771 0,966 0,973

High AUC results indicate that the anomaly scores for the two classes differ signifi-
cantly. Best results are achieved with the CAE. The GANomaly method performs worst
and is not considered further in this work.
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4.3 Threshold Selection and Comparison with Supervised Learning

While the AUC is a measure for the overall efficiency of a binary classification model,
the choice of threshold is decisive for the use of the model in an application. We use two
approaches to determine the threshold value, (a) Youden’s index and (b) maximization
of recall. Both approaches are plotted qualitatively in Fig. 2. The Youden’s index, see
Eq. 1, is defined for all points of the ROC curve, and the maximum value is used as a
criterion for selecting the threshold.

J = max (recall + specificity− 1) (1)

When using the Youden’s index, the assumption is made that recall and specificity
are of equal importance.When it ismore important that all anomalous samples are found,
the threshold can be selected by maximizing the recall. Among the thresholds with the
highest recall, the one with the highest specificity is selected.

Table 3. Threshold selection.

Method Skip-GANomaly CAE CNN

Threshold
selection

Youden’s
index

Max
recall

Youden’s
index

Max
recall

/

Accuracy 87.04% 88.89% 92.59% 87.96% 93.98%

Recall 80.56% 100% 91.67% 100% 88.89%

Specificity 93.52% 77.78% 93.52% 75.93% 99.07%

For the best performing model according to Table 2, both thresholds are set on the
validation dataset. Subsequently, the anomaly scores for the test dataset, see Table 1, are
determined with the model. Based on the selected thresholds, the quantitative measures
for the assessment of a classifier are determined: accuracy, recall, and specificity, see
Table 3. In this way, it is ensured that the threshold is tested on data that did not play a
role in the determination of the threshold.

In order to benchmark the anomaly detection methods to a supervised method we
trained a CNN. Therefore the 214 images in the validation dataset are split in an 80/20
ratio in a train and a validation dataset. We conducted a small hyperparameter study and
evaluated combinations of three learning rates (1e-2, 1e-3, and 1e-4) and three batch sizes
(8, 16, and 32). We trained for 25 epochs with an SGD optimizer. The best performing
network was then tested on the test dataset with the results being presented in Table 3.

4.4 Discussion

The CAE performs on par with the CNN when Youden’s index is used for threshold
selection. This is astonishing considering that the CAE has not seen anomalous samples
during training. Thereforewebelieve thatCAEs are reasonable alternative toCNNswhen
few anomalous samples are available. Threshold selection is key for the application of
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anomaly detection methods. With both Skip-GANomaly and CAE methods we were
able to train a classifier with a 100% recall or true positive rate while the specificity
decreased to 77.8% and 75.9% respectively. These models could be used to presort
acquired images reducing the overall scope of images that need to be examined.

Using GANs for anomaly detection has not achieved any added value for our use
case. On the one hand, the trained GAN classifier performed worse or almost on the
same level as the CAE. On the other hand the training effort in order to train GANs was
significantly higher, because GANs are more difficult to converge, making the training
process more challenging.

5 Conclusion and Outlook

In thisworkdeep anomaly detectionmethodswere applied to detect defects on the surface
in the cavity of casting part using endoscopes. To counteract the challenge of insufficient
anomalous training samples, one-class classification methods were investigated that rely
solely on normal images for training. Two GAN based methods and one Convolutional
Autoencoder were trained on our endoscopic dataset.

Results show high accuracy of 92.6% for the Autoencoder which outperformed the
GAN-based approaches. When compared to supervised trained models, we could show
that the Autoencoder performs on the same level as the trained CNN considering the
small dataset used.

Our results are promising but do not indicate that OCCmethods can be used without
human support for the presented use case. We can identify two application potentials
for the investigated anomaly detection methods. On the one hand, the models trained
in this way can support a human worker during endoscopic inspection as an assistance
system due to their already high correct classification rate. It should be emphasized that
only a few defect-free components are required for data acquisition and that the models
can therefore be trained and adapted to a task quickly and easily. A second application
scenario is the partial automation of the inspection process. The demonstrated ability to
pre-sort captured images can significantly reduce the number of images to be inspected
by a human in the real process.
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