
Chapter 2 
Unfair and Illegal Discrimination 

Abstract There is much debate about the ways in which artificial intelligence (AI) 
systems can include and perpetuate biases and lead to unfair and often illegal discrim-
ination against individuals on the basis of protected characteristics, such as age, race, 
gender and disability. This chapter describes three cases of such discrimination. It 
starts with an account of the use of AI in hiring decisions that led to discrimination 
based on gender. The second case explores the way in which AI can lead to discrim-
ination when applied in law enforcement. The final example looks at implications of 
bias in the detection of skin colour. The chapter then discusses why these cases are 
considered to be ethical issues and how this ethics debate relates to well-established 
legislation around discrimination. The chapter proposes two ways of raising aware-
ness of possible discriminatory characteristics of AI systems and ways of dealing 
with them: AI impact assessments and ethics by design. 
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2.1 Introduction 

Concern at discrimination is probably the most widely discussed and recognised 
ethical issue linked to artificial intelligence (AI) (Access Now 2018; Latonero 2018; 
Muller 2020). In many cases an AI system analyses existing data which was collected 
for purposes other than the ones that the AI system is pursuing and therefore typi-
cally does so without paying attention to properties of the data that may facilitate 
unfair discrimination when used by the AI system. Analysis of the data using AI 
reveals underlying patterns that are then embedded in the AI model used for decision-
making. In these cases, which include our examples of gender bias in staff recruitment 
and predictive policing that disadvantages segments of the population, the system 
perpetuates existing biases and reproduces prior practices of discrimination. 

In some cases, discrimination occurs through other mechanisms, for example 
when a system is exposed to real-world data that is fundamentally different from the 
data it was trained on and cannot process the data correctly. Our case of systems that
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misclassify people from ethnic groups that are not part of the training data falls into 
this category. In this case the system works in a way that is technically correct, but 
the outputs are incorrect, due to a lack of correspondence between the AI model and 
the input data. 

These examples of AI-enabled discrimination have in common that they violate 
a human right (see box) that individuals should not be discriminated against. That is 
why these systems deserve attention and are the subject of this chapter. 

Universal Declaration of Human Rights, Article 7 

“All are equal before the law and are entitled without any discrimination to equal 
protection of the law. All are entitled to equal protection against any discrimination 
in violation of this Declaration and against any incitement to such discrimination.” 
(UN 1948) 

2.2 Cases of AI-Enabled Discrimination 

2.2.1 Case 1: Gender Bias in Recruitment Tools 

Recruiting new members of staff is an important task for an organisation, given that 
human resources are often considered the most valuable assets a company can have. 
At the same time, recruitment can be time- and resource-intensive. It requires organ-
isations to scrutinise job applications and CVs, which are often non-standardised, 
complex documents, and to make decisions on shortlisting and appointments on the 
basis of this data. It is therefore not surprising that recruitment was an early candidate 
for automation by machine learning. One of the most high-profile examples of AI 
use for recruitment is an endeavour by Amazon to automate the candidate selection 
process. 

In 2014, Amazon started to develop and use AI programs to mechanise highly time-
intensive human resources (HR) work, namely the shortlisting of applicants for jobs. 
Amazon “literally wanted it to be an engine where I’m going to give you 100 résumés, 
it will spit out the top five, and we’ll hire those” (Reuters 2018). The AI tool was 
trained on CVs submitted over an earlier ten-year period and the related staff appoint-
ments. Following this training, the AI tool discarded the applications of female appli-
cants, even where no direct references to applicants’ gender were provided. Given the 
predominance of successful male applicants in the training sample, Amazon found 
that the system penalised language such as “women’s chess club captain” for not 
matching closely enough the successful male job applicants of the past. While devel-
opers tried to modify the system to avoid gender bias, Amazon abandoned its use in 
the recruitment process in 2015 as a company “committed to workplace diversity and 
equality” (ibid).
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At first this approach seemed promising, as HR departments have ample training 
data in the form of past applications. A machine learning system can thus be trained 
to distinguish between successful and unsuccessful past applications and identify 
features of applications that are predictors of success. This is exactly what Amazon 
did. The result was that the AI systematically discriminated against women. 

When it became clear that women were being disadvantaged by recruitment based 
on AI, ways were sought to fix the problem. The presumptive reason for the outcome 
was that there were few women in the training sample, maybe because the tech sector 
is traditionally male dominated, or maybe reflecting biases in the recruitment system 
overall. It turned out, however, that even removing direct identifiers of sex and gender 
did not level the playing field, as the AI found proxy variables that still pointed to 
gender, such as place of study (e.g., all-female college) and feminised hobbies. 

AI systems are only as good as the data they’re trained on and the humans that build them. 
If a résumé-screening machine-learning tool is trained on historical data, such as résumés 
collected from a company’s previously hired candidates, the system will inherit both the 
conscious and unconscious preferences of the hiring managers who made those selections 
(Heilweil 2019). 

In the case of Amazon this eventually led to the company’s abandoning the 
use of AI for hiring, as explained in the case description. However, the funda-
mental challenge of matching large numbers of candidates for recruitment with large 
numbers of open positions on the basis of complex and changing selection criteria 
remains. For instance, Vodafone is reported to have used AI systems to analyse over 
100,000 graduate applications for 1,000 jobs (Kaur 2021). Since 2019, the COVID-
19 pandemic has accelerated the use of AI recruitment, with predictions that 16% of 
HR recruitment jobs will have disappeared by 2029 (ibid). 

AI can also, it is claimed, be used as a tool for measuring psychological, emotional 
and personality features during video interviews (Heilweil 2019). Online interviews 
have become the norm under COVID-19 lockdowns, and this trend seems set to 
continue, so the use of AI technology in these contexts may increase. However, tools 
that interpret facial features may manifest limitations similar to those of recruitment 
AI, although their impact is not as widely publicised as that of the Amazon case. 
This means that sustained ethical alertness is required when it comes to preventing 
violations of the human right to non-discrimination. Or, as a human rights commen-
tator has noted, the problem of “garbage in, garbage out” (Lentz 2021) has to be 
solved before HR departments can use AI in an ethical manner to substitute human 
for machine decision-making.
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2.2.2 Case 2: Discriminatory Use of AI in Law Enforcement 
and Predictive Policing 

Glenn Rodríguez had been arrested at the age of 16 for his role in the armed robbery 
of a car dealership, which left one employee dead. In 2016, 25 years later, he applied 
to the parole board of the Eastern Correctional Facility in upstate New York for early 
release. He had a model rehabilitation record at the time (Wexler 2017b). Parole was 
denied. The justification given by the board was that an AI system called COMPAS had 
predicted him to be “high risk” and the board “concluded that … release to supervision 
is not compatible with the welfare of society” (Wexler 2017a). The parole board had 
no knowledge of how the COMPAS risk score was calculated, as the company that 
had developed the system considered their algorithm a trade secret (ibid). Through 
cross-referencing with other inmates’ scores, Rodríguez found out that the reason for 
his high-risk score was a subjective personal view given by prison guards, who may 
have been influenced by racial prejudices. In the end, he was released early. However, 
“had he been able to examine and contest the logic of the COMPAS system to prove 
that its score gave a distorted picture of his life, he might have gone home much 
earlier” (Wexler 2017b) 

Rodríguez’s case is an example of the discriminatory use of AI in criminal justice, 
which also includes prominent AI applications for the purposes of predictive policing. 
“Predictive policing makes use of information technology, data, and analytical tech-
niques in order to identify likely places and times of future crimes or individuals 
at high risk of [re-]offending or becoming victims of crime.” (Mugari and Obioha 
2021: 1). The idea behind predictive policing is that existing law enforcement data 
can improve the targeting of policing interventions. Police resources are limited and it 
would be desirable to focus them where they are most likely to make a difference, that 
is, to disrupt or prevent crime or, once crime has been committed, to protect victims, 
arrest offenders etc. Predictive policing uses past crime data to detect patterns suit-
able for extrapolation into the future, thereby, one hopes, helping police to identify 
locations and times when crime is most likely to occur. This is where resources are 
then deployed. 

These ideas sound plausible and are already implemented in many jurisdictions. 
The most high-profile cases are from the US, where police have been developing 
and using predictive policing tools in Chicago, Los Angeles, New Orleans and New 
York since as far back as 2012 (McCarthy 2019). In the UK, research by an NGO 
showed that “at least 14 UK police forces have used or intend to use … computer 
algorithms to predict where crime will be committed and by whom” (Liberty n.d.). 
It is also known that China, Denmark, Germany, India, the Netherlands, and Japan 
are testing and possibly deploying predictive policing tools (McCarthy 2019). 

While the idea of helping the police do their job better, and possibly at reduced 
cost, will be welcomed by many, the practice of predictive policing has turned out 
to be ethically problematic. The use of past crime data means that historical patterns 
are reproduced, and this may become a self-fulfilling prophecy.
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For example, areas that historically have high crime rates tend to be those that 
have lower levels of wealth and educational attainment among the population, as well 
as higher percentages of migrants or stateless people. Using predictive policing tools 
means that people who live in deprived areas are singled out for additional police 
attention, whether they have anything to do with perpetrating any crimes or not. Using 
algorithmic systems to support policing work has the potential to exacerbate already 
entrenched discrimination. It is worth pointing out, however, that given awareness 
of the issue, it is also conceivable that such systems could explicitly screen police 
activity for bias and help alleviate the problem. The AI systems used for predictive 
policing and law enforcement could be used to extract and visualise crime data that 
would make more obvious whether and how crime statistics are skewed in ways that 
might be linked to ethnic or racial characteristics. This, in turn, would provide a good 
starting point for a more detailed analysis of the mechanisms that contribute to such 
developments. 

This problem of possible discrimination in relation to specific geographical areas 
can also occur in relation to individuals. Automated biometric recognition can be 
used in police cameras, providing police officers with automated risk scores for 
people they interact with. This then disadvantages people with prior convictions or 
a past history of interaction with the police, which again tends to over-represent 
disadvantaged communities, notably those from ethnic minorities. The same logic 
applies further down the law enforcement chain, when the analysis of data from 
offenders is used to predict their personal likelihood of reoffending. When the AI 
tool which informed the decision to hold Glenn Rodríguez in prison for longer than 
necessary was later examined, it was found that “a disproportionate number of black 
defendants were ‘false positives’: they were classified by COMPAS as high risk but 
subsequently not charged with another crime.” (Courtland 2018). 

2.2.3 Case 3: Discrimination on the Basis of Skin Colour 

In 2016, a 22-year-old engineering student from New Zealand had his passport photo 
rejected by the systems of the New Zealand department of internal affairs because his 
eyes were allegedly closed. The student was of Asian descent and his eyes were open. 
The automatic photo recognition tool declared the photo invalid and the student could 
not renew his passport. He later told the press very graciously: “No hard feelings on my 
part, I’ve always had very small eyes and facial recognition technology is relatively 
new and unsophisticated” (Reuters 2016). Similar cases of ethnicity-based errors 
by passport photo recognition tools have affected dark-skinned women in the UK. 
“Photos of women with the darkest skin were four times more likely to be graded 
poor quality, than women with the lightest skin” (Ahmed 2020). For instance, a black 
student’s photo was declared unsuitable as her mouth was allegedly open, which it in 
fact was not (ibid).
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Zou and Schiebinger (2018) have explained how such discriminatory bias can 
occur. As noted earlier, one of the main reasons for discriminatory AI tools is the 
training sets used. 

Deep neural networks for image classification … are often trained on ImageNet … More 
than 45% of ImageNet data, which fuels research in computer vision, comes from the United 
States, home to only 4% of the world’s population. 

Hence, some groups are heavily over-represented in training sets while others are 
under-represented, leading to the perpetuation of ethnicity-based discrimination. 

2.3 Ethical Questions Concerning AI-Enabled 
Discrimination 

The reproduction of biases and resulting discrimination are among the most promi-
nent ethical concerns about AI (Veale and Binns 2017; Access Now Policy Team 
2018). Bias has been described as the “one of the biggest risks associated with AI” 
(PwC 2019: 13). 

The term “discrimination” has at least two distinct meanings, which differ signif-
icantly in terms of an ethical analysis (Cambridge Dictionary n.d.). On one hand 
“discrimination” means the ability to judge phenomena and distinguish between 
them in a reasonable manner. In this sense, the term has synonyms like “distinction” 
and “differentiation”. For instance, it is a good evolutionary trait for humans to have 
the ability to distinguish malaria-carrying mosquitoes from flies. The other more 
widespread contemporary meaning of the term focuses on the unjust or prejudicial 
application of distinctions made between people, in particular on the basis of their 
race, sex, age or disability. The former meaning can be ethically neutral, whereas 
the latter is generally acknowledged to be a significant ethical problem, hence article 
7 of the Universal Declaration of Human Rights (see box above). When we use the 
term “discrimination” in this discussion, we are talking about the ethically relevant 
type, which is also often illegal. 

However, being able to distinguish between phenomena is one of the strengths 
of AI. Machine-learning algorithms are specifically trained to distinguish between 
classes of phenomena, and their success in doing so is the main reason for the current 
emphasis on AI use in a wide field of applications. 

AI systems have become increasingly adept at drawing distinctions, at first 
between pictures of cats and pictures of dogs, which provided the basis for their 
use in more socially relevant fields, such as medical pathology, where they can 
distinguish images of cancer cells from those of healthy tissue, or in the business 
world, where they can distinguish fraudulent insurance claims from genuine ones. 
The problem is not identifying differences in the broad sense but discrimination on 
the basis of those particular characteristics. 

Unfair/illegal discrimination is a widespread characteristic of many social inter-
actions independent of AI use. While there is broad agreement that job offers should
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not depend on an applicant’s gender, and that judicial or law enforcement decisions 
should not depend on a person’s ethnicity, it is also clear that they often do, reflecting 
ingrained systemic injustices. An AI system that is trained on historical data that 
includes data from processes that structurally discriminated against people will repli-
cate that discrimination. As our case studies have shown, these underlying patterns 
in the data are difficult to eradicate. Attempts to address such problems by providing 
more inclusive data may offer avenues for overcoming them. However, there are 
many cases where no alternative relevant datasets exist. In such cases, which include 
law enforcement and criminal justice applications, the attempt to modify the data to 
reduce or eliminate underlying biases may inadvertently introduce new challenges. 

However, there are cases where the problem is not so much that no unbiased 
datasets exist but that the possibility of introducing biases through a poor choice 
of training data is not sufficiently taken into account. An example is unfair/illegal 
discrimination arising from poor systems design through a poor choice of training 
data. Our third case study points in this direction. When the images of 4% of the 
world population constitute 45% of the images used in AI system design (Zou and 
Schiebinger 2018), it is reasonable to foresee unfair/illegal discrimination in the 
results. 

This type of discrimination will typically arise when a machine-learning system 
is trained on data that does not fully represent the population that the system is meant 
to be applied to. Skin colour is an obvious example, where models based on data 
from one ethnic group do not work properly when applied to a different group. Such 
cases are similar to the earlier ones (Amazon HR and parole) in that there is a pre-
existing bias in the original data used to train the model. The difference between 
the two types of discrimination is the source of the bias in the training data. In the 
first two cases the biases were introduced by the systems involved in creating the 
data, i.e. in recruitment processes and law enforcement, where women and racial 
minorities were disadvantaged by past recruiters and past parole boards that had 
applied structurally sexist or racist perspectives. In the case of discrimination based 
on skin colour, the bias was introduced by a failure to select comprehensive datasets 
that included representation from all user communities. This difference is subtle and 
not always clear-cut. It may be important, however, in that ways of identifying and 
rectifying particular problems may differ significantly. 

Discrimination against people on the basis of gender, race, age etc. is not only 
an ethical issue; in many jurisdictions such discrimination is also illegal. In the 
UK, for example, the Equality Act (2010) defines nine protected characteristics: 
age, disability, gender reassignment, marriage and civil partnership, pregnancy and 
maternity, race, religion or belief, sex, and sexual orientation. Discrimination in the 
workplace and in wider society based on these protected characteristics is prohibited. 

The legal codification of the prohibition of such discrimination points to a strong 
societal consensus that such discrimination is to be avoided. It raises difficult ques-
tions, however, with regard to unfair discrimination that is based on characteristics 
other than the legally protected ones. It is conceivable that a system would identify



16 2 Unfair and Illegal Discrimination

patterns on the basis of other variables that we may not yet even be aware of. Individ-
uals could then be categorised in ways that are detrimental to them. This might not 
involve protected characteristics, but could still be perceived as unfair discrimination. 

Another example of a problematic variable is social class. It is well established that 
class is an important variable that determines not just individual life chances, but also 
the collective treatment of groups. Marx’s (2017) dictum that the history of all existing 
society is the history of class struggles exemplifies this position. Discrimination can 
happen because of a particular characteristic, such as gender, race or disability, 
but it often happens where individuals combine several of these characteristics that 
individually can lead to discrimination and, when taken together, exacerbate the 
discriminatory effect. The term “intersectionality” is sometimes used to indicate this 
phenomenon (Collins and Bilge 2020). Intersectionality has been recognised as a 
concern that needs to be considered in various aspects of information technology 
(IT), not only AI (Fothergill et al. 2019; Zheng and Walsham 2021). It points to 
the fact that the exact causes of discrimination will in practice often be difficult to 
identify, which raises questions about the mechanisms of unfair/illegal discrimination 
as well as ways of addressing them. If the person who is discriminated against is a 
black, disabled, working-class woman, then it may be impossible to determine which 
characteristic led to the discrimination, and whether the discrimination was based on 
protected characteristics and thus illegal. 

Hence, unfair/illegal discrimination is not a simple matter. Discrimination based 
on protected characteristics is deemed to be ethically unacceptable in most demo-
cratic states and therefore also typically illegal. But this does not mean that there is 
no discrimination in social reality, nor should we take it as given that the nature of 
these protected characteristics will remain constant or that discrimination based on 
gender, age, race etc. are the only forms of unfair discrimination. 

2.4 Responses to Unfair/Illegal Discrimination 

With unfair/illegal discrimination recognised as a key ethical problem related to AI 
and machine learning, there is no shortage of attempts to address and mitigate it. These 
range from the technical level, where attempts are made to better understand whether 
training data contains biases that lead to discrimination, to legislative processes where 
existing anti-discrimination policies are refocused on novel technologies. 

One prominent field of research with significant implications regarding 
unfair/illegal discrimination is that of explainable AI (Holzinger et al. 2017; Gunning 
et al. 2019). There are many approaches to explainable AI, but what they have in 
common is an attempt to render the opaque nature of the transformation from input 
variables to output variables easier to understand. The logic is that an ability to 
understand how an AI system came to a classification of a particular observation 
would allow the determination of whether that classification is discriminatory and, 
as a result, could be challenged. If AI is fully explainable, then it should be easy to
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see whether gender (sexism) determines employment offers, or whether racism has 
consequences for law enforcement practices. 

While this approach is plausible, it runs into technical and social limits. The 
technical limits include the fact that machine learning models include large numbers 
of variables and by their very nature are not easy to understand. If it were possible 
to reduce them to simple tests of specific variables, then machine learning would 
not be needed in the first place. However, it might be possible for explainable AI 
to find ways of testing whether an AI system makes use of protected characteristics 
and to correct for this (Mittelstadt 2019). Hence, rather than humans making these 
assessments, another or the same AI system would do so. 

When thinking about ways of addressing the role that AI plays in unfair/illegal 
discrimination, it helps to keep in mind that such discrimination is pervasive in many 
social processes. Real-life data used for training purposes will often include cases of 
unfair discrimination and thus lead to their reproduction. Removing traces of struc-
tural discrimination from training data, for example by removing data referring to 
protected characteristics, may not work or may reduce the value of the data for training 
purposes. The importance of data quality to the trustworthiness of the outcomes of an 
AI system is widely recognised. The European Commission’s proposal for regulating 
AI, for example, stipulates that “training, validation and testing data sets shall be rele-
vant, representative, free of errors and complete” (European Commission 2021: art.  
10(3)). It is not clear, however whether such data quality requirements can possibly 
be met with real-life data. 

Two suggestions on how to address unfair/illegal discrimination (Stahl 2021) will 
be highlighted here: AI impact assessments and ethics by design. 

2.4.1 AI Impact Assessment 

The idea of an AI impact assessment is based on the insights derived from many other 
types of impact assessment, such as social impact assessment (Becker 2001; Becker 
and Vanclay 2003; Hartley and Wood 2005) and human rights impact assessment 
(Microsoft and Article One 2018). In general terms, impact assessment aims to 
come to a better understanding of the possible and likely issues that can arise in a 
particular field, and use this understanding to prepare mitigation measures. There 
are several examples of impact assessment that focus on information technologies 
and topics of relevance to AI, such as privacy/data protection impact assessment 
(CNIL 2015; Ivanova 2020), ICT ethics impact assessment (Wright 2011) and ethics 
impact assessment for research and innovation (CEN-CENELEC 2017). The idea 
of applying impact assessments specifically to AI and using them to get an early 
warning of possible ethical issues is therefore plausible. This has led to a number of 
calls for such specific impact assessments for AI by bodies such as the European Data 
Protection Supervisor (EDPS 2020), UNESCO (2020), the European Fundamental 
Rights Agency (FRA 2020) and the UK AI council (2021).
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The discussion of what such an AI impact assessment should look like in detail 
is ongoing, but several proposals are available. Examples include the assessment 
list for trustworthy AI of the European Commission’s High-Level Expert Group on 
Artificial Intelligence (AI HLEG 2020), the AI Now Institute’s algorithmic impact 
assessment (Reisman et al. 2018), the IEEE’s recommended practice for assessing 
the impact of autonomous and intelligent systems on human wellbeing (IEEE 2020) 
and the ECP Platform’s AI impact assessment (ECP 2019). 

The idea common to these AI impact assessments is that they provide a structure 
for thinking about aspects that are likely to raise concerns at a later stage. They 
highlight such issues and often propose processes to be put in place to address them. 
In a narrow sense they can be seen as an aspect of risk management. More broadly 
they can be interpreted as a proactive engagement that typically includes stakeholder 
consultation to ensure that likely and foreseeable problems do not arise. Bias and 
unfair/illegal discrimination figure strongly among these foreseeable problems. 

The impact assessment aims to ascertain that appropriate mechanisms for dealing 
with potential sources of bias and unfair discrimination are flagged early and consid-
ered by those designing AI systems. The AI HLEG (2020) assessment, for example, 
asks whether strategies for avoiding biases are in place, how the diversity and repre-
sentativeness of end users is considered, whether AI designers and developers have 
benefitted from education and awareness initiatives to sensitise them to the problem, 
how such issues can be reported and whether a consistent use of the terminology 
pertaining to fairness is ensured. 

An AI impact assessment is therefore likely to be a good way of raising aware-
ness of the possibility and likelihood that an AI system may raise concerns about 
unfair/illegal discrimination, and of which form this discrimination might take. 
However, it typically does not go far in providing a pathway towards addressing 
such discrimination, which is the ambition of ethics by design. 

2.4.2 Ethics by Design 

Ethics by design for AI has been developed in line with previous discussions of value-
sensitive design (Friedman et al. 2008; van den Hoven 2013). The underlying idea 
is that an explicit consideration of shared values during the design and development 
process of a project or technology will be conducive to the embedding of such a value 
in the technology and its eventual use. The concept has been prominently adopted 
for particular values, for example in the area of privacy by design (ICO 2008) or  
security by design (Cavoukian 2017). 

A key premise of value-sensitive design is that technology is not a value-neutral 
tool that can be used for any purposes; design decisions influence the way in which 
a technology can be used and what consequences such use will have. This idea may 
be most easily exemplified using the value of security by design. Cybersecurity is 
generally recognised as an important concern that requires continuous vigilance from 
individuals, organisations and society. It is also well recognised that some systems are
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easier to protect from malicious interventions than others. One distinguishing factor 
between more secure and less secure systems is that secure systems tend to be built 
with security considerations integrated into the earliest stages of systems design. 
Highlighting the importance of security, for example in the systems requirement 
specifications, makes it more likely that the subsequent steps of systems development 
will be sensitive to the relevance of security and ensure that the system overall 
contains features that support security. Value-sensitive design is predicated on the 
assumption that a similar logic can be followed for all sorts of values. 

The concept of ethics by design was developed by Philip Brey and his collaborators 
(Brey and Dainow 2020) with a particular view to embedding ethical values in the 
design and development of AI and related technologies. This approach starts by 
highlighting the values that are likely to be affected by a particular technology. 
Brey and Dainow (2020) take their point of departure from the AI HLEG (2019) and 
identify the following values as relevant: human agency, privacy and data governance, 
fairness, wellbeing, accountability and oversight, and transparency. The value of 
fairness is key to addressing questions of bias and unfair/illegal discrimination. 

Where ethics by design goes beyond an ex-ante impact assessment is where it 
specifically proposes ways of integrating attention to the relevant values into the 
design process. For this purpose, Brey and Dainow (2020) look at the way in which 
software is designed. Starting with a high-level overview, they distinguish different 
design phases and translate the ethical values into specific objectives and require-
ments that can then be fed into the development process. They also propose ways in 
which this can be achieved in the context of agile development methodologies. This 
explicit link between ethical concerns and systems development methodologies is a 
key conceptual innovation of ethics by design. Systems development methodologies 
are among the foundations of computer science. They aim to ensure that systems can 
be built according to specifications and perform as expected. The history of computer 
science has seen the emergence of numerous design methodologies. What Brey and 
his colleagues have done is to identify universal components that most systems devel-
opment methodologies share (e.g. objectives specification, requirements elicitation, 
coding, testing) and to provide guidance on how ethical values can be integrated and 
reflected in these steps. 

This method has only recently been proposed and has not yet been evaluated. 
It nevertheless seems to offer an avenue for the practical implementation of ethical 
values, including the avoidance of unfair/illegal discrimination in AI systems. In light 
of the pervasive nature of unfair/illegal discrimination in most areas of society one 
can safely say that all AI systems need to be built and used in ways that recognise 
the possibility of discrimination. Failure to take this possibility into account means 
that the status quo will be reproduced using AI, which will often be neither ethical 
nor legal.
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2.5 Key Insights 

Unfair/illegal discrimination is not a new problem, nor one that is confined to tech-
nology. However, AI systems have the proven potential to exacerbate and perpetuate 
it. A key problem in addressing and possibly overcoming unfair/illegal discrimina-
tion is that it is pervasive and often hidden from sight. High-profile examples of such 
discrimination on the basis of gender and race have highlighted the problem, as in 
our case studies. But unfair/illegal discrimination cannot be addressed by looking 
at technology alone. The broader societal questions of discrimination need to be 
considered. 

One should also not underestimate the potential for AI to be used as a tool to 
identify cases of unfair/illegal discrimination. The ability of AI to recognise patterns 
and process large amounts of data means that AI may also be used to demonstrate 
where discrimination is occurring. 

It is too early to evaluate whether – and, if so, how far – AI impact assessment 
will eliminate the possibility of unfair/illegal discrimination through AI systems. In 
any event, discrimination on the basis of protected characteristics requires access to 
personal data, which is the topic of the next chapter, on privacy and data protection. 
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