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Abstract. Sophisticated applications in natural language processing,
such as conversational agents, often need to be able to generalize across
a range of different tasks to generate natural-feeling language. In this
paper, we introduce a model that aims to improve generalizability with
regard to different tasks by combining the original input with the out-
put of a task-specific expert. Through a combination mechanism, we
create a new representation that has been enriched with the informa-
tion given by the expert. These enriched representations then serve as
input to a downstream model. We test three different combination mech-
anisms in two combination paradigms and evaluate the performance of
the new enriched representation in a simple encoder-decoder model. We
show that even very simple combination mechanisms are able to sig-
nificantly improve performance of the downstream model. This means
that the encoded expert information is transported through the new
enriched input representation, leading to a beneficial impact on perfor-
mance within the task domain. This opens the way for exciting future
endeavors such as testing performance on different task domains and the
combination of multiple experts.

Keywords: Artificial neural networks - Natural language processing -
Knowledge representation - Knowledge transfer

1 Introduction

In the field of natural language processing (NLP), conversational agents or chat-
bots are of ongoing interest. Challenges like the Amazon Alexa prize challenge!
further incentivise research on chatbots in open-domain settings such as day-
to-day conversation. A significant challenge in open-domain settings is the wide
field of tasks these conversational agents encounter. For example, in a day-to-
day conversation, a chatbot might need to simultaneously generate grammati-
cally correct sentences while identifying different types of sentences (dialogue act
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classification), recognizing intent (intent classification) and answering questions
(question answering).

Transfer learning is the field of using the knowledge of an intelligent agent
trained in one task for another task. It is of natural interest to the field of NLP
as all tasks share the underlying concept of language. This mainly shows in the
practice of pre-training models on large text corpora to generate contextualized
word representations, i.e. ELMo [12]. Since the inception of the Transformer
model [18], the Transformer’s efficiency prompted a trend in research to improve
performance by pre-training Transformer-based models of rapidly increasing size
on vast sets of unlabeled data and fine-tuning them for a specific task. Prominent
examples are the GPT architectures [1,13,14] as well as BERT architectures
(e.g. [3,9,16]) and XLNet [20]. The problem with these architectures are the
massive costs of pretraining. The costs have already reached regions in which
only corporations like Google, Facebook, etc. can afford to train these large
models from the ground up.

Next to the pretraining-finetuning approaches, Mixture-of-Expert (MoE) and
other ensemble methods are of particular interest for transfer learning. The idea
behind ensemble models is to combine an ensemble of distinct experts in a way
that the different experts offset the weaknesses of the other experts and elevate
the overall architecture to a better and more robust performance, possibly across
different tasks.

In this paper we propose a new, ensemble-based architecture that combines
task-specific expert output with the initial input representation to form a new
expert-information-enriched representation to serve as input for a downstream
task model. Meaning, we combine the output of an expert solving a specific
task with the original input word embeddings. Our model utilizes, in contrast
to other ensemble models, an already trained expert whose output shape dif-
fers significantly from the original input shape. Furthermore, we explore in our
proposed architecture different combination methods that are based on atten-
tion and RNNs. Additionally, we explore these methods in a dimensional- and
sequential combination paradigm.

2 Related Work

The idea to combine seperate experts has been explored since the 90’s [7,8]. Early
renditions of MoE models used a gating function to decide which expert output
is further propagated. Recent MoE research pushed the concept of sparsely-
activated models such as the Switch-Transformers [5], enabling efficient models
with trillions of parameters. MoE models mainly aim at creating sparse models
where each incoming example is processed by different parameters, thus, possibly
training different parameter sets for different tasks. This is in contrast to dense
networks in which the parameters are shared for each input. Our approach differs
from these MoE models in that the experts are already trained and can have
different architectures and output shapes. In MoE models, the experts often have
the same architecture and output shape and have to be trained.
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Using ensemble models to create new word embeddings has been the sub-
ject of previous research. [10] combined different word embeddings by ordinary
least squares regression and by solving the orthogonal Procrustes problem while
[21] creates word meta-embeddings by combining different word embeddings
via different ensemble methods. Recently, [4] employed an attention network
to combine semantic lexical information of knowledge graphs and pre-trained
word embeddings in an ensemble method. The method proposed in our work
differs from these previous approaches. The biggest difference is that the men-
tioned works aimed at creating general word embeddings instead of task specific
embeddings. By task-specific embeddings we mean a vector representation that
is infused with the output of an expert solving a specific task. Thus, the represen-
tations generated in this work are created with specific tasks is mind. Creating
task specific embeddings allows for a more flexible use of the architecture as
we can tailor the experts that we choose to combine to the downstream task.
Additionally, we use Transformer-base attention mechanisms to combine the
original input with the expert output. Rather than creating new general word
embeddings, we infuse the original word embedding with focused task-specific
information in form of the output of task-specific experts.

3 Methods

3.1 Model

Fundamentally, our architecture resembles a classic encoder-decoder model. The
encoder consists of the pre-trained expert and the combination mechanism, and
generates the new enriched word-knowledge representation. The decoder consists
of a downstream task model that is to be trained to perform its downstream task.

In the encoder, we present the input embedding to the expert which sub-
sequently calculates the output. The original input embedding and expert out-
put are then concatenated and passed towards the combination mechanism. The
combination mechanism calculates the expert-knowledge-enriched representation
that has the same dimensionality as the original input embedding. The idea of
enforcing the same dimensionality is to further support the modular structure of
the architecture. This way, the expert combination process can be easily inter-
jected between the original word embedding and the downstream model without
having to change the downstream model. This input embedding is then used as
input for the decoder. The general structure is outlined in Fig. 1.

In general, the expert and downstream model can be arbitrary models of
arbitrary tasks with the experts already trained. The expert is regarded a finished
model and is NOT trained in our architecture. The idea is to be able to make
use of old already trained models and available pre-trained models to improve
performance of the downstream model either in the same or a different task.

In this paper, we explore the simplest case of combining 1 expert that has
the same task domain as the downstream model. We choose the Context-Aware
Self Attention dialogue act classifier model (CASA) [15] as an expert. Compared
to the original CASA model, we only use pre-trained Glove vectors [11] as word
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embeddings for the expert and replace the CRF classifier with a softmax classifier
with 1000 hidden units. We test different combination methods and paradigms
that are described in more detail below.

Downstream Model

Knowledge Infused Input

Combination
Mechanism

Expert

Input

Fig. 1. Model architecture. Experts are pre-trained task-specific models. Downstream
models are arbitrary, to-be-trained models. The combination mechanism combines the
expert output and original input into a new enriched representation.

The downstream model consists of a single GRU (one-directional) layer [2]
followed by a softmax classifier with 64 hidden units. We train the downstream
model on the same task and dataset as the CASA expert.

When training the downstream model on the same task and data as the
expert, we technically do not perform transfer learning as the task domains are
the same. Nevertheless, by using a sophisticated, well-performing expert and
a worse-performing, simple classifier we can test whether the task-knowledge
infused in the enriched knowledge representation translates to a better perfor-
mance in a simple model.
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Fig. 2. Tllustration of the dimensional and sequential combination paradigms.

3.2 Combination Paradigms

In our architecture we explore two different combination paradigms: Dimensional
and sequential. These paradigms are illustrated in Fig. 2.

Dimensional Paradigm. In the dimensional paradigm, the expert output that has
the number of classes as dimension is concatenated with the input embedding
of each token in the input sequence, leading to the dimensionality demp + dejgss-
This concatenated vector is then presented to the combination mechanism as its
input representation.

Sequential Paradigm. In the sequential paradigm, the expert output is appended
to the list of tokens in the input sequence. For that, the output of the expert of
dimension d.jss is projected to the embedding dimension dg,,; using a simple
fully connected feedforward layer and added to the sequence. A sequence of
length NV becomes a sequence of length N + 1.

Thus, the combination mechanisms are presented with the challenge of reduc-
ing the dimensionality in the dimensional paradigm and reducing the sequence
length in the sequential paradigm.

3.3 Combination Mechanisms

We test our model with three different combination methods. The first two mech-
anism are the scaled dot-product attention and multi-head attention introduced
with the Transformer model [18] and the third consists of a simple recurrent
network.
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Mutli-head Attention. The first mechanism uses multi-head attention. Revisiting
the attention definitions in [18] gives us:

AQ,K,V) = softmax(cf/(T:)V (1)
M(Q, K, V) = Concat(Hy, ..., H,) W (2)
H; = AQWZ KW vvY) (3)

where ), K and V are query, key and value matrices with dimensionalities dy,
d, and d,, respectively. A and M denote the scaled-dot product and multi-head
attention. The multi-head attention mechanism consists of multiple heads H;
that compute the scaled-dot product in parallel. Each head has their own @),
K and V matrices and produces outputs of dimension d, /h with the number of
heads h. The outputs are then concatenated and projected up to d, via WO.

In the dimensional paradigm we want d, to be of the same dimension as the
original input d.,,; to reduce the concatenated dimensions back to the embedding
dimension. While in principle the attention mechanism allows to rescale the
dimension by choosing d,, the multi-head attention requires that dj = d, and d,
can be divided by the number of heads. This makes rescaling by d,, impracticable
in our model as we can not always choose the output dimensions of our experts.
For the dimensional paradigm, it is therefore beneficial to follow the general
practice to set dy = dy = dy = demb + deiass and rescale by changing the
dimension of W©.

In case of the sequential paradigm, we do not want to change the dimension.
We calculate the attention on the sequence N + 1 and drop the last sequence
element.

Scaled Dot-Product Attention. Setting the number of heads in multi-head atten-
tion to h = 1 yields the scaled-dot product.

RNN. The third mechanism consist of a simple bi-directional GRU layer with its
concatenated last hidden dimensions equaling the original embedding dimension.
The hidden state after the last token in the sequence serves as the new knowledge
infused representation. For the sequential paradigm, we require the RNN to
be bi-directional as we have to drop the last hidden state. If the RNN were
one-directional, dropping the last hidden state would also drop all the expert
information.

4 Experiments

We train the downstream DA classifier model for each combination method and
paradigm. The results are shown in Table 2. As baseline, we have the simple clas-
sifier and CASA model that were each trained and evaluated with the unaltered
GloVe embeddings as input. Additionally, we trained combination mechanism
baseline models by removing the expert from the model. The purpose of this is
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to get a better understanding whether any performance improvement is due to
additional parameters the combination mechanism introduces to the model or
the information of the expert.

Each model was trained until convergence with a patience of 30. The 5 best
model iterations with regard to validation accuracy were saved. The results given
in Table 2 show the averaged test accuracies.
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Fig. 3. Heatmap and attention visualization for the multi-head attention weights in
both combination paradigms. The attention weights depicted have been averaged over
all heads. Attention visualization created via BertViz [19]
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4.1 Data

We train all models on the Switch-Board dialect corpus (SwDA) [6,17]%. The
dataset consists of conversations which contain sequences of sentences. We follow
the train, validation and test splits given in the official paper.

After removing the non-verbal instances from the dataset, the corpus consists
of nejass = 41 classes. The class frequency across the whole dataset is significantly
imbalanced. To improve training, we calculate the cross-entropy loss with class
weights. The class weights are inversely proportional to the frequency of the
class.

We load the data in conversations. This means that the sentences within a
conversation are always presented in the same order, thus retaining their contex-
tual information. During training, we load the conversations in random order.

For the word embedding, we choose the d¢,,;, = 300 dimensional GloVe vector
trained on Wikipedia 2014 + Gigaword: ‘glove.6B’.

4.2 Hyperparameters

The used hyperparameters are summarised in Table 1. The combination mecha-
nism models share the same hyperparameters as the simple classifier as the com-
bination mechanism itself is defined by de,5. The learning rate was kept constant
until epoch = 50 after which it was scaled by a factor \/e;W' For the combination
mechanism baseline models the learning was kept constant at 0.00001. No hyper-
parameter tuning was performed. The hyperparameters were chosen to represent
standard values used in machine learning. The hyperparameters for the CASA
classifier follow [15]

Table 1. List of hyperparameters.

Hyperparameters | Simple classifier

demp 300

Hidden GRU 8

Hidden softmax |64

Learning rate 0.0001*

Multi-head attention
No. heads h 10/11

4.3 Results

As shown in Table2, all combination models show a significant improvement
in performance compared to the simple classifier. In addition, the combination
models also show a significant improvement when compared to their baseline
performance.

2 This work uses the pre-cleaned dataset files provided in https://github.com/
NathanDuran/Switchboard-Corpus.
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Table 2. Dialogue act classification accuracies

Experiments Test accuracy/%
No Dimensional | Sequential
expert | paradigm paradigm
Baseline:
Simple classifier 69.25
CASA 75.03
Combination mechanisms:
Multi-head attention 70.80 |75.03 74.78
Scaled dot-product attention |68.20 |74.86 74.99
RNN 71.74 | 74.99 74.97

The simple classifier is able to reach an accuracy of 69.25. This low accuracy
is expected as we chose a deliberately simple downstream model. We can also
observe that the combination baseline models reach similar accuracies to the
simple classifier. This solidifies that the significant performance improvement
is not an artifact of the additional trainable parameters that the combination
mechanism introduces. For the multi-head attention and RNN we only see small
improvements to the accuracy. The performance worsens for the scaled dot-
product. This suggests that a single application of the scaled dot-product might
be too simple and has a detrimental effect on the information present in the
pre-trained GloVe embeddings.

Nevertheless, when given outputs from an expert, all combination models in
both combination paradigms significantly increase the performance and push the
accuracy into the regime of the expert of ~75%. This means that the information
present in expert output is successfully infused into the new representation that
we pass onto the downstream model. In case of the Multi-head attention mech-
anism in the dimensional paradigm, the performance equals the CASA baseline
performance of 75.03%. This might indicate that the new representation has
incorporated all information from the expert and carried it over to the down-
stream model so that it reaches equal performance. Whether the performance
of the simple downstream model fed with the expert infused representations
can exceed the performance of the expert or if the expert baseline represents a
performance ceiling for the downstream model is subject of future work.

Figure 3 shows the visualization of the multi-head attention weights for an
example sentence for both combination paradigms. The weights are visualized
as a heatmap and using the BertViz visualization tool.

For the dimensional paradigm, the influence of the expert output can not be
made visible by attention as we infuse every token with the expert knowledge.
Thus, every token carries the same expert information. Nevertheless, it can be
seen that for a question, a significant part of the attention is put on the ‘7’ token
as well as the ‘you’ token. In attention models, we usually see more variation in
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the weights of single words instead of entire columns. This means that certain
words carry over strongly into all new token representations. We suspect that this
behavior is due to using only a single layer in the attention mechanism. Infusing
all token representations with the same expert information might emphasize this
effect as the combination of expert information and original token could com-
bine into a ‘universally good’ or ‘bad’ representations. Thus, ‘universally good’
representations carry large weights for all new representations. The sequential
attention weight heatmap does not show such a pronounced column wise atten-
tion proclivity. While the heatmap shows the significant influence of the expert
output, it offers slightly more variation in weights across distinct words instead
of columns (with the exception of the expert output column). This indicates that
we have successfully created new word embeddings that have been infused with
knowledge by paying attention to the relevant expert token. While the expert
token dominates the attention weights, it can be seen that some tokens also
pay attention to other tokens than the expert token. This means that the orig-
inal word embedding also contributes to the new word embedding. Comparing
the visualizations of the two paradigms makes the advantage of the sequential
paradigms on explainability immediately obvious. While we have to speculate on
what the effects of the expert are on the combination process in the dimensional
paradigm, in the sequential paradigm, we can immediately see the effect of the
expert output through attention itself.

Across the different paradigms the combination models perform similarly
well and no clear paradigm or model outperforms the others. The multi-head
attention reaches the best performance in the dimensional paradigm with an
accuracy of 75.03 which is equal to the expert performance. Though, no sensi-
ble conclusion or insight can be gained from comparing the combination model
accuracies as the differences between them are negligible. Apart from retaining
the explainability of attention in the sequential paradigm, no clear preference of
paradigms can be made with regard to performance.

4.4 Future Potential of Model

We expect that the performances will start to diverge once more sophisticated
combination mechanism are employed. In our exploration, we deliberately lim-
ited our models to the simplest possible variants of the presented combination
mechanisms. If the performance increase can be seen for the simplest models, it
is a reasonable expectation that it will also work for more sophisticated models.

A preference of paradigm might emerge regarding computational cost as
parameter space scales differently with increasing expert numbers for each
paradigm. The dimensional paradigm grows faster in the trainable parameter
space due to the query, key and value weight matrices that grow with increasing
expert output dimensions. The sequential paradigm does not affect the query,
key and value weight matrices but adds additional feedforward layers and com-
putation calls for each expert. Nevertheless, this is an additive cost in model size
for each expert instead of a multiplicative one. Thus, it can be expected that the
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sequential paradigm might gain an advantage when combining larger numbers
of experts.

5 Conclusion

We developed a simple ensemble based architecture that creates knowledge
infused representations by combining the original input with the output of a
pre-trained task-specific expert. We tested this infusion process for different com-
bination methods and paradigms. The proof of concept that this architecture is
able to create knowledge infused representation opens up several exciting future
research directions. We saw that knowledge infused representations improved
the performance of deliberately simple downstream models. This opens exciting
opportunities to simplify training of new models as we can use already trained
or pre-trained models to improve the performance of simpler models. In a way,
this method can be understood as a combination of an ensemble model and a
pretraining-finetuning approach.

In future work, we would like to train the downstream model and expert on
different tasks to investigate the architectures true transfer learning capabilities.
A natural next step would be to increase the number of experts and explore
the architectures ability to perform multitask learning as well as investigate the
scaling behavior of the two different combination paradigms. The exploration of
more sophisticated combination models is also of interest. Of particular interest
is also the question whether the performance of this approach is fundamentally
capped by the performance of the experts or if the combination process is able
to elevate the performance beyond the experts baseline performance. In contrast
to the proof of principle investigation presented in this paper, a next step is a
more systematic investigation to achieve the best performance and compare it
with other state-of-the-art models.

Overall, the approach of infusing already trained expert knowledge into orig-
inal pre-trained representations has the potential to offer great benefits to the
fields of transfer learning. The ability to combine distinct experts into expert-sets
that have been selected with a specific task in mind could offer great task-specific
performance gains.
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