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Abstract ANetworkedMusic Performance (NMP) is defined aswhat happenswhen
geographically displaced musicians interact together while connected via network.
The first NMP experiments begun in the 1970s, however, only recently the develop-
ment of network communication technologies has created the necessary infrastruc-
ture needed to successfully create an NMP. Moreover, the widespread adoption of
network-based interactions during the COVID-19 pandemic has generated a renewed
interest towards distant music-based interaction. In this chapter we present the Intel-
ligent networked Music PERforMANce experiENCEs (IMPERMANENCE) as a
comprehensive NMP framework that aims at creating a compelling performance
experience for the musicians. In order to do this, we first develop the neTworkEd
Music PErfoRmANCe rEsearch (TEMPERANCE) framework in order to understand
which are the main needs of the participants in a NMP. Informed by these results we
then develop IMPERMANENCE accordingly.

Keywords Networked music performance · Deep learning · Spatial audio ·
Microphone array

1 Introduction

During the last decades, the increasing speed of network communication technolo-
gies has grown steadily, creating a fertile environment for the development and
consumption of online media-content. Moreover, the recent COVID-19 pandemic
made online communications, such as live-streaming or online meetings, a part of
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daily lives for a considerable amount of people. In this context, also the online
fruition of music content has grown, both for what concerns listening, either stream-
ing or remote-concert attendance, or performing, e.g. rehearsals or remote live-
performances. We define a performance where musicians are connected via network
as a Networked Music Performance (NMP). The research in NMPs has begun as
early as the 1970s [7], but only recently it has grown enough to be actually a viable
possibility for geographically displaced musicians. In order to create a NMP expe-
rience that feels compelling to the musicians, several aspects need to be considered,
which can be broadly separated into temporal factors, related to the synchronicity
between the musicians, and spatial factors, related to the audiovisual perception.
Several NMP-dedicated software solutions have been created over the years [25,
31], such as LOLA [24], UltraGrid [27] or JackTrip [9]. Basically, all these software
frameworks are low-latency audio/video streaming protocols. While the minimiza-
tion of the latency is extremely important in creating a satisfying NMP, it does not
suffice in creating an experience that feels compelling from the point of view of the
musicians.

In this chapter, we present a general-purpose framework for NMP denoted Intelli-
gent networkedMusic PERforMANce experiENCEs (IMPERMANENCE). In mod-
eling this framework, we do not aim at creating a NMP that hopelessly tries to mimic
the hypothetical real environment, instead we try to model the NMP as a medium on
its own. In order to do this we build the components of IMPERMANENCE by first
analyzing which are the needs of themusicians, by developing a research framework,
denoted neTworkEd Music PErfoRmANCe rEsearch (TEMPERANCE). Following
the guidelines established through TEMPERANCE, we organize a series of exper-
iments aimed at understanding the impact of temporal and spatial factors on the
perceived Quality of Experience (QoE) of the musicians. Informed by the results
obtained through these experiments we develop IMPERMANENCE accordingly.
We take advantage of both signal processing, well suited to treat audio signals, and
deep learning techniques. The latter allow us to overcome limitations posed by clas-
sical signal processing techniques, related to the number of sensors needed and to
the decrease in the performance quality in adverse scenarios, i.e. where reverberation
and noise are present.

The research described in this chapter summarizes the results obtained in my
Ph.D. thesis [12] and the scientific publications in [3, 4, 11, 13–22, 30], obtained
during my Ph.D. The rest of this chapter is organized as follows. In Sect. 2 we
present the preliminary analysis aimed at understanding which are the main aspects
of a NMP that need to be tackled by the IMPERMANENCE framework. Specifi-
cally, we first present the research framework TEMPERANCE and two experimental
studies performed with musicians. In Sect. 3 we present the general structure of the
IMPERMANENCE framework, while in Sects. 4 and 5, we present how we plan to
treat the temporal and spatial factors, respectively. In Sect. 6 we present preliminary
results related to a technique that could provide audio compression. Finally, in Sect. 7
we draw some conclusions.
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Fig. 1 The TEMPERANCE framework for NMP research [21]

2 The neTworkEd Music PErfoRmANCe rEsearch
(TEMPERANCE) Framework

The TEMPERANCE framework [21] is devoted to the design and realization of
NMP experiments and scenarios. While the framework is general enough to be
applicable to a wide variety of music genres and types of remote performances,
it was developed focusing on the remote teaching of chamber music, during the
INTERactive environment for MUSIC learning and practising (INTERMUSIC)1

project.
The general structure of the TEMPERANCE framework is depicted in Fig. 1.

A performance may be defined as what occurs when two or more subjects inter-
act together through a medium in a certain environment. The performance is the
entity that stands at the highest conceptual level and can assume two main config-
urations, namely a performed music composition, or a taught lesson. It can either
be a rehearsal or a concert, both involving the inclusion of at least two musicians
and possibly additional people. Depending on the location, when the subjects are
in the same room we have a local performance, when they are geographically dis-
placed we have a networked performance, that is the focus of this chapter; finally
in the case where more than one subject is located in one of the remote rooms we
talk of a mixed performance. The medium is distinguished as being either physical,
i.e. air propagation, or networked, i.e. internet connection. Given a musician, we

1 http://intermusicproject.eu.

http://intermusicproject.eu
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define the environment where she/he is playing as real environment, while the rep-
resentation of the remote one, where the other musician/s are playing as the remote
environment. We define a series of presence-based [23] constructs characterizing
the NMP experience, general enough to be able to be applied in scenarios differ-
ent from the chamber music ones. For a more thorough explanation, we refer the
interested reader to [21]. In order to analyze/evaluate the performance it necessary
to conduct a data collection step, which then allows to evaluate in terms of both
objective and subjective measures. The former serve to the purpose of numerically
evaluating the performance [31], while the latter, mainly consist of questionnaires
investigating the proposed presence constructs and focus on the general QoE of the
NMP.

We now present two studies, both performed at the Conservatorio di Musica
“Giuseppe Verdi” di Milano using conservatory students aged from 14 to 29 years.
The purpose of the studies it to both verify the hypotheses behind the creation of
the TEMPERANCE framework and to understand which are the main aspects that
need to be treated in order to create a satisfying NMP through IMPERMANENCE.
More specifically, the two studies aim at separately exploring the impact of latency
and of the audiovisual setup on the performance. In both cases the musicians were
placed into two separated rooms connected via LOLA [24]. A server was placed
between the two rooms in order to act as a network emulator simulating real-world-
like conditions.

2.1 Study I: Latency Perception in NMP

The first study [18, 20] concerns the impact that the network latency has on the per-
formance of the musicians. Ten volunteers participated, divided into five duets. Each
of themperformed under 6 different latency conditions, ranging from28ms to 134ms
(2-way). The order under which the conditions were performed was random for each
couple. The stimuli (i.e. themusic)were based onBélaBartókMikrokosmos [1] piano
pieces, based on exercises exploring rhythm-melody-expression relationships [21].
The performance of the musicians were analyzed both in terms of objective mea-
surements such as tempo trend, i.e. how the musicians vary the tempo during the
performance, and asymmetry, i.e. the disalignment between the performance of the
musicians, and in terms of subjectivemeasurements, based on a questionnaire explor-
ing the presence-based constructs. The results show that no single general trend is
understandable from the way that musicians cope with different levels of latency,
in the sense that each musician behaves differently. It is interesting to analyze how,
even if confronted with high delay times, musicians are able to somehow adapt them-
selves or at least to adopt different type of strategies. These findings motivated us
to avoid a latency-minimization approach, already present in the aforementioned
NMP software solutions, and instead to focus on providing tools that are able to help
the musicians in coping with the latency, that is, the adaptive metronome approach
presented in the IMPERMANENCE framework.
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2.2 Study II: Audiovisual Immersion in NMP

The second study concerns the audio-visual immersion in NMP environments. We
considered 8musicians, corresponding to 4 duets, playingBélaBartók’s “44Duos for
2 Violins” [2], that are pedagogical pieces addressed to train motor responses to aural
problems and rhythmic and structural features.During this study, the duets had to play
using two different setups corresponding to different degrees of immersion. The first
setup consisted of a 24-inch screen, positioned in front of the performer at a distance
of approximately 1.76m from thebackof the chair,while soundwas rendered through
a pair of loudspeakers positioned at the sides of the monitor. The second setup was
created in order to be more resemblant of a face-to-face situation. A 50-inch screen
was positioned at the side in order to project the remote performer as if it was laterally
positioned with respect to the local musicians. Sound was rendered through a pair
of open headphones (Sennheiser HD-650), augmented with a custom-made head-
tracker [22] whose data were fed to a Pure Data (PD) patch that provided binaural
audio in real-time through a series of Head Related Transfer Functions (HRTFs). The
impact of the two setups on the musicians’ performances were analyzed through a
questionnaire [22]. The obtained results provided important design implications. The
simple frontal screen setup was perceived as plausible by the musicians, enabling
us to avoid to specifically treat the visual perception in the IMPERMANENCE
framework. On the other hand, the auditory perception was felt as more puzzling.
While the 3D audio was perceived as useful by the musicians, the presence of the
headphones was sometimes felt as obtrusive, motivating us to pursue research in 3D
audio rendering based on loudspeaker setups.

3 The Intelligent Networked Music PERforMANce
experiENCEs (IMPERMANENCE) Framework

By exploiting the information extracted from the two experiments presented in
Sects. 2.1 and 2.2 through the TEMPERANCE framework, we are able to propose
a unified framework for NMPs whose characteristics are focused on satisfying the
needs of the musicians, by tackling both temporal and spatial factors. In Fig. 2 we
present the conceptual map summarizing IMPERMANENCE.

In order tomitigate the impact that latency has on themusicians, we propose to use
a technique based on the adoption of an adaptivemetronome [3, 4]. Ametronome is a
device that produces a tick at regular intervals, commonly used bymusicians in order
to keep the correct tempo while practicing. The metronome becomes adaptive, by
combining it with a beat tracker, that is a device able to retrieve the tempo of a generic
musical audio signal, in order to modify its tempo depending on the musicians’
performance. Differently from most NMP frameworks proposed in the literature, we
do not try to minimize the latency, but instead help the musicians in coping with it.
This is due to the findings presented in Sect. 2.1 that demonstrate that the musicians
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Fig. 2 The IMPERMANENCE framework for the implementation of Networked Music
Performances

are able to devise strategies to contrast the effect of the latency. Treating spatial
factorsmeans to tackle both the auditory andvisual perception. Following thefindings
obtained through Study II, presented in Sect. 2.2, where it was shown that a screen
could suffice for what concerns the visual perception, we decided to focus on creating
an interesting environment from the auditory point of view. For this reason,wepresent
a technique for the rendering of the soundfield based on irregular loudspeaker setups.
Since the IMPERMANENCE framework would imply that additional information
needs to be transmitted via network (e.g.multichannel signals,metronome signal),we
also preliminary explore the possibility of compressing the audio via Convolutional
Neural Networks (CNNs).

4 Latency Compensation Through Adaptive Metronomes

The latency present in all network-based communications is of one of the main chal-
lenges that musicians face when performing a NMP. As already pointed out, several
low-latency solution exists, however their major drawback is that they often need
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high-end hardware, often not available to the musicians. In IMPERMANENCE, we
propose to treat the latency, not by trying to minimize it, but instead, by trying to
help the musicians to cope with it. A viable solution consists in using metronomes,
light-weight devices, commonly used by musicians. The use of metronomes in NMP
contextswas already explored in the literature [28]. In the IMPERMANENCE frame-
work,wewant tomodify themetronome paradigm in order tomake it akin to aVirtual
Conductor (VC) [8], that is a software that gives tempo indications to the musicians,
much like a conductor in a real orchestra does. In order to do this, we propose to use
adaptivemetronomes, that is,metronomes that are able to track the tempo of themusi-
cians during the performance, through an off-the-shelf beat tracking algorithm [26],
and tomodify their tempo accordingly.We propose [3, 4] three adaptive metronomes
techniques, differing by the complexity with which the tempo information is pro-
cessed, namely: Single Beat Tracking with Master/Slave Approach (SBT), Crossed
Beat Tracking (CBT) and Unique Metronome with Virtual Conductor (UMVC).

The SBT technique was proposed in order to get a first exploration of the via-
bility of the adaptive metronome solution. It works by making the assumption that
musicians behave following the master-slave latency compensation techinque [10].
The musicians take two distinct roles: the leader determines the tempo of the per-
formance and the follower tries to be synchronized with the leader’s tempo. The
SBT technique uses a single adaptive metronome that tracks the tempo of the leader
and provides it to the follower, hopefully helping him/her in keeping a more steady
tempo. SBT was tested in the Conservatorio Giuseppe Verdi di Milano [4] with real
world musicians, showing promising results.

We then explored techniques that track the tempo of the twomusicians at the same
time. In the CBT technique, both musicians are tracked by two adaptive metronomes
and each of them listens to a metronome whose tempo is based on the performance
of the other musician. The UMVC technique instead uses two beat trackers to track
both musicians, but provides only one common reference metronome signal to both
of them, acting more similarly to a conductor. The details of the proposed algorithms
are contained in [3], CBT and UMVC were tested only with amateur musicians and
while results are still preliminary they encourage us to further developments of the
techniques.

5 Spatial Audio Reproduction

The spatial perception of the sound emitted by the musical instruments, plays an
important role in defining the quality of the NMP experience. However, as found
out through study II, presented in Sect. 2.2, the physical devices used to perform
reproduction should not be experienced as obtrusive by the musicians. For these rea-
sons, in IMPERMANENCE we propose to reproduce the audio through an irregular
array loudspeaker setup, that is an array where the spacing between the loudspeakers
is not constant. This is motivated by the fact that while classic soundfield synthesis
techniques are based on extensive loudspeaker arrays, NMP rooms are often cramped
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with instruments and are hardly able to accommodate such setups. An irregular loud-
speaker setup is more easily deployable in such scenario. However, irregular setups
are challenging from the signal processing point of view, since the non-uniform sam-
pling of the soundfield causes distortions during reproduction. A function modeling
the correct driving signals for such loudspeaker configuration would be highly non
linear and complex to model analytically. To overcome these limitations we propose
to use techniques derived from deep learning, which enable the automatic extraction
of highly non linear functions. In order to be able to reproduce the desired soundfield,
we must know beforehand the position of the musicians in the room. This allows
us both to reproduce correctly the perceived location (i.e. directionality) or to move
them inside the remote room. Similarly to soundfield synthesis techniques, source
localization ones are often based on extensive microphone array setups; we propose
two techniques for the localization of the musicians based on minimal setups.

5.1 Source Localization Using Distributed Microphones
Based on Ray Space Transform and Deep Learning

The first proposed localization technique is able to perform 2D localization of the
musician, through the deployment of a small number of, arbitrarily deployed, micro-
phones. If the microphones are synchronized, it is possible to compute the Gener-
alized Cross Correlation (GCC) [29] between a reference microphone and the other
ones. The highest peak of the GCC corresponds to the time-delay of the sound emit-
ted by the source and measured at the microphones, which can then be exploited to
perform localization. Unfortunately, noise and reverberation create several spurious
peaks in the GCC, making the localization task harder. In the technique proposed
in [17], we take advantage of CNNs and of the Ray Space Transform (RST) [6],
a compact representation of the soundfield acquired by multiple Uniform Linear
Arrays (ULAs) of microphones in terms of acoustic rays. Through a CNN we map
the noisy GCC obtained at the real sparsely deployed microphones and map it to the
simulated RST computed in anechoic conditions using ULAs surrounding the whole
room. As demonstrated in [17] this procedure allows an accurate source localization
even when dealing with highly challenging environments.

5.2 Source Localization Through Frequency-Sliding
Generalized Cross-Correlation

The second proposed localization technique is based on an extension of the GCC
framework, that entails the computation of the Frequency-sliding Generalized Cross-
correlation (FS-GCC) following a slidingwindowapproach. This enables us to obtain
a set of sub-bands GCCs which can be stacked together into a single matrix, where
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each row of the matrix corresponds to the GCC relative to the corresponding fre-
quency band. The usefulness of this approach is given by the fact that in the anechoic
(i.e. without noise and reverberation) scenario, the FS-GCC matrix is rank one.
This allows us to exploit low-rank approximations and to separate the noisy com-
ponents from the desired ones. Results presented in [11] show that the proposed
approach is able to obtain better results than the GCC over real measurements. The
proposed technique does not require any deep learning technique, and so it is more
suitable to scenarios where extensive computational power may not be available.
However, we experimented with the possibility of applying deep learning to the FS-
GCC method in [19] by using a CNN to denoise the noisy input FS-GCC, showing
better performances.

5.3 Soundfield Synthesis Through Irregular Loudspeaker
Arrays

In order to reproduce the soundfield, we implement a technique that leverages on
deep learning and on the Plane Wave Decomposition of the soundfield. Operatively,
we consider the method already proposed in [5], where aModel-based acoustic Ren-
dering (MR) technique is proposed. The MR technique reproduces the soundfield
accurately when the considered setup is regular, but suffers from reproduction errors
when dealing with irregular setups. The proposed technique, detailed in [13] consid-
ers a CNN that takes as input the driving signals obtained through the MR technique
and outputs a compensated version of them. Since no ground truth is available for the
compensated driving signals, we incorporate into the network architecture a sound-
field estimation part, that simply convolves the obtained driving signals with the
corresponding point-to-point Green’s function, obtaining the estimated reproduced
soundfield. The difference between estimated and ground-truth soundfield in terms
of modulus and phase is used to compute the loss and train the CNN. We recently
proposed an extension of this technique [14] following the same approach, with the
difference that the driving signals are not obtained by compensating the ones obtained
through a pre-existing method, but by extracting them through a CNN directly from
discrete points of the environment where the soundfield is computed.

6 Speech Reconstruction from CNN Embeddings

Transmitting all the information needed in a NMP may create bottlenecks for what
concerns the data transmission, especially when dealing with multidimensional sig-
nals such as the ones needed in a spatial audio framework. In [15] we explore a tech-
nique that could enable the compression of audio data. We do this by first studying
a preliminary problem that has also relevant implications from an Explainable Arti-
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ficial Intelligence (XAI) perspective. CNN models dealing with audio, usually take
as input time-frequency representations of the audio signal, which is consecutively
compressed by the layers of the model in order to extract high-level features. In [15]
we consider pre-trained CNNs as feature extractors and build specular decoder net-
works in order to reconstruct the input time-frequency representation from the output
of the intermediate layers. Results show that it is easy to reconstruct the input from
convolutional layers, while it is considerably more complex when dealing with fully
connected ones. This motivates us to further investigations, since by building proper
networks, it would be possible to use their intermediate layers in order to perform
compression on the multidimensional input audio signals.

7 Conclusion

In this chapter we presented the main results concerning the development of IMPER-
MANENCE as a comprehensive framework for the realization of NMPs. The biggest
innovation of IMPERMANENCE is that it does not simply aim at reducing the issues
already treated in the literature, e.g. low latency audio/video streaming, but it aims at
creating an all around environment that feels coherent and whole to the musicians.
In this sense, we treat the NMP as a Functional eXtended Reality (FXR) experience,
where the objective is not the simplistic realism, but the creation of an environ-
ment that it is based on the needs of the musicians. In order to do this we base the
design choices of IMPERMANENCE on the results obtained through experiments
performed using the research framework TEMPERANCE, considering real musi-
cians. We believe that the proposed method will enable NMP to be treated not as a
mere approximation of the physical performance, but as a type of performance on
its own.
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