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1 Introduction

Artificial intelligence (AI) has been considered as one of the critical technologies
to address the future grand social challenges in a global context (Kaplan & Haen-
lein, 2020). Major economies are engaging to promote the R&D of AI through
substantial policy efforts (Margetts & Dorobantu, 2019). Machine learning, neural
networks, natural language processing (NLP), smart robots, knowledge graphs, and
expert systems are among the key technical sub-systems that construct the current AI
technological paradigm (Cresswell et al., 2020; Yablonsky, 2019). However, AI also
raises concerns with regard to risks for society—from fundamental ethical consid-
erations, through impacts on democracy, to the labor market. These risks and oppor-
tunities call for scientific policy advice on the basis of interdisciplinary technology
assessment (TA) activities.
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AI is believed to represent an interruptive potential regarding economies and
societies. The application scenarios of AI are understood to cover many social
domains (Di Vaio et al., 2020; Fosso Wamba et al., 2021; Perc et al., 2019;
Popkova & Sergi, 2020), for instance, autonomous driving in transportation, robotic
surgery in health care. The interaction between machines and humans may evolve
to a new paradigm that human beings are transforming into data beings (Breazeal
et al., 2016; Dautenhahn, 2007a, 2007b; Sheridan, 2016).

Meanwhile, some of research has claimed that AI should be considered as a
general-purpose technology that generates grand implications in all sectors of the
economy and society. For instance, deep learning technology will not only create
market profits for online platforms, but also provides high-efficiency tools for social
governance. In addition, with the accumulation of applications in specific economic
and financial domains, AI technology presents the potential to change social struc-
tures (Klinger et al., 2018;Rasskazov, 2020).Hence, to achieve a better understanding
of the potential impacts and necessary governance, we aim to identify the critical
research topic of AI from a TA perspective.

In this chapter, we sketch a picture of global developments in AI and discuss
potential fields of application as well as the demand for TA. In order to do so, in
Sect. 2, we provide a short overview of historical developments of AI, and identify
stakeholders involved in current AI R&D. In Sect. 3, we describe major activities
in the international policy arena. Section 4 is devoted to TA activities with regard
to AI in Europe and beyond. In Sect. 5, we conclude with the demand for future
cooperation in global TA on the issues at stake.

2 The Identification of Stakeholders in a Data-Driven
Artificial Intelligence Context

AI is a rapidly growingdomainbasedondevelopments since the 1950s (FossoWamba
et al., 2021). In 1950, Alan Turing offered the preliminary concept of “thinking
machines” on the level of human beings (Turing, 2007). Based on the level of devel-
opment, there are three types of AI: artificial narrow intelligence (ANI), artificial
general intelligence (AGI), and artificial super intelligence (ASI) (Lorica&Loukides,
2016).ANI is also termed “WeakAI”, due to the limited information processing capa-
bility of specific tasks (Yadav et al., 2017). AGI or “Strong AI” refers to machines
which can perform on the level of the human mind, performing a general level of
intellectual tasks (Roitblat, 2020; Wang & Goertzel, 2012). ASI refers to the cogni-
tive performance of machines that will surpass that of human beings (Narain et al.,
2019). Actual AI systems refer to the “Weak AI” level so far.

Although some academic definitions have been made, there is no universal defini-
tion for AI (Helm et al., 2020; Legg&Hutter, 2007). Due to rapid development in this
domain, the definition of AI is continuously changing. According to the EUAIwatch
report, Defining Artificial Intelligence 2.0: toward an operational definition and
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taxonomy of artificial intelligence, the definition from the High-Level Expert Group
on Artificial Intelligence (HLEG) has been considered as an operational definition
of AI, as follows (European Commission. Joint Research 2020):

Artificial intelligence (AI) systems are software (and possibly also hardware) systems
designed by humans that given a complex goal, act in the physical or digital dimension by
perceiving their environment through data acquisition, interpreting the collected struc-
tured or unstructured data, reasoning on the knowledge, or processing the information,
derived from this data and deciding the best action(s) to take to achieve the given goal.
AI systems can either use symbolic rules or learn a numeric model, and they can also adapt
their behavior by analyzing how the environment is affected by their previous actions.

According to this operational definition, AI is a certain kind of information system
for processing data to achieve the given goal of making the machine think or act
like human beings (Russell & Norvig, 2009). Hence, for information systems, a
“stakeholder” means “participants [being individuals, groups or organizations who
take part in a system development process] … whose actions can influence or be
influenced by the development and use of the system whether directly or indirectly.”
(Pouloudi & Whitley, 1997).

The definition of AI has evolved since Turing’s research onmachine thinking. The
core of the definition of AI is to make the machine think and act like a human being,
as far as possible. The technological system of AI is a complex system. However,
the basic logic of AI definitions is that machines need to learn from data, which is
provided by humans via information exchange. Based on the current technological
nature of AI systems, information exchange works in a digital format, which is called
“Data” (Al-Jarrah et al., 2015). To achieve this goal, scientists have been developing
relevant sub-technological systems that include hardware, algorithms, and human–
machine communication interfaces (Shin et al., 2016). For instance, computational
capability has increased300,000 times fromAlexNet (2012) toAlphaGoZero (2017).
More powerful computational capability means more efficient data processing for
AI development (Al-Jarrah et al., 2015; Jordan & Mitchell, 2015).

Although the current AI ecosystem is still far from Strong AI, it has presented
great potential for digital society and the economy (Mahadevan, 2018). Most of
the current AI-relevant policies highlight the importance of data resources for AI
development (as shown in Sect. 3, ‘The international policy discussion’). Data-driven
technologies and application scenarios are contributing to the training of algorithms,
machine learning devices, and human-AI feedback systems. For instance, a large
scale of graphic data has been applied to train the visual recognition algorithm (Lu
et al., 2018). Data-driven technological progress presents one of the most critical
differences between the AI technology from Turing’s era and current AI (Chen et al.,
2019). In addition, data-driven AI is not only a technological challenge but also a
grand social challenge (Alyoshina, 2019). Most of the data resources which are used
for AI development come from human societies.

Hence, the stakeholders of AI are those participants that can influence or be influ-
enced by the development and use of AI systems, directly or indirectly. Furthermore,
based on the HLEG operational definition of AI, data processing is the essential
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characteristic for current AI systems. The stakeholders of current AI system develop-
ment participate in data processing either directly or indirectly. However, according
to the HLEG definition, the data processing capability must achieve the specific
purpose that makes AI systems gain the function of decision-making by adapting
their behavior to interact with the real world. Based on this specific purpose, the
stakeholders of AI will also be involved in the intersystem behavioral interaction of
AI systems. AI systems are evolutional systems based on data-driven information and
communication technology (ICT) systems. All of the stakeholders in an AI system
participate—on different levels and with different impact—in the construction of the
ecosystem that includes technology innovation, application scenarios, and human-AI
interaction interfaces (Dayton, 2020; Samoili et al., 2020).

AI is now generating value for different kinds of stakeholders involved in the
technology systems development and use. A multi-stakeholder perspective on AI
also considers the benefits, which are related to the value-creation process, for both
industry and society (Güngör, 2020). Consequently, in line with the comprehensive
review of the HLEG operational definition and the value-creation of AI, participating
multi-stakeholders directly or indirectly process data from technology, industry and
society, in order to develop the AI system.

The current developments of an AI definition show a significant feature of data-
driven innovation. Hence, basic research and technology applications of AI strongly
rely on the allocation of data resources from the R&D of technologies, economies,
and societies. In addition, more stakeholders should be involved in AI development
in terms of variant contribution of data resources and values represented by these
data. We intend to illustrate the data-driven characteristics of AI development for
further discussion in the TA domain.

AI systems and technology development

AI systems are complex systems that are built by subsystems of technology. For
instance, machine learning, expert systems, smart robots, knowledge graphs, and
natural language processing. At the current stage of development, those subsystems
are designed and built on one of the most important principles: to process a large
scale of data resource with effective and economical methods to achieve knowl-
edge exchange between the AI system and the physical world (Duan et al., 2019;
Eisenstein, 2019; Gu et al., 2018; Hassanien & Darwish, 2021; Kusiak, 2017).

AI system and industrial development

AI systems have been widely applied in the industrial domain. For example,
in business intelligence analytics, autonomous driving, and intelligent manufac-
turing. Combined with specific algorithms, current data-driven business intelligence
analytics gain more potential capability to process a large scale of data from multi-
stakeholders from themarket (Corea, 2019).Data-drivenAI systemswill offer amore
stable autonomous driving system based on the R&D of semi-autonomous vehicles
(Huang et al., 2019). For intelligent manufacturing, data-driven technologies have
been considered as the fundamental layer of the entire system (Feng et al., 2020).
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AI systems and societal development

AI systems are merging with societal systems (Garcia et al., 2020). Society offers a
large scale of data resources for the development ofAI systems (Rohlfing et al., 2020).
At the same time, AI systems have the potential to change the entire social structure
(Fosso Wamba et al., 2021). Decision systems based on AI have been applied in
the domain of health and social care with a large scale of data-driven technology or
application (Cresswell et al., 2020). AI has been widely used in the development of
data-driven education since the millennium (Baldominos & Quintana, 2019; Guan
et al., 2020). Data-driven algorithms have been adopted for research regarding social
welfare improvement, e.g., improving refugee integration, incident management and
pandemic control (Bansak et al., 2018; Elvas et al., 2020; Esposito et al., 2021).
Furthermore, artificial intelligence assistive technologies have been widely applied
in communication, politics and marketing (Margetts & Dorobantu, 2019; Van Esch
et al., 2019).AI systems have also been implemented inmany private and public secu-
rity applications, such as biometrics, predictive policing and predictive recidivism
algorithms in the judicial system. However, all of these bear a tremendous potential
for surveillance and are prone to biases (Dressel & Farid, 2018; NIST, 2019; O’Neil,
2016).

3 The International Policy Discussion

Policy discussions are a crucial component of research related to TA. According
to this perspective, we developed a comparative analysis of AI policies in global
contexts. We operated a comparative policy content analysis of AI policies across
two dimensions: a country comparison and an application area comparison.

For this chapter, we analyzed national-level AI policy documents, strategies and
plans. The policy analysis covered major economies and societies and include agri-
culture, taxation, transportation, education, and science etc. The current policy debate
on AI has attracted widespread attention worldwide. Many international organiza-
tions and institutes have constructed databases of policy research. For example, the
European Union Agency for Fundamental Rights (FRA) constructed the AI policy
initiatives (2016–2020) database at EuropeanUnion level for the research project “AI,
Big Data, and Fundamental Rights”.1 However, in order to develop a more compre-
hensive and integrated comparative analysis of AI policies in a global context, we
adopted the OECD.AI Policy Observatory Database (OECD.AI) as the main source
usingmore detailed sample data. This database contains more than 600 policy entries
frommajor sectors, and gives an overview from different perspectives and sources—
from statistics and national strategies, to assessment reports on economic and societal
implications.

1 Source: https://fra.europa.eu/en/project/2018/artificial-intelligence-big-data-and-fundamental-rig
hts/ai-policy-initiatives, Access date: 30/11/2021.

https://fra.europa.eu/en/project/2018/artificial-intelligence-big-data-and-fundamental-rights/ai-policy-initiatives
https://fra.europa.eu/en/project/2018/artificial-intelligence-big-data-and-fundamental-rights/ai-policy-initiatives
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We analyzed these sources with regard to specific domains of AI impact, and
in relation to countries and geopolitically relevant regions. We adopted the policy
document content analysis methodology to operate the comparison and conclusion
of the current pilot policy practices. We also adopted Pandas as the data cleaning
package in Python to remove duplicated policy data.

3.1 Different Discourses in Different Regions

According to the OECD.AI, more than 60 countries have already released a national-
level initiative, policy or strategy ofAI development. After removing duplicates in the
OECD.AI Policy Document Dataset, there are 576 remaining documents. In terms of
the yearly budget range, there are 14 documents (2%) marked as “More than 500 M
(million in USD)”, 13 documents (2%) marked as “100–500 M” and 154 documents
(27%) marked as “Not applicable”.

The USA, China, the EU,2 and the UK are the AI-advanced majorities in terms of
the amount of scientific publications on AI from 20 areas, including economy, digital
economy, transport, health, industry and education. In the policymaking domain, the
USA released 47 national-level documents of AI policy, initiative and strategy. The
EU released 44 policy documents. The UK released 39 national-level documents.

USA

The USA has constructed a comprehensive policy framework of AI development. In
2016, the USA released three important policy reports, including Preparing for the
Future of Artificial Intelligence, National Artificial Intelligence R&D Strategic Plan,
and Artificial Intelligence, Automation, and the Economy3 by the National Science
and Technology Council (NSTC). The three reports clarified the purposes of and
targets for USA AI development. In February 2019, the former US president Trump
addressed the Executive Order 13859: Maintaining American Leadership in Artifi-
cial Intelligence.4 This document emphasized the importance of USA leadership in
the domain of AI, with applications in the areas of economy, society, security, and
the military. The USA did not release any document that directly mention a yearly
budget above 500 million (USD) held within the OECD.AI database. However, two
documents from the USA have the yearly budget range of “100–500 M”. One is
Joint Artificial Intelligence Center (JAIC) released by the Department of Defence

2 In OECD.AI database, the European Commission is responsible for the policy docu-
ments from the European Union. For instance, https://oecd.ai/dashboards/policy-initia
tives/http:%2F%2Faipo.oecd.org%2F2021-data-policyInitiatives-27087, Access date: 25/05/2021.
3 https://obamawhitehouse.archives.gov/sites/default/files/whitehouse_files/microsites/ostp/
NSTC/preparing_for_the_future_of_ai.pdf, Access date: 25/05/2021.
4 https://trumpwhitehouse.archives.gov/presidential-actions/executive-order-promoting-use-tru
stworthy-artificial-intelligence-federal-government/, Access date: 25/05/2021.

https://oecd.ai/dashboards/policy-initiatives
https://oecd.ai/dashboards/policy-initiatives
https://obamawhitehouse.archives.gov/sites/default/files/whitehouse_files/microsites/ostp/NSTC/preparing_for_the_future_of_ai.pdf
https://obamawhitehouse.archives.gov/sites/default/files/whitehouse_files/microsites/ostp/NSTC/preparing_for_the_future_of_ai.pdf
https://trumpwhitehouse.archives.gov/presidential-actions/executive-order-promoting-use-trustworthy-artificial-intelligence-federal-government/
https://trumpwhitehouse.archives.gov/presidential-actions/executive-order-promoting-use-trustworthy-artificial-intelligence-federal-government/
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(DOD);5 the main objective of JAIC is to set up a department to enhance the perfor-
mance of AI R&D in the domain of security and military. The other document was
released by the National Science Foundation (NSF), NSF AI Research Institutes;6 it
is a national AI research institutes program to promote longer-term R&D to maintain
U.S. leadership in AI.

EU

According to the analysis of the policy documents in the OECD.AI database, EU
AI policies have focused on the upgrade by AI applications in various areas which
include industry, manufacturing, health, and energy. The EU has promoted the coop-
eration of R&D in the AI domain by releasing policies and member state-level plans,
setting up research funding, and building up a laboratory. For instance, to emphasize
willingness to cooperate on AI, the EU released the Coordinated Plan on Artificial
Intelligence7 in 2018. Furthermore, EU AI policy has underlined the research of
ethics and humanity. In March 2020, the EU released a white paper, On Artificial
Intelligence—A European approach to excellence and trust,8 to declare the solution
of information transparency in AI development, data security, privacy protection
and the regulatory framework. In April 2021, the European Commission released a
Proposal for a Regulation laying down harmonized rules on artificial intelligence,9

which is the first legal framework for AI.10 In addition, the EU has also emphasized
specific areas to promote AI applications based on the niches with EU advantages. In
2017, the EU released The Report of the High-Level Group on the Competitiveness
and Sustainable Growth of the Automotive Industry in the European Union (GEAR
2030)11 to enhance AI applications in the automobile industry.

UK

Aiming to become one of the most important AI innovation centers, the UK has also
released a series of national-level strategies and plans to promote AI development. In
2017, the UK published the Industrial Strategy: Building a Britain fit for the Future
(White Paper)12 to set out the government’s plan to create an economy to promote AI
application that fits the national industry strategy. In January 2018, the UK released

5 https://dodcio.defense.gov/About-DoD-CIO/Organization/JAIC/, Access date: 25/05/2021.
6 https://www.nsf.gov/funding/pgm_summ.jsp?pims_id=505686, Access date: 25/05/2021.
7 https://digital-strategy.ec.europa.eu/en/library/coordinated-plan-artificial-intelligence, Access date:
25/05/2021.
8 https://ec.europa.eu/info/publications/white-paper-artificial-intelligence-european-approach-exc
ellence-and-trust_en, Access date: 25/05/2021.
9 https://digital-strategy.ec.europa.eu/en/library/proposal-regulation-laying-down-harmonised-
rules-artificial-intelligence, Access date: 25/05/2021.
10 See Footnote 9.
11 https://ec.europa.eu/growth/content/high-level-group-gear-2030-report-on-automotive-compet
itiveness-and-sustainability_en, Access date: 25/05/2021.
12 https://www.gov.uk/government/publications/industrial-strategy-building-a-britain-fit-for-the-
future, Access date: 25/05/2021.

https://dodcio.defense.gov/About-DoD-CIO/Organization/JAIC/
https://www.nsf.gov/funding/pgm_summ.jsp?pims_id=505686
https://digital-strategy.ec.europa.eu/en/library/coordinated-plan-artificial-intelligence
https://ec.europa.eu/info/publications/white-paper-artificial-intelligence-european-approach-excellence-and-trust_en
https://ec.europa.eu/info/publications/white-paper-artificial-intelligence-european-approach-excellence-and-trust_en
https://digital-strategy.ec.europa.eu/en/library/proposal-regulation-laying-down-harmonised-rules-artificial-intelligence
https://digital-strategy.ec.europa.eu/en/library/proposal-regulation-laying-down-harmonised-rules-artificial-intelligence
https://ec.europa.eu/growth/content/high-level-group-gear-2030-report-on-automotive-competitiveness-and-sustainability_en
https://ec.europa.eu/growth/content/high-level-group-gear-2030-report-on-automotive-competitiveness-and-sustainability_en
https://www.gov.uk/government/publications/industrial-strategy-building-a-britain-fit-for-the-future
https://www.gov.uk/government/publications/industrial-strategy-building-a-britain-fit-for-the-future
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UK Data Trusts Initiative13 to offer the independent stewardship of data to secure
AI development; the UK government also emphasized the relationship between AI
and the digital economy in this document. Also in 2018, the UK set up an Office for
Artificial Intelligence (OAI)14 to enhance cooperation between different government
departments, ministries, and multi-stakeholders in the domain of AI.

China

In the OECD.AI policy database, there are only eight documents regarding China’s
AI development. However, these policy documents cover the most important areas,
including the national plan, industry guidelines, laboratory construction, and the
education plan for current AI application and development in China. In 2017, The
State Council for the People’s Republic of China released the National New Gener-
ation AI Plan (新一代人工智能发展规划) 15 which has been considered as the
cornerstone policy for China’s future AI development and application. This national
level plan involved a comprehensive policy framework for China’s AI develop-
ment initiatives and goals in specific domains that cover R&D, industrialization,
talent development, education and skills acquisition, standard-setting and regula-
tions, ethical norms, and security. In addition, China’s Ministry of Science and Tech-
nology (MOST) released the Governance Principles for New Generation AI- Devel-
oping Responsible AI (新一代人工智能治理原则——发展负责任的人工智能).16

This initiative highlights that China is emphasizing responsible AI development
with the eight principles of harmony, friendliness, fairness, inclusiveness, respect for
privacy, security and controllability, shared responsibility, open collaboration, and
agile governance.

Other East Asian countries

Japan and South Korea have also presented an active policy attitude to AI develop-
ment. In 2019, Japan released the national-level AI Strategy (AI戦略)17 to clarify
that the motivation of AI development should respond to the critical social chal-
lenges, including the aging society and sub-replacement fertility. In December 2019,
South Korea released the National Strategy for Artificial Intelligence (인공지능국
가전략)18 with the yearly budget range “More than 500 M”. In this policy docu-
ment, South Korea not only emphasized global digital competitiveness by 2030, but
also declared to create 455 trillion Korean Won (approx. 405 billion US dollars) of

13 https://datatrusts.uk/, Access date: 25/05/2021.
14 https://www.gov.uk/government/organisations/office-for-artificial-intelligence, Access date:
25/05/2021.
15 http://fi.china-embassy.org/eng/kxjs/P020171025789108009001.pdf, Access date: 25/05/2021.
16 http://most.gov.cn/kjbgz/201906/t20190617_147107.htm, Access date: 25/05/2021.
17 https://www8.cao.go.jp/cstp/ai/index.html, Access date: 25/05/2021.
18 https://www.msit.go.kr/SYNAP/skin/doc.html?fn=b94d1781d5ef394ac6a63e274d3949be&rs=/
SYNAP/sn3hcv/result/, Access date: 25/05/2021.

https://datatrusts.uk/
https://www.gov.uk/government/organisations/office-for-artificial-intelligence
http://fi.china-embassy.org/eng/kxjs/P020171025789108009001.pdf
http://most.gov.cn/kjbgz/201906/t20190617_147107.htm
https://www8.cao.go.jp/cstp/ai/index.html
https://www.msit.go.kr/SYNAP/skin/doc.html?fn=b94d1781d5ef394ac6a63e274d3949be&amp;rs=/SYNAP/sn3hcv/result/
https://www.msit.go.kr/SYNAP/skin/doc.html?fn=b94d1781d5ef394ac6a63e274d3949be&amp;rs=/SYNAP/sn3hcv/result/
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economic surplus and to enhance the living standard for the entire society through
AI development.19

South America and Africa

Meanwhile, South America and Africa are still on the lower level of AI develop-
ment in terms of the comprehensive comparison of scientific publications and policy
performance. Six South American countries, Argentina, Brazil, Chile, Columbia,
Peru, and Uruguay have already released national-level AI-related policies. In 2019,
Brazil presented the Brazilian Artificial Intelligence Strategy (Public Consultation)
(Consulta Pública da Estratégia Brasileira de Inteligência Artificial).20 This strategy
document declared AI development implications on the economy, ethics, develop-
ment, education, and jobs. However,most of these SouthAmerican policy documents
are still directly related to the digital transformations and data governance.

In Africa, there were only four countries, Egypt, Kenya, Morocco, and South
Africa, that released national-levelAI-related policy, initiative or strategy documents.
In those policy documents, similarly to South American countries, AI policy content
was only mentioned in relation to digital development and data governance.

International policy conclusion

According to this comparative review of countries and regions, AI policy practices
show the characteristics of diversity in a global context.Major economies have devel-
oped AI policies with a strong focus on their own economic, social, and technolog-
ical development characteristics. For instance, policies from the USA presented the
demand of maintaining leadership in every AI application area. AI polices from the
EU placed more emphasis on governance of ethics and humanity. China’s national
AI plans strike a balance between promoting the development of specific application
areas of AI and comprehensiveness. To promote economic and societal development
is the most important policy target for all AI policy practices.

3.2 Areas of Application

According to the OECD.AI Policy Observatory Database (OCED.AI), 20 policy
areas are related to AI application. Within these 20 policy areas, the economy and
the digital economy are the most significant domains in terms of publications. The
OECD.AI policy areas cover the major fields of economy and society, and include
environment, health, agriculture, transportation, science and technology, and social
and welfare issues.

19 https://oecd.ai/dashboards/policy-initiatives/http:%2F%2Faipo.oecd.org%2F2021-data-
policyInitiatives-26497, Access date: 25/05/2021.
20 https://www.oecd.ai/dashboards/policy-initiatives/http:%2F%2Faipo.oecd.org%2F2021-data-
policyInitiatives-26729, Access date: 25/05/2021.

https://oecd.ai/dashboards/policy-initiatives/
https://www.oecd.ai/dashboards/policy-initiatives/
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Based on the statistical analysis of policy documents and scientific publications
withinOCED.AI, theAI& economy area is themost significant domain ofAI policy.
Most of the AI policy documents involve economic development and boost. In the
area of AI & economy, policy research and documents concern AI application in new
business models, data analysis, information systems and management performance.
The application of AI has a potentially tremendous implication on the economy
(Pratt, 2015). Data has been considered as a critical resource for the market, and
AI technology will enhance the performance of data resources (Mirowski, 2007).
However, there is the possibility that potential benefits in efficiency and profitability
go hand-in-hand with a great deal of automatization, which may replace a large part
of theworkforce andmay lead to unemployment, poverty, and fundamental structural
changes.21

Hence, the digital economy is also one of the most active AI application domains.
Further advancement of AI has augmented the digital economy with significant
implications for the specific policy domains (Watanabe et al., 2018). The AI& digital
economy area coversmultiple applications that include data governance, digital secu-
rity, privacy protection, and communication networks. Based on the sharing of data
resources, AI development could create more application scenarios for the disruptive
knowledge creation mode for the digital economy (Holford, 2019; OECD, 2020).

AI development is also generating more application scenarios within specific
economic areas that include finance, industry, entrepreneurship, investment, and
employment. In the area of finance and insurance, governments have already noticed
that the application of AI enhances financial data processing efficiency in terms of
the dynamic market status-quo and risk assessment (Bahrammirzaee, 2010; Heaton
et al., 2017; Palmie et al., 2020; Sharma et al., 2020). In the area of industry
and entrepreneurship, the application of AI is currently accelerating the process
of digitalization with emerging business models (Garbuio & Lin, 2019). In addi-
tion, AI may substantially affect the investment environment by the application
of the self-improving AI system (Hall, 2007; OECD, 2021). AI-driven industry
and entrepreneurship will also significantly change the labor force structure and
the employment environment. The automation systems of AI will replace more
employed people (Zhou et al., 2020a, 2020b). Hence, the AI-driven employment
environment may needmassive evolution in the current education systemwith higher
skills teaching and learning (Roll & Wylie, 2016).

Currently, the autonomous vehicle is one of the most important AI applications
in the mobility area (Stead & Vaddadi, 2019). The autonomous vehicle has been
considered as the biggest transition of mobility (Lǎzǎroiu et al., 2020). However, the
autonomous driving system is by nomeans an independent technological system, it is
rather a complex system that merges with the social and economic system (Kassens-
Noor et al., 2020). For instance, besides the high efficiency sensor data transmission
support system, the autonomous driving system relies on updated traffic regulations
and newpublic infrastructure construction (Huang et al., 2019;Raiyn, 2018). Further-
more, the cost and potential environmental benefits will also be essential dynamics

21 There is a broad discussion on this issue, for details see Sect. 4.2.
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of the development of the autonomous vehicle (Noruzoliaee et al., 2018; Vosooghi
et al., 2020).

In healthcare, AI application enhances the performance of diagnosing disease and
health risk assessment (Waring et al., 2020; Zhou et al., 2020a, 2020b). AI systems
can process a large scale of personal data to facilitate personalized healthcare and
precision treatments and medicine (Ali et al., 2021), for instance, improving patient
care with precision medicine and mobile health, high-performance management of
health systems, better understanding public health, and facilitating health research
and innovation. (Abdel-Basset et al., 2021).With the large scale of data resource inte-
gration from different areas, AI may generate more health care application scenarios
(Dwivedi et al., 2021; Price & Cohen, 2019).

In terms of the comparative study, we found that current AI policies promote
AI as a fundamental technological ecosystem in every application area. AI policies
from different application areas all mentioned the importance of data resources for
the development of AI technology. At the current stage, AI technological ecosystem
and application scenarios are highly dependent on the integration and utilization of
various data resources. The development of AI is showing strong characteristics of a
data-driven innovation. This crucial dependency on data for training issues as well as
for actual performance of its function leads directly to the discussion of the potential
risks ofwidespreadAI application. In the following Sect. 4, wewill lookmore closely
at AI-related TA activities in Europe and beyond, and finally will uncover the most
striking issues discussed with regard to the societal implications of AI.

4 TA Activities in the Field so far and Options
for the Future

4.1 Analysis of EPTA-Activities

The policy documents discussed above provide an overview of diverse national AI
policies, mainly with regard to promoting AI as a key factor for future economic (and
societal) development. This section analyses studies andfindings fromTA institutions
around the world. The main focus here lies on the—often unintended—societal and
ethical issues.

To date, most institutionalized TA activities are located within Europe and the
USA. However, there is increasing interest around the world in TA and TA-like
activities. EPTA is a network of organizations doing TA within or for their respec-
tive parliaments at a regional, national or European level. Since the U.S. Govern-
ment Accountability Office (GAO) became an associate member in 2002, EPTA
has extended beyond Europe and currently comprises 23 parliamentary TA (PTA)
institutes. This process of global networking between PTA institutions now includes
Chile, Japan, Mexico, and South Korea (Peissl & Grünwald, 2021). EPTA provides
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a joint website22 which is based on a database of TA projects, reports, policy briefs
and news. We undertook a title and abstract search for the period 2008–2021 using
the search strings “AI, machine learning, algorithm, robot, social media, and democ-
racy”. Based on the results we identified 173 entries; 73 projects, 39 reports and
61 policy briefs.23 Cleaning the dataset by removing duplicates, including news and
policy briefs for projects where a report was also available, we ended up with 80
entries for analysis.

The data show that PTA institutions have been aware of upcoming technology
and related questions since 2008. The abstracts of these 80 entries were analyzed
and clustered depending on the respective primary focus of the report or project.
These PTA activities were mostly associated with AI (35) and robotics (13) in
general. Together with digitalization (6), autonomous systems (5), algorithmic deci-
sion systems (7), and algorithms (3), this covers 69 of the 80 entries. The remainder
address emerging technologies (3), labor (2), democracy, social media, surveillance,
5G, quantum technology, and financial technologies.

In a second step we found a set of keywords associated with areas of research.
These show the characteristics of (P)TA studies: they are often interested in the
general overview (25) of a development and try to figure out impact in several dimen-
sions. The second domain of interest was the labour-market and implications for the
workforce (12), third is the aspect of democracy (9), followed by ethics and health-
care (6 each). The legal framework for AI (4) and mobility and education (3 each)
bring the total keyword analysis to 68 out of the 80 included entries. The other 12 deal
with sustainability, the pandemic and space (2 each) and specific themes like surveil-
lance, robot maintenance, quantum computing, precision farming, drug production,
and consumer protection.

4.2 Main Areas of Discussion

In this section we will discuss some of the main areas of research on AI and society
undertaken by PTA institutions. As already mentioned, there is a lively discussion
about the effects of AI, automation, robots, and digitalization in general on the
labor market. An overview of the different approaches in EPTA-member countries is
given in the EPTA report of 2016 (EPTA, 2016). Unfortunately, a sharp distinction
between the different domains is not possible, therefore the different areas are exam-
ined together. This is not problematic for our context, as AI can be seen as a basic
technology for robots, automation, and digitalization of jobs beyond the production
line.

The debate was triggered by a study by Frey and Osborne (2013), which showed
that about 47% of all jobs in the USAwere at high risk of being computerized within
approximately 20 years. The main objection raised against this study’s findings was

22 www.eptanetwork.org.
23 Search conducted 31.05.2021.

http://www.eptanetwork.org
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its historical analogy, which claims that all technological advances in history have
also led to an increase in new (other) jobs. This argument, however, ignores the fact
that economic conditions were different in earlier periods (Cas & Krieger-Lamina,
2020). With digitalization, we are facing completely new challenges, with ICT and
AI flooding all areas of life, not only the production and service sectors.

The 2013 study has also been criticized for its methodological approach, but has
been repeated in different contexts. An overview is given in Cas and Krieger-Lamina
(2020), based onLovergine and Pellero (2018). Although the high number of affected
jobs was not replicated in other studies, the mere fact that the potential impact could
be so large has led to discussions of the future labor market and unemployment. This
attention may lead to less of an impact being seen in the future, as when we address
the future, it is usually the beginning of shaping that very future.

The same applies to the area of social media platforms and their impact on societal
communication, polarization and democracy. An EPTA-report provides an overview
of different approaches to tackle the theme of “digital democracy” by EPTA-member
States (EPTA, 2018). The digitalization of communication in the form of the internet
originally gave rise to the hope that itwouldmakedemocratization andbroader partic-
ipation possible. However, the developments of the last few years in the field of social
media show that, in contrast, democratic structures and processes can be endangered.
AI is not an insignificant contributor to this. The algorithms used by online platforms
lead to a reinforcement of extreme positions and thus enable polarization in the spec-
trumof opinions,whichmakes constructive discoursemore difficult. As shown by the
examples of both campaigns in 2016 for the election of President Trump in theUS and
the Brexit vote in the UKmicro-targeting on social media can be used to specifically
approach voters and provide them with very different targeted content. In this way,
general awareness-raising and fair information, by for example traditional media,
are counteracted, and influence is exerted on these elections. Furthermore, there is a
danger that these digital tools and infrastructure can be attacked and misused from
the outside. This means that central elements of the political sovereignty of states
can be undermined.

The relationship between new communication possibilities and AI-driven social
media and democracy and the rule of law is of particular importance. TA-institutions
at the European Parliament, in Germany, the Netherlands, Norway, Switzerland and
the USA have conducted specific studies on this (Bieri et al., 2021; EPTA, 2018;
GAO, 2020; Kind et al., 2017; Kolleck & Orwat, 2020; Marsden & Meyer, 2019;
Neudert &Marchal, 2019; Tennøe & Barland, 2019; Van Est & Kool, 2017). Almost
all other studies by EPTA members dealing with the effects of the widespread use
of AI also address this fundamental challenge.

4.3 Responsibility, Transparency and Ethics

In more than a quarter of the analyzed TA-studies from EPTA members we can find
basic issues like responsibility, transparency or ethics included in the abstract. These
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issues are also discussed in the broader existing literature on AI and societal impact.
It clearly shows that the most striking issue besides the direct effects on the labor
market/workforce and communication and democracy are the more fundamental
issues of responsibility, transparency and ethics. AI applications are intended to
widely support decision-making or, even more riskily, autonomously decide upon
certain actions. Processes triggered by AI systems may have impact on individuals
or groups, their chances of societal participation, or even their very existence. So, it
is fair to ask, who should be responsible for these decisions? In order to be able to
locate problems or failures in algorithms, or other parts of the algorithmic decision-
making systems (ADM), there is a need for transparency with regard to their internal
mechanisms and the context of application.

Therefore, here we will present some lines of argumentation in depth. A promi-
nent example of AI is its use in speech recognition and language processing. As the
core element of digital assistants such as Smart Speakers like Alexa, Google Assis-
tant or Siri, AI has found its way into many households and smartphones. There-
fore, machines or systems have found their way into our households (and to some
extent also to public offices) where they can not only comprehensively monitor our
behaviour, but also influence it, from thewaywe communicatewithmachines, to how
we communicate with each other, and how we move around our own homes. Since it
is foreseeable that in the future, voice commands and thus digital speech recognition
and language processing will be used in other areas (from cars, to systems’ control
in offices, and manufacturing), some fundamental questions arise: What is AI, what
can it do and where are the limits to its application, if there should be any at all?
What ethical principles guide considerations about what we want machines to do in
the future, and what we don’t?

For an ethical discussion, here we focus on an aspect of these definitions that
comes from earlier approaches to AI. What does “artificial intelligence” mean? This
is all the more difficult because there is no comprehensive, conclusive definition
of “intelligence”. For technical developments, the ISO established a definition for
“artificial intelligence” in 2015. In this understanding, AI is the “capability of a func-
tional unit to perform functions that are generally associatedwith human intelligence
such as reasoning and learning.” (ISO/IEC JTC 1, 2015). However, “reasoning” and
“learning” fall short of describing human intelligence comprehensively. In any case,
AI research and development is trying to teach machines behavior that is modelled
on, and as close as possible to, human behavior and decision-making processes. A
distinction is usuallymade betweenweak and strongAI. InweakAI, algorithms solve
individual, specific tasks, but do so quickly and, depending on the subject matter,
to a very high quality. Examples include analyzing large amounts of data, pattern
recognition, and predictions based on recognized patterns. Strong AI, on the other
hand, describes a state where machines should have comparable intellectual skills
to humans, and ultimately have consciousness similar to humans. However, this is
primarily a visionary philosophical concept whose realization is widely doubted for
the foreseeable future (Apt & Priesack, 2019). The discussions about a “superin-
telligence” which could ultimately prove superior to human intelligence and even
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dominate humans, also fall into this area. Although this is a controversial topic, it is
more likely to belong to the realm of science fiction.

From today’s perspective, all available AI systems belong to the “weak AI” cate-
gory. In addition to the above-mentioned advantages/abilities, they also have some
fundamental deficits. These include a low capacity for abstraction, especially in the
transfer of experience and learned knowledge to other contexts, high requirements
for the pre-structuring of data, information and environments, and a lack of under-
standing and reasoning in the empathic sense. Even Alpha Go Zero, one of the most
elaborate AI systems, is not able to do so. As a result, AI systems lack experience,
tacit knowledge, judgment, empathy, and courtesy, as well as social learning and
emotions that characterize humans and human intelligence. Or as Zweig (2019) puts
it “an algorithm has no tact”.

AI systems are designed to make more or less “autonomous” decisions based
on available data and predetermined algorithms. When consequences for people or
things result from these decisions, the question of responsibility arises. This usually
becomes relevant in the case of negative consequences. So, who bears responsibility
for the decisions made by AI systems? The systems themselves currently have no
legal personality. However, responsibility is not only borne for negative damaging
events. Responsibility is also derived to a certain degree from knowledge and compe-
tence. Therefore, one could also assume responsibility of such systems (which do not
exist) for positive events. For example, what happens when a digital assistant hears
someone calling for help, when children say they are being beaten, etc.? (Vlahos,
2019). Should a digital assistant then be required to call for help, or report assumed
crimes? To this end, it is possible to discuss the question of when a certain type of
reaction appears to be called for. This can be solved relatively easily by analogy with
comparable situations involving humans. Appropriate behavior would then have to
be programmed into the AI’s algorithms. Much more fundamental, however, is the
question of how a digital assistant comes to know about such situations in the first
place. If it has been activated by one of the persons concerned, the system will listen
in a permissible manner. However, since it could be argued that the digital assistants
could be helpful in an emergency (sound the alarm), it would be conceivable to argue
for their permanent activity. Here, however, an ethical conflict arises that points to
the fundamental discussion of the security which can be brought by surveillance,
and the cost of that security, in terms of, for example, loss of privacy. The decision
is very much context-bound: under particularly threatening circumstances, such as
in a hospital intensive care unit, we would like to be comprehensively monitored.
But what about in everyday life? Do we want to be bugged everywhere so that we
can potentially get assistance at some unknown point in an emergency (which will
not necessarily occur)? How much "insecurity" can we humans stand, how much is
reasonable for us, and how much security can actually be generated by additional
surveillance?

AI systems are already integrated into many aspects of everyday life. They are
interaction partners and also filters. Streaming services (Netflix, Spotify, etc.), Face-
book, or even digital assistant providers such as Amazon and Google contain a large
scale of personal data resources that can be applied to precise user portrait purposes
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(Taffel, 2021); thismeans that they already knowmore about our personal preferences
than our closest friends. Algorithms reinforce our purchasing decisions and solidify
preferences. They thus determine the preferences of their users. In response to criti-
cism of this, algorithms have been proposed which will make alternative suggestions
in order to strengthen the sovereignty of users. But, this does not solve the problem,
rather the opposite: they have an even more manipulative effect because they suggest
an apparently objectified determination of preferences. But the result is the same in
that the sovereignty of the user is—intentionally or not—drastically reduced (Stubbe
et al., 2019).

Another problem in human interaction with AI (Amershi, 2019; Cai, 2019) arises
from the attempts which are being made to make the systems as close as possible to
the human way of communicating. However, no AI has yet passed the Turing test
(Turing, 1950). Problematically, there is a strategic aspect of communication hidden
in many applications of AI. That is, the systems try to feign a human counterpart in
order to gain trust—whichmachines donot have a priori.However, this is not the same
as two people talking to each other. Openness and transparency are important for the
sovereignty of humans in interaction. Digital assistants have a similar effect, often
docilely simulating an emotionless exchange with little controversy. Communication
here loses its ambivalence, which humans know how to deal with through social
experience, and through which we find out how we appear to others, and who we
are to the other person. From an ethical perspective, this kind of communication
with AI, which simulates a supposedly cooperative social interaction, whilst behind
the scenes it pursues strategic purposes, is highly questionable (Stubbe et al., 2019).
Current developments attempt to intentionally “enhance” the perfection of computers
with human flaws and weaknesses. Unlike classic robot voices, Google Duplex, for
example, inserts irregularities into sentences. Thus, apparent pauses for thought can
be heard, or a “Mhmm”muttered nowand then, togetherwith abrupt pauses in speech.
This gives the impression that the AI is responding to the conversation partner, or
thinking (Kremp, 2018). Duplex was supposed to be integrated into Google Assistant
on a test basis in 2018 (Herbig, 2018) and is now active in 49 states of the US and
some other countries like Australia, Canada, India, Mexico, New Zealand and the
UK (Callaham, 2021). Even if these applications currently only work in limited
contexts and are trained for specific situations (hairdresser appointments, restaurant
reservations), it nevertheless points to a fundamental ethical problem: users must be
aware and able to know when communication with a machine is taking place.

A very different dimension of an AI application in communication is the
MOODBOX smart speaker, introduced in 2016. It is primarily used to play music,
but has built-in AI—called EMI—via the MOODBOX that is supposed to be able to
detect the emotional status of the user from their utterances. The smart speaker checks
how the owner is feeling and plays music to match the emotional state (Gineersnow,
2016). In this technology, of course, there is also great potential for the marketing of
other goods and services, whose marketing/advertising is tuned to be easier to sell
in certain psychological states.
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With regard to emotion detection, we face some fundamental issues in AI and
biometrics. The range of applications already include automated analyses of indi-
vidual behavior patterns, such as a person’s individual way of walking, as well as
facial and emotion recognition, which are particularly controversial due to the enor-
mous social risks. Emotion recognition is not only used in the advertising industry,
but also to some extent in job interviews, in call centers and also in robotics/AI devel-
opment (Masoner, 2020) (e.g. in the field of autonomous vehicles or for human–robot
interactions). Toyota’s new Concept-i series of automobiles is said to use AI systems
and application of biometrics to recognize the driver’s emotions by analyzing facial
expressions and tone of voice. Thus, if the system (the A. I. Agent Yui) detects that
the driver is stressed, it shall switch to autonomous driving mode (“Mobility Team-
mate Concept”). Alternatively, if the system registers signs of decreased alertness,
the driver’s sense of sight, touch and smell should be able to be stimulated to put
the driver in a more alert state. In this way, the driver’s stress level can be increased
by smells, etc., but can also be reduced vice versa. The system is also designed to
access a range of data from social media platforms, as well as activity and conversa-
tion content, in order to identify the user’s preferences (Cheng, 2017). Furthermore,
Toyota has announced that it has entered into a partnership with Microsoft, as have
a number of other manufacturers in the automotive sector (Dudley, 2016). Emotion
recognition is also controversial inAI research itself, both in terms of scientificity and
meaningfulness, and a number of experts are calling for bans on emotion recognition
(Honey & Stieler, 2020).

Machine ethics and ethics for AI

Machine ethics has been discussed frequently. It deals with rules in the field of AI
and robotics. A distinction must be made here between ethical rules for AI systems
and robots, and the so-called ethics of machines, or machine morality. The moral
machine, which gives itself rules and then acts according to them, will only become
relevant with the implementation of so-called strong AI, but is currently rather more
the topic of science fiction than AI research.

The starting point for many considerations on the ethics of AI are the early robot
laws of Isaac Asimov. These three laws, which Asimov developed in 1942, are
supposed to counteract the robot’s potential danger to humans by prohibiting actions
(or omissions of actions) that cause harm to humans (first law), leaving the power
of command over the robot with the human (second law), and ensuring the robot’s
self-preservation (third law). The laws are hierarchically structured, i.e. the third law
may only be followed as long as the first two laws are not violated by it. However,
as influential as Asimov’s work was initially, it does not provide a sufficient and
effective basis for the design of robots in general (Čas et al., 2017; Clarke, 1993,
1994).

Transparency as central requirement

The evocation of a potentially emerging “superintelligence” has certainly fueled the
media hype surrounding ethical (and often dystopian) issues of AI. But there are
also enough questions about the current state of the art and the expected further
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development of weak AI that should be discussed and resolved in a broad societal
discourse. This is all the more so as AI already plays an important role in people’s
everyday lives, and will play and influence many more in the near future. A central
demand in this discourse is that of transparency, both about the use of AI (see above),
and the modes of its operation, the built-in algorithms and their mode of action.
Transparency is a necessary but not sufficient condition to control systems and thus
build trust in them, which can also promote social acceptance. Society, and affected
users or persons concerned, need to know how it works, but they also need a legal
framework to be able to call for disclosure and sue for damages. There is also a
need for institutions, which are able to both legally and technically deal with open
questions from those affected. This leads to ongoing discourse on different levels of
transparency and the respective means of governance.

Catalogue of ethical principles for AI

Besides transparency and (ex-post) evaluation of algorithmic systems there is a funda-
mental need to set standards for the whole development process from the very begin-
ning. There are already a large number of initiatives of various kinds around the
world that deal with ethical principles for AI. These include supranational associa-
tions such as the OECD, international professional associations such as the IEEE,
and civil society initiatives.

A few examples illustrate the aims of these initiatives and their overlaps: funda-
mentally, the European Group on Ethics in Science and New Technologies of the
European Commission published a declaration on artificial intelligence, robotics and
“autonomous” systems inMarch 2018 (EuropeanCommission;DGResearch& Inno-
vation, 2018). This calls for the launch of a process that would pave the way for the
development of a common, internationally recognized ethical and legal framework
for the design, production, use, and governance of artificial intelligence, robotics,
and “autonomous” systems. The declaration also proposes a set of ethical principles,
based on the values enshrined in the EU Treaties and the Charter of Fundamental
Rights of the European Union that can guide the development of this process:

• Human dignity
• Autonomy
• Equality and solidarity
• Responsibility, accountability
• Justice
• Democracy, rule of law
• Safety, security
• Physical and mental integrity
• Data protection and privacy
• Sustainability.

These fundamental principles should guide the development process on a meta-
level, but there are also more specific requirements. In 2017 the Asilomar AI prin-
ciples were developed—23 demands in the domains of research, ethics and values
and long-term issues (Future of Life Institute, 2017). In 2018, the U.S.-based NGO
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Public Voice published universal guidelines for AI (The Public Voice, 2018) and
presented them at a major privacy conference in Brussels.

In 2019, a group of experts presented a policy paper with guidelines for the EU
(AI HLEG, 2019). Based on fundamental rights and ethical principles, the guidelines
list seven key requirements that AI systems should meet to be trustworthy:

• Human action and oversight
• Technical robustness and security
• Privacy and data management
• Transparency
• Diversity, non-discrimination and fairness
• Social and environmental well-being
• Accountability.

They are more or less equivalent to the dimensions raised in Public Voice guide-
lines. However, they go further by demanding the prohibition of secret profiling
and making the general statement that governments must not generalize citizen
assessment.

As can be seen from these lists, there seems to be a consensus that human dignity
must be preserved, and humans should have ultimate control over systems. In turn,
the resulting accountability can only be exercised if there is transparency regarding
the modes of operation and algorithms. Transparency is also a basic condition for
the establishment of efficient control systems, which are indispensable for effective
regulation. In the context of global competition for the further development of AI,
Europe tries to gain a quality advantage and thus a competitive edge with high ethical
(and technical) standards. This is one of the main objectives of the proposed AI Act
by the EU-Commission inApril 2020.24 Even though this proposedAct evolved from
a consultation process, it does not cover all respective issues, deemed important from
different stakeholders. However, it opens up public discourse on issues like high-risk
AI systems, profiling, data protection, and biases in AI systems and ethics. This
means that the limits society wants to set for advanced AI will have to be discussed.
What do we want to delegate to machines, and what do we never want machines to
decide?

According to Grimm (2018), “in order to use the Promethean potential of digi-
talization for a good life, we need … a digital value culture based on four pillars:
(a) education and training (promoting ethical digital competence), (b) business and
industry (value-conscious leadership, sustainable data economy), (c) research (inter-
disciplinary projects that bring together ethical and technological perspectives), and
(d) political will (promoting value-based technology research)”. In a global context
TA could be a valuable partner in this enterprise, contributing on different levels.

24 https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A52021PC0206.

https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A52021PC0206
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5 Conclusions on Practical Perspectives for Increased
Global TA Co-operation and for Including Global TA
in International Debate and Governance

This paper shows some of the hopes and fears regarding the widespread use of AI
in more or less all areas of living. Visions of technological development, economic
growth, higher efficiency and a better life are contrasted with a potential loss of
workforce, poverty and dangerous development of cultures of discourse, which—
combined with power inequalities—may lead to erosion of democracy.

AI as an emerging policy context has attracted widespread attention from govern-
ments, industry, culture and research in major economies around the world. Driven
by policies in major economies such as China, the EU and the US, AI is gradually
moving from basic research to more concrete application scenarios. However, there
are still a number of issues and challenges before AI can become a truly general-
purpose technology. Along its way, AI needs open discourse based on scientific facts,
taking into account societal values. There is already input fromTA institutions around
the world on the specific features and potential impact of AI implementation. But
there are open questions, which need translation from technological development to
every-day life and back—and even more so on a global level.

As AI will influence nearly all areas of life, the context of use will be very diverse.
In order to foster the development of responsible AI, there is a need for a global
ethical baseline for AI developers, implementers and users. Elaborating general
and globally accepted guidelines or codes of conduct need broad discourse and the
participation of all those potentially involved together with affected stakeholders.

Transparency of AI systems is a fundamental prerequisite for accountability
and control. There is a gap between understanding this requirement and the often
mentioned “black-box” inAI, which supposedlymakes it impossible to get full trans-
parency over system-internal processes of decision-making. So, what kind of trans-
parency is achievable, and what is needed?What does it mean if those demands don’t
match? Clarifying this in an interdisciplinary manner and communicating possible
options to politics is a basic function of TA.

The diffusion and application of AI technologies has the potential to bring
about tremendous changes to the social structure. The digitalization of human
society will continue to be accelerated with the application and diffusion of AI
technologies. However, AI as a new social resource will also be affected by the
differences in resource allocation due to the previously existing problems in the
traditional social structure. The development of AI will increase the potential risk of
digital inequality on a global scale.

Responsible AI urgently requires global collaborative governance in a multi-
cultural context. While AI has demonstrated the potential to become a general-
purpose technology in a global context, the application scenarios of AI technology
in specific countries and regions will be influenced by social, economic, cultural, and
religious differences. Responsible AI should be based on the premise that it respects
the diversity of people, and cultural and social settings, aswell as theAI scenarios and
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the diversity of governance concepts. Based on the diversity of governance concepts,
all countries should enhance the transparency and credibility of AI development
through collaborative governance in a global context. In addition, responsible data
is the cornerstone of responsible AI.

The development and application of AI technologies will have a significant
impact on geopolitical relations on a global scale. There are huge differences
between developed and developing countries in terms of data resource allocation,
basic research and development capabilities, and the level of industrial transforma-
tion. Accordingly, if AI is treated as a general-purpose technology, the realization of
AI application scenarios will potentially create new global development imbalances
that are detrimental to the achievement of the UN Sustainable Development Goals.25

Abundant empirical research is required to determine whether AI can be
regarded as a general-purpose technology. As mentioned in the policy discussion
in Sect. 3, current policies of application areas promote AI as a fundamental techno-
logical ecosystem in every domain. However, AI is still far from a general-purpose
technology in terms of economics and societal performance. In addition, the devel-
opment of AI strongly relies on the integration of related data-driven technologies.
Data resource allocation is the key to determining AI as a general-purpose tech-
nology. However, a large amount of data resources (including personal data) is now
controlled by giant online platform companies with significant market power. From a
long-term perspective, data resource monopoly is not conducive to sustainable inno-
vation in AI technologies. Therefore, both policy research and practice require an
integrated view that data governance, platform governance and AI development be
viewed as an intact ecosystem.

All of this calls for accompanying research and monitoring, as well as cross-
cultural negotiation processes about desirable properties of AI systems and limits of
application. TA can constructively contribute to this, if it succeeds in establishing
corresponding global processes and institutions.
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