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Preface

This book summarizes the main results of the Collaborative Research Center Trans-
regio 75 (SFB-TRR 75), which was funded by the German Research Foundation
(DFG) from January 2010 to June 2022.

The overall goal of the SFB-TRR 75 was to improve the understanding of funda-
mental droplet processes, especially those occurring under extreme ambient condi-
tions. These include, for example, near-critical thermodynamic conditions, very low
temperatures, strong electric fields, or extremegradients of boundary conditions. This
goal was achieved through close collaboration between scientists from the Univer-
sity of Stuttgart, the Technical University of Darmstadt, the Technical University
of Berlin, and the German Aerospace Center (DLR) in Lampoldshausen from the
fields of thermodynamics, fluid mechanics, mathematics, computer science, elec-
trical engineering, and visualization. Accompanied by experimental studies, they
developed new analytical and numerical descriptions that are prerequisites for the
prediction and optimization of technical systems with droplets and sprays as well as
for the prediction of droplet-related occurrences in nature.

The focus evolved throughout the project from the consideration of small systems
with single droplets, to droplet interactions and to more complex fluid systems.

All members of the SFB-TRR 75 are very grateful for the financial support and
guidance from the German Research Foundation during the project period (project
number 84292822).

Stuttgart, Germany
Darmstadt, Germany
Stuttgart, Germany
November 2021

Kathrin Schulte
Cameron Tropea

Bernhard Weigand
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Collaborative Research on Droplet
Dynamics Under Extreme Ambient
Conditions

Bernhard Weigand, Kathrin Schulte, Andreas Dreizler, Claus-Dieter Munz,
and Cameron Tropea

Abstract A fundamental understanding of droplet dynamics is important for the
prediction and optimization of technical systems involving drops and sprays. The
Collaborative Research Center (CRC) SFB-TRR 75 was established in January 2010
to focus on the dynamics of basic drop processes, and in particular on processes
involving extreme ambient conditions, for example near thermodynamic critical
conditions, at very low temperatures, under the influence of strong electric fields,
or in situations involving extreme gradients of the boundary conditions. The goal
of the CRC was to gain a profound physical understanding of the essential pro-
cesses, which is the basis for new analytical and numerical descriptions as well
as for improved predictive capabilities. This joint initiative involved scientists at the
University of Stuttgart, the TUDarmstadt, the TUBerlin, and the GermanAerospace
Center (DLR) in Lampoldshausen. This first chapter provides a brief overview of
the overall structure of this CRC as well as a summary of some selected scientific
achievements of the subprojects involved. For further details the reader is referred to
the subsequent chapters of this book related to the individual subprojects.
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1 Introduction

Many processes in nature and technology are influenced by droplet dynamics. These
include ubiquitous phenomena and applications, such as rain clouds or fuel injec-
tion into combustion chambers, but also highly advanced devices such as rocket
engines or spray based production processes in the pharmaceutical industry. Due
to their omnipresence, droplets have been the focus of scientific interest for a long
time: Plateau [34] and Lord Rayleigh [38] for example studied the generation of
droplets from liquid jets under the influence of surface tension in the 19th century.
The books of Pruppacher and Klett [37] and of Lefebvre [23] can be seen as seminal
works in the field of droplets in nature or engineering, respectively. While there are
many scientific results available about droplet processes in complex systems, they
are often restricted to moderate ambient conditions. However, many processes take
place under extreme ambient conditions. This holds for the near critical or super-
critical conditions in modern combustion engines as well as for thunderstorm clouds
with their high electric fields or supercooled droplets impinging on airplane wings,
to name just a few examples. Much less research has been conducted in these areas,
which is due to the increased effort in theoretical and numerical modelling or the
necessary complexity of experimental equipment. Therefore, detailed research in
this area not only demands extensive methodological development or improvement
of experimental techniques and numerical models, but also very close interaction
between numerical and experimental research. Thus, the consequential involvement
of expertise from fields like thermodynamics, fluid mechanics, mathematics, com-
puter sciences, electrical engineering and visualization is required. The SFB-TRR 75
combined the knowledge and expertise of scientists from all the above-mentioned
disciplines. The multitude of thermodynamic processes with droplets under extreme
ambient conditions can be divided into a few classes: The CRC set itself the goal of
investigating the following extreme ambient conditions in droplet dynamic processes
in more detail:

• Droplets near the critical point and at high pressures
• Droplets in strong force fields (e.g. electric fields)
• Droplets at extreme temperatures in thermodynamic non-equilibrium
• Droplet processes with extreme gradients (e.g. at the three-phase contact line)

According to the basic insight that complex droplet dynamic processes can be
determined by the interaction of numerous elementary processes, the CRC concen-
trated since 2010 on illuminating the physics behind such basic processes in a generic
manner. In order to give these rather abstract extreme ambient conditions a concrete
reference to individual processes and systems, the investigations within this CRC
have been carried out in connection with selected guiding examples. These guiding
examples are:

1. Phase transition of supercooled and potentially electrically charged droplets in
clouds

2. Impact of supercooled large droplets on aircraft components



Collaborative Research on Droplet Dynamics Under Extreme Ambient Conditions 3

3. Behaviour of water droplets on insulating surfaces in high voltage power trans-
mission systems

4. Behaviour of droplets in rocket combustion chambers
5. Behaviour of fuel sprays in future combustion systems

In each of these guiding examples, one or more processes under extreme ambient
conditions can be observed. Selected results of the work in the SFB-TRR 75 are
summarized in [54, 55, 57, 58]. The CRC comprises 18 subprojects in three research
areas, which are listed below together with the individual principle investigators of
the subprojects:

Research Area A: Methods and Fundamentals

• SP-A1: Interactive visualization of droplet dynamic processes (T. Ertl)
• SP-A2: Development of numerical methods for the simulation of compressible
droplet dynamic processes under extreme conditions (C.-D. Munz)

• SP-A3: Analysis and numerical simulations of front and phase field models for
droplet dynamics (C. Rohde)

• SP-A4: Molecular dynamics simulation of droplet evaporation in the non-linear
response regime (F. Müller-Plathe)

• SP-A5: Simulation of themechanical deformation andmovement of droplets under
the influence of strong electric fields (E. Gjonaj, S. Schöps)

• SP-A7: Modelling and simulation of droplet collisions at modified ambient pres-
sures, with high velocity and concentration gradients and for immiscible fluids
(D. Bothe, K. Schulte)

Research Area B: Free Droplets

• SP-B1: Investigation of the behaviour of supercooled droplets concerning evapo-
ration, condensation and freezing at different boundary conditions (B. Weigand)

• SP-B2: Experimental investigation of droplet evaporation under extreme condi-
tions using temporally highly resolved laser diagnostic methods
(G. Lamanna, A. Dreizler)

• SP-B3: Modelling and simulation of droplet evaporation in different gas environ-
ments under supercritical conditions (A. Sadiki)

• SP-B4: Experimental investigation of transient injection phenomena in rocket
combustors at vacuum conditions with flash evaporation (M. Oschwald)

• SP-B5: Modelling and simulation of the flash evaporation of cryogenic liquids
(A. Kronenburg)

• SP-B6: Droplets subjected to temperature and velocity gradients using atomistic
simulations (J. Vrabec)

Research Area C: Droplets with Wall-Interactions

• SP-C1: Numerical simulation of the transport processes during drop impingement
onto heatedwalls with special consideration of the evaporating three-phase contact
line (T. Gambaryan-Roisman, P. Stephan)
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• SP-C2: Highly resolved measurements of heat transfer during drop impingement
onto a heated wall with particular consideration of evaporation at the three phase
contact line (P. Stephan, T. Gambaryan-Roisman)

• SP-C3: Impact of supercooled droplets onto cold surfaces (S. Jakirlic, C. Tropea)
• SP-C4: Interaction of a single drop with a heated wall at high ambient pressures
(I.V. Roisman, C. Tropea)

• SP-C5: Mechanical and electrical phenomena of droplets under the influence of
high electric fields (V. Hinrichsen)

• SP-Z: Administration of the SFB-TRR 75 (B. Weigand)

The declared goal of the SFB-TRR75was to gain a deeper physical understanding
of processes with droplets under extreme ambient conditions. Based on this, methods
to describe them experimentally, analytically and/or numerically have been identi-
fied and implemented. The better understanding of the basic underlying processes
enables more precise predictions of their behaviour and dynamics and, thus, also an
improvement of the prediction of processes in larger and more complex systems in
nature or in engineering applications.

2 Research Area A: Methods and Fundamentals

Many challenges exist in multiphase flows under extreme ambient conditions. There
are not only open questions in engineering applications, but also in the fundamental
physical,mathematical andnumericalmodelling. Projects to address these challenges
with respect to methods and fundamental tools were combined together in Research
AreaA.Numerical and analytical methodswere developed, whichwere prerequisites
for conducting the work in the other research areas. The topics in Research Area A
have been linked to the three main areas:

• Numerical methods for the direct numerical simulation of droplet dynamics
• Thermodynamic modelling of surface phenomena
• Visualization

2.1 Numerical Methods for the Direct Numerical Simulation
of Droplet Dynamics

The improvement and extension of the mathematical and numerical modelling of
multiphase interfaces were the focus of subprojects in Research Area A. The devel-
opment of simulation tools for the direct numerical simulation of droplets in the fully
compressible regime was the objective in SP-A2 and SP-A3.
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To emphasize the consistency of the thermodynamic and hydrodynamic mod-
elling, a sharp interface approximation of the phase transition front was applied in
SP-A2 (see Jöns et al. in this volume). The phase interface is considered as a dis-
continuity in the macroscopic continuum equations. Direct numerical simulations
of flows with droplets require several components for the simulation tool: A solver
for compressible multicomponent flows with an equation of state for real fluids,
methods for coupling the different fluids and algorithms for tracking the material or
phase boundaries. In SP-A2 the sharp interface coupling is based on the ghost fluid
method and on the solution of the multiphase Riemann problem [8]. The tracking of
the material boundary is performed by a level-set approach. Level-set and the flow
equations are all calculated with a discontinuous Galerkin method, in which locally
the resolution can be improved by h-p adaptation. The thermodynamical modelling
for the two-phase flow scenarios in a high pressure and temperature environment was
considered in [9]. Phase transition effects are included by the solution of the two-
phase Riemann problem at the interface, supplemented by a phase transition model
based on classical irreversible thermodynamics. An exact as well as an approximate
Riemann solver were constructed. Numerical results compared to molecular dynam-
ics data for evaporation in a shock tube and steady state evaporation exhibited a good
agreement with the reference data from molecular dynamics, see [15, 16]. Figure 1
shows the distribution of the velocity magnitude for a 2D shock/-drop interaction,
where the interface is depicted by a white line.

Themodelling of liquid–vapour flowwith phase transition requires accurate phys-
ical and mathematical models and the implementation into efficient numerical meth-
ods and programs. In SP-A3 (see Magiera and Rohde in this volume), compressible
models for the dynamics of single droplets and droplet ensembles were developed
and studied analytically and numerically. Both, a sharp interface approach and a
diffuse interface approach were considered. There was a close cooperation between
SP-A2 and SP-A3, with the focus on the numerical modelling and application and
into the mathematical foundations, respectively (see [8, 17]). Analytical Riemann
solvers for basic isothermal two-phase flow scenarios were developed in SP-A3.
For complex thermodynamical settings, an interface solver was constructed based

Fig. 1 Velocity magnitude distribution of a 2D shock/-drop interaction. The phase interface is
depicted in white
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Fig. 2 Evolution of a droplet ensemble and trend to (spherical) equilibrium. (Source [17], reprinted
with permission from Elsevier under No. 5039260334246.)

on molecular dynamics simulations [17]. It was shown to be even applicable for
two-phase flows with multiple components. To understand merging and splitting
phenomena for droplet ensembles, diffuse interface models were considered [30].
For the Navier–Stokes–Korteweg systems variants, numerical schemes were devel-
oped by reformulating the capillarity operator by a relaxation procedure such that the
hyperbolicity of the full set of equations are recovered. Figure 2 shows the evolution
of a group of droplets towards a single large droplet by coalescence [28].

In the subproject SP-A5 (see Gjonaj et al. in this volume) droplet dynamics in
strong electric fields has been investigated numerically by means of an electrohy-
drodynamic (EHD) simulation model [33]. The fluid flow is in the incompressible
regime and has been simulated via OpenFOAM, coupled to an electro-quasi-static
field computation based on the charge conservation equation. This coupling allows
the charge convection and relaxation phenomena to be included in the simulations,
which are typical for droplet and spray processes. Furthermore, the model contains a
detailed description of contact angle dynamics for capillary flows in the presence of
electric fields and charges. One class of applications was the simulation of oscillating
droplets on the surface of high voltage insulators. For this investigation, there was
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Fig. 3 Onset of electrospray from a sessile droplet shown at different time instants. The colour map
depicts electric field strength. Left: methanol. Right: a heptane mixture. The electrical conductivity
of the heptane mixture is chosen to be nearly one order of magnitude smaller than that of methanol.
Adapted figure with permission from [32], Copyright 2020 by the IEEE

close cooperation between SP-A5 and SP-C5 focusing on the experimental validation
of simulation results obtained with the EHDmodel. The contact angle characteristics
resulting from this analysis provide the basic measure for the estimation of the incep-
tion field thresholds for electrical discharges occurring on the insulation layer of high
voltage devices [31]. The second class of applications was the numerical character-
ization of electrosprays. Extensive electrospray simulations for various liquids with
different electrical and mechanical properties provided quantitative insights into the
electrospray dynamics. In particular, scaling laws for the charge-radius droplet char-
acteristics were determined for different applied voltages and capillary flow rates in
the transient as well as in the steady state electrospray regime [32]. The simulation
results in Fig. 3 illustrate exemplarily the effect of electrical conductivity on the
droplet size and density distributions at the onset of electrospray for two selected
liquids.

2.2 Thermodynamic Modelling and Surface Phenomena

An important topic in multiphase flows is the accurate thermodynamic modelling of
the surface phenomena. Such research topics were considered by the projects SP-
A4 and SP-A7. This work was important for the further development of simulation
tools, but also for the analysis and interpretation of experimental results. Molecular
dynamic simulations with many particles performed in SP-A4 contributed to the
study of evaporation of nanometer droplets at hot surfaces. Here, non-equilibrium
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Fig. 4 Evaporation of a nanodrop from a surface with contact-line pinning and unpinning. a Both
contact lines reside on the solvophilic surface regions (blue, contact angle 67◦). b When the drop
becomes too small to span the distance between the solvophobic regions, one contact line unpins and
quickly traverses the solvophobic region (white, contact angle 115◦). Such jumps are characteristic
for chemically nanopatterned surfaces. cThe drop is too big for one solvophobic region and therefore
squeezed into an unfavourable shape with a large contact angle. d The drop has shrunk enough to
fit onto one solvophilic region, the contact angle is back to its equilibrium value [61]

molecular dynamics were developed, by which steady evaporation processes were
observed in detail at different complex surfaces.

The understanding of basic mechanisms in heat transfer, adhesion, and phase
transition requires insight into the local phenomena of liquid gas and liquid–solid
contact. Since the characteristic length at these interfacesmeasures only a fewmolec-
ular diameters, one needs microscopic simulations to gauge thermodynamic and
continuum models. Molecular dynamics simulations investigate these phenomena
on a molecular scale. Simulations in SP-A4 with many fluid particles contributed
to the study of evaporation of nanometer-size droplets from hot surfaces. For this
purpose, new non-equilibrium techniques were developed, by which evaporation
processes can be observed in detail at different complex surfaces in a steady state for
better statistics [62]. The evaporating droplet is replenished by rapidly duplicating
molecules at its center, while removing molecules in the gas phase far away from
its surface. Incidentally, this splitting method can also be used to calculate mutual
diffusion coefficients by reverse non-equilibrium molecular dynamics [4].

The models and algorithms were applied to investigate phenomena as different
as the jump pinning/unpinning motion of the contact line during droplet evaporation
from a nanopatterned surface (see Fig. 4) and the strong influence of the contact line
curvature on the contact angles and the contact area of a drop, both in equilibrium and
during evaporation [60]. SP-A4 investigated the rebound of impinging drops from
solvophobic surface and its suppression by small amounts of polymer additives. Two
molecular modes of action have been shown to work side by side [22] (see also Lee
et al. in this volume).

Collision processes play a major role in different science and engineering prob-
lems ranging from cloud dynamic processes to technical spray applications. A real-
istic description of the droplet dynamics needs the understanding of the elementary
process of binary droplet collisions. The focus of SP-A7 (see Potyka et al. in this
volume) was the proper modelling of the collision process according to the collision
outcome bouncing, coalescence or drop disintegration, as well as the collision of dif-
ferent liquids. The program Free Surface 3D (FS3D) has been further developed with
respect to the predictive description of these phenomena and to capture the complete
physics of the droplet collision numerically. In particular, an integrated subgrid-scale
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t in µs 60 160 260 360 460 560 660 760

t in µs 60 160 260 360 460 560 660 760
1

Fig. 5 Morphological comparison of simulation results (bottom) for an off-center collision of a
silicon oil M5 (light) and a 50% glycerol-water solution (dark) with experimental results (top) (see
[35] for further details). Pictures of experiments provided by courtesy of C. Planchette. A tool
developed in SP-A1 (see Heinemann et al. in this volume) has been used for the visual analysis

modeling based on an enhanced lubrication approximation allows to account for the
rarefied flow dynamics inside the thin gas layer between colliding droplets [25].
High-resolution simulations predicted droplet collisions in the spattering regime and
provided detailed insights into the evolution of the rim instability [24]. For the case
of collision of immiscible liquids, the complexity of the process strongly increases
due to the occurrence of a triple line. An enhanced continuous surface stress model
was introduced for an accurate surface force computation, which is also applicable to
thin films [35]. Moreover, a new face-based interface reconstruction has been devel-
oped and extended to the case with appearance of triple lines [19]. For collisions of
fully wetting liquids, excellent agreement with experimental data was achieved in
different collision regimes; an example is shown in Fig. 5.

2.3 Visualization

The third topic in Research Area A was visualization, which contributed to nearly
all other projects. The main goal of SP-A1 (see Heinemann et al. in this volume)
was the development of new and improved algorithms especially for interactive visu-
alization of droplet dynamic processes from large, time-dependent simulations and
experimental data. These research activities included the development of new meth-
ods for the analysis of single droplets and droplet groups, but at the end also for the
investigation of sprays. Here, the challenge was the analysis of the enormous amount
of data. Novel visualization techniques were required to handle the increasing com-
plexity of simulation and experimental data and the complex physical phenomena
under investigation. The visualization of phase transitions constituted an essential
research field. Techniques were developed to analyse multiphase processes such as
evaporation, icing and drop impingement. Coalescence and break-up events needed
to be visually presented in an interactive explorable way. As an example a visual-
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Fig. 6 Jet dataset with selected time steps shown. (Top) Jet (purple) is injected from left, and due
to its high velocity at the nozzle, it splatters into various-sized droplets (blue). (Bottom) Parametric
graph shows the space-time evolution of the jet stream. Edge clusters represent droplets with similar
area to volume ratio. The box in the middle shows an enlarged node with volume distribution
indicated on the clustered edges. A node cluster can be unfolded (left box) and folded back to reveal
the actual edge connectivity and drop geometry. Here, highly deformed ligaments with large area
to volume ratio are visible. ©2017 IEEE. Reprinted, with permission, from [18]

ization of a jet breakup is shown in Fig. 6. Tools for the visual analysis of energy
transport were designed to obtain information about phase transitions, also in the
context of the three-phase contact line. New visual tools were necessary for the anal-
ysis of large droplet groups and sprays, as well as for various physical phenomena
investigated in SFB-TRR 75. SP-A1 spanned visualization techniques for observing
physical phenomena, such as energy transport or collisions for single droplets, to
the analysis of large-scale simulations with sprays and jets. In addition, the task of
finding relevant structures, features of interest or a general dataset overview was
addressed in this subproject.

3 Research Area B: Free Droplets

In Research Area B, different phenomena of free drops under different extreme
thermodynamic and fluid dynamics conditions were investigated. The overall scien-
tific objective was to understand the physical mechanisms underlying these droplet
dynamic processes. Based on this physical understanding, models were developed
and validated. The necessary validation data were provided in this research area,
partly using new laser diagnostic approaches. The mathematical models formed the
necessary basis for numerical simulations of systems defined via the CRC guiding
examples. The investigations in Research Area B focused on

• Phase transitions of supercooled droplets (evaporation, melting and freezing pro-
cesses) that are in thermodynamic non-equilibrium
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• Transcritical evaporation and mixing processes
• Flash evaporation of cryogenic liquids under near vacuum conditions

3.1 Phase Transition of Supercooled Droplets

The formation of ice crystals of arbitrary structures, e.g. also by collisions within
clouds, is still very poorly understood. However, this is of importance for a correct
description of cloud dynamics. SP-B1 focused on this topic for free droplets, whereas
SP-C3 in Research Area C focused on the wall interaction of supercooled droplets.
The dynamics of supercooled droplets is characterized by their metastable state
and the resulting phase change. An improved understanding and a more accurate
prediction of the phase changes of and in supercooled droplets is of fundamental
interest, e.g. for the understanding of cloud dynamics at high altitudes and for the
development of improved climate models. The focus in SP-B1 (see Reutzsch et al.
in this volume) was therefore on studying evaporation, sublimation and freezing of
supercooledwater droplets.On the onehand, physically consistent numericalmodels,
capable of calculating all three phase transitions, were developed [43, 45]. On the
other hand, the numericalworkwithin the programFS3Dwasvalidated and compared
with different experimental results [44, 47]. In an optical levitator, the dynamics of
supercooled water droplets was investigated by light scattering and shadowgraphy
methods for ambient conditions corresponding to temperatures appearing in clouds at
high altitudes. From this, sublimation and evaporation rates of frozen and supercooled
droplets were determined and compared with direct numerical simulation (DNS)
results. Figure 7 shows on the left the temporal development of an ice crystal from

Fig. 7 Temporal evolution and rendered simulation of freezing ice particle (left); Experimental
results for the time evolution of a levitated drop from liquid to frozen state (right)
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a spherical seed and a rendered picture of the simulation result. On the right in Fig.
7, the time evolution of a levitated drop is shown from the liquid to the frozen state.

3.2 Transcritical Evaporation and Mixing Processes

The transcritical and supercritical region of fluids involve extremely high pressures
and temperatures. These conditions, which are important e.g. for energy conversion
systems, are still poorly understood with respect to evaporation and mixing. This
topic has been investigated in SP-B2, SP-B3 and SP-B6.

The focus of SP-B2 [20, 21] is on dynamics of single droplets at near criti-
cal conditions, see also Lamanna et al. in this volume. Figure8 exemplarily shows
the mixture fraction of n-hexane in the wake of an evaporating droplet and gas
temperatures assuming adiabatic mixing [2]. Contrary to sprays, droplets provide a
simplified configuration, for which analytical solutions can be obtained to describe
the simultaneous exchange of mass and energy at high pressure conditions. For an
experimental investigation, a high-pressure, temperature controlled test rig, equipped
with an electrical droplet generator, was built to perform experiments under well-
controlled conditions. Several laser diagnostic methods have been developed and
improved. Spontaneous Raman scattering [2] and combined laser induced fluores-
cence and phosphorescence [36] enabled the measurement of gas composition in
the wake of an evaporating droplet, gas temperatures and, for the case of acetone,
mean droplet temperatures. Laser-induced thermal acoustics has been extended to
enable the measurement of the acoustic damping rates in the supercritical region of
pure fluids [56]. Based on these measurements, the importance of bulk viscosity in
the liquid–like supercritical region was assessed and closure models for describing
momentum transport and dissipation effects in supercritical fluids were evaluated.
For the example of the onset of single-phase mixing, the analysis revealed that in the
presence of large temperature and concentration gradients evaporation processes are
highly important.

InSP-B3 (seeKuetemeier andSadiki in this volume), the dynamics of sprays under
transcritical conditions was investigated using large-eddy simulation (LES). Multi-
component real fluid systems were considered. Based on models for the simulation
of evaporating single droplets, the goal was to further develop innovative models for
sprays. For this purpose, a regime spanning evaporation model and a subgrid scale
model taking anisotropy into account were integrated into an Euler-Euler as well as
an Euler-Lagrange simulation. As a new approach, the entropy inequality (second
law of thermodynamics) was considered in the large-eddy simulation. Thus, on the
one hand, the physical consistency of the subgrid scale modeling was ensured and on
the other hand, the potential of entropy production as an analytical tool for the assess-
ment of fluid dynamic processes was explored. Obtained by means of the developed
Eulerian-Eulerianmethod, Fig. 9 shows exemplarily the field of mass density evolve-
ment during the disintegration of an elliptic jet of supercritical fluoroketone injected
into a supercritical helium environment. The numerical model includes a description
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Fig. 8 n-hexane droplets in nitrogen atmosphere. Single droplet mixture fraction result for nitrogen
atmosphere temperature of 533K, injector temperature of 473K and pressure of MPa (left). Number
density data estimated adiabatic mixing temperature curves dependent on mixture fraction. Varying
ambient nitrogen temperature as shown, injector temperature fixed at 473K and a pressure of MPa
(right)

Fig. 9 Instantaneous field of mass density at mid-plane section of the fluoroketone jet: Eulerian-
Eulerian-based LES results of a grid resolution with ca. 3 million control volumes. Jet spreading
angle: 19◦ (Experiment: 20◦) and effect chain of processes evolving

of the two-phase flow fluid with phase change as multi-component mixtures in which
the real fluid properties are accounted for by a composite Peng-Robinson equation
of state. It reproduces correctly the jet disintegration regimes as observed experi-
mentally (see [29]) in terms of penetration length along with mass density and jet
spreading angle. The effect chain of the evolving processes is especially consistently
reproduced.

The behaviour of droplets under strong non-equilibrium conditions is poorly
understood. In the associated heat and mass transfer phenomena, the phase boundary
between droplets and their environment plays a crucial role. Due to its typically very
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small spatial extent, the phase boundary in non-equilibrium can be directly simulated
using atomistic molecular dynamics, providing detailed insight on a sound physical
basis. In SP-B6 (Heinen et al. in this volume), liquids and gases interacting with each
other across a phase boundary, such as liquid nitrogen and gaseous hydrogen, were
studied under non-equilibrium conditions using atomistic simulations. One focus
was on the question under which conditions the atomization process transitions from
a two-phase behaviour to dense-fluid mixing. The influence of strong temperature
and composition gradients was considered with respect to heat and mass transfer

Fig. 10 Left: Temperature dependence of the intra-,Maxwell-Stefan and Fick diffusion coefficients
for the mixtures (top) , (center) and (bottom) at 9 MPa and = 0.99mol mol-1. Right: Simulation
results for the Fick diffusion coefficient (green squares) are compared with predictive equations
(lines) by Sassiat et al. (black) [48], Wilke and Chang (blue) [59], Catchpole and King (green) [3],
He and Yu (red) [14] and Scheibel (cyan) [49]
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as well as the physical quantities of the phase boundary. In addition, for trans- and
supercritical fluid conditions, diffusion coefficients for binary solute systems were
predicted by equilibrium molecular dynamics simulation and the Green-Kubo for-
malism. Several predictive equations for the Fick diffusion coefficient [3, 14, 48, 49,
59] were compared with present simulation results. As shown in Fig. 10, although
some equations were able to reasonably predict the temperature dependence of the
Fick diffusion coefficient at the studied conditions, none of the studied equations
could be established as reliable.

3.3 Flash Evaporation of Cryogenic Liquids Under
Near-Vacuum Conditions

Although important phenomena of spray dynamics and flash boiling have been
described in the literature, valid and physically consistent modelling is lacking. Fur-
thermore, similar to the studies of supercritical droplets, only very few validation data
under well-controlled boundary conditions were available. Therefore, a combined
experimental and numerical approach has been followed by SP-B4 and SP-B5.

At high altitude, liquid fuels are injected under cryogenic conditions into rocket
combustion chambers where very low pressures prevail. The associated pressure
drop leads to superheating and subsequently to eruptive vaporization (flash boiling)
with rapid expansion. To investigate this complex phenomenon, a test rig was set up
in SP-B4 (see Rees and Oschwald in this volume) with a special cryogenic injection
system for the injection of molecular nitrogen under flash boiling conditions [41].
High-speed shadowgraphy and phase Doppler measurements were used to study the
spray jet topology, droplet size and droplet velocity for a wide range of parameters.
With increasing superheat, the transition from narrow and turbulent sprays to wide
opened, fine and well atomized sprays was observed. Based on the experimental
results, a new break-up regime called wide flashing regime for highly superheated
jets was found [42]. The transition to this regime is visualized in Fig. 11 using
shadowgraphy images. The phase Doppler measurements in wide flashing liquid
nitrogen sprays revealed fast and large droplets close to the injector, while the sprays
become more monodisperse with slow and small droplets for an increasing distance
to the injector [39, 40]. This extensive database is available for the validation of
numerical simulations.

Numerical simulation of flash boiling is of great importance e.g. for the design
of rocket combustors. For this a detailed phenomenological understanding of bub-
ble growth and bubble-bubble interactions and their effect on spray breakup, droplet
dynamics and subsequent mixing processes is needed. Complementary to the experi-
mental studies in SP-B4, DNS [5, 6, 26] and RANS [10] simulations were conducted
in SP-B5 (see Gärtner et al. in this volume). RANS simulations were also performed
for the overall process to investigate fluid dynamic effects and shock wave formation
downstream of the injector [10]. Figure 12 shows an example of the temporal devel-
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Fig. 11 LN2 sprays with different degrees of superheat for the atomization regimes a aerodynamic
break-up, b transition regime and c fully flashing regime and the new d wide flashing regime

Fig. 12 Time sequence of the spray breakup process and droplet generation. Break-up in the
ligament stretching regime with conditions 120K, 5, We 3.62, Oh 0.104

opment of the spray break-up process and droplet generation for selected boundary
conditions [26]. As an important result for this aspect, it was found that only bubbles
close to the jet surface grow significantly. Bubbles at distances greater than ten bub-
ble diameters from the jet interface can be neglected in the dynamics of jet expansion
and break-up [5].

4 Research Area C: Droplets with Wall-Interactions

In Research Area C drops with wall interactions have been studied. The extreme
ambient conditions were related to elevated pressure, hot and/or cold walls, and
applied electric fields. The overall goal in all of these studies was to better under-
stand the physical phenomena involved in the respective interactions with the aim
to improve predictive capabilities through physics based models. All of the subpro-
jects included in the research program involved experiments, theoretical analyses
and numerical simulations, yielding well verified and advanced models. The inves-
tigations in Research Area C focused on

• Droplet and spray interactions with hot walls
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• Droplet/-wall interactions with cold walls
• Droplet/-wall interactions under the presence of strong electric fields

4.1 Droplet and Spray Interactions with Hot Walls

The applications in mind when conceiving this research area were diverse, but
timely and challenging. Three subprojects (SP-C1, SP-C2 and SP-C4) involved drops
impinging onto hot walls, a phenomenon encountered in numerous situations, but
especially when the drops are used for cooling, either with or without phase change.
At higher wall temperatures of course, the drops evaporate, greatly increasing the
heat flux from the wall, since the latent heat of vaporization is exploited. However,
this phase change also introduces a strong influence of the thermodynamic condi-
tions on the hydrodynamics of drop impact. This is a particular challenge, extending
beyond the well-established knowledge base of isothermal drop impact onto walls.
Furthermore, at high heat flux levels, the heat removed from the substrate must also
be taken into account, becoming a conjugate heat transfer problem. In combusting
systems this occurs often at elevated pressures; hence, this extreme condition was
also investigated. At extremely high wall temperatures, typical of transient cooling
and/or quenching, the challenge is further to predict the Leidenfrost point, i.e. the
transition from film boiling to nucleate boiling.

SP-C1 (see Sontheimer et al. in this volume) and SP-C2 (see Gholijani et al. in this
volume) address the same physical phenomenon, the former in terms of numerical
simulations and the latter in terms of laboratory experiments. In both cases the drop
impingement is onto a substrate at a temperature above the saturation temperature but
below the Leidenfrost temperature of the impinging liquid, i.e. the liquid is wetting
the substrate surface and evaporating at the same time. This generic situation applies
e.g. for spray cooling at moderate heat flux levels. The heat transfer mechanism is a
combination of single phase convective heat transfer and phase-change heat transfer.
The hydrodynamics of isothermal drop impact are already well known; however,
in the non-isothermal case with a superheated wall, there is a strong interaction of
heat transfer and hydrodynamics, and this is specifically addressed in SP-C1 and SP-
C2. The associated heat transfer represents a particular challenge due to numerous
factors. For one, drop impacts are characterized by an inertia dominated spreading
phase followed by a surface tension dominated retracting phase. The internal flow in
the drop, which is totally different in these two phases, strongly affects the thermal
boundary layers in both, the drop and the substrate. Hence, the exact internal flow
behaviour and the velocity of the three-phase contact line during the spreading and
retracting phases become important for the convective and the evaporative heat trans-
fer and vice versa. A particular emphasis in SP-C1 and SP-C2 is placed on correctly
measuring and modelling this “micro region” flow and heat transfer. The numerical
treatment of this problem requires modelling at both, the macro and the micro scale,
and an appropriate connection between the two. A very revealing physical insight
afforded by SP-C1 is illustrated in Fig. 13, in which the heat transfer paths from
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substrate to drop to gas is graphically shown for the spreading and receding phase
of a drop impact. These exemplary results, obtained through numerical simulation,
underline the importance of the contact line micro region.

The heat transfer from single drop impacts was characterized in dependence of
impact parameters and material parameters, expressed in dimensionless form [12].
This work was then extended to the case of multiple drop impacts, either vertically
coalescing or side-by-side. Furthermore, the influence of elevated pressure on the
heat transfer was quantified. These results then represent a first step to extend basic
knowledge about single drop impacts to spray impingement by supplying appropriate
scaling parameters of the net heat transfer.

SP-C2, the experimental pendant to SP-C1, addresses the challenge of measuring
the heat transfer in the micro region around the three-phase contact line. For this,
two dedicated and novel experimental facilities were designed and constructed. In
one facility the concept of a moving wall and stationary contact line in laboratory
coordinates was introduced. This simplifies the observation of phenomena at the
contact line. The substrate was heated using Joule heating of a chromium layer:
A chromium nitride layer with high emissivity was used together with an infrared
camera with high spatial and temporal resolution to monitor the evolution of the
temperature profile near the contact line. In this manner the transient heat flux at the
three-phase contact line could be computed.

The experimental results confirm the associated numerical simulations in SP-C1.
The heat flux at the forward moving contact line reached levels twice as high as at
a receding contact line. This is due to the stronger micro-convection at the contact
line and the thinner boundary layer inside the drop. Additional experiments were
performed at elevated pressures, confirming a decrease in overall heat flux due to the
reduction in latent heat of vaporization, which specifically reduces the evaporation
in the receding phase.

The peak heat flux observed at the steady state three-phase contact line was also
observed for the transient phases during drop impact. Besides varying the impact
parameters of drop size and impact velocity, also the influence of structured and
porous substrates was investigated. Finally, experimental data for vertical and hor-
izontal coalescing drops were collected for comparison with the accompanying
numerical simulations [1, 11]. An example measurement result of the time resolved
impact of two drops captured with a side view camera and the associated computed
heat flux distributed across the wetted area is shown in Fig. 14.

When a drop impacts onto a heated wall, the associated heat transfer depends on
numerous quantities, above all the temperature of the substrate. In general the heat
transfer is categorized according to the so-called boiling curve regimes: convective
heat transfer, nucleate boiling, transition boiling and film boiling, whereby the latter
two are separated by the Leidenfrost point. In the framework of SP-C4 (see Schmidt
et al. in this volume) the transition regime was further elucidated, revealing the phe-
nomenon of thermal atomization, in which the drop makes contact with the substrate
resulting in a large number of small secondary droplets, followed by a levitation of
the remaining drop liquid and a break-up of the liquid fragments into larger drops
through the Rayleigh-Plateau instability. For all of the above-mentioned regimes,
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Fig. 13 Heat transfer paths during the a spreading phase and b receding phase of the drop impact.
The isotherms with a spacing of 2K and streamlines are shown in a moving reference frame close
to the contact line

Fig. 14 Side view images of an impact and merger of two drops (upper line) and bottom view
computed images of heat flux of a horizontal coalescence of two drops (lower line). (, , , )

theoretical models were developed and validated to predict the heat transferred upon
drop impact and the drop lifetime until complete evaporation. A further insight was
gained about the threshold temperature , from which on drops rebound and the pre-
diction of this point for a given drop impact and substrate material. The threshold
point separates film boiling, in which the heat transfer is very low, from nucleate
boiling, which exhibits very high heat transfer; thus, at the Leidenfrost point the heat
transfer takes a minimum value. In Fig. 15a–c different outcomes of drop impact,
deposition, partial and complete rebound, are shown after impact of the substrate at
various initial temperatures. The dependence of the drop residence time on the wall
temperature is shown in Fig. 15d. The novel insight gained is related to the impor-
tance of the substrate material, in particular the thermal effusivity of the substrate.
The heat transfer at these high temperatures is strongly a conjugate heat transfer
problem; hence, the rate at which the thermal boundary in the substrate develops
becomes an important factor in defining this point [50].

While the initial research program was concerned with the impact of single drops
onto heated surfaces, later work investigated the impact of sprays, as would be found
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Fig. 15 Typical outcome phenomena of a drop impact in the regimes drop deposition, drop dancing
and drop rebound are shown in a, b and c. In d the residence time of the drops at the surface is
shown as a function of the surface temperature in comparison with the theoretical models. The
temperature indicates the onset of drop rebounds
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in spray cooling scenarios. This transient spray cooling deviates in some manner
from the steady state boiling curve view mentioned above, since the thermal history
of the substrate becomes influential. In particular, this work revealed the relative
duration in which the various heat transfer regimes were applicable.

4.2 Droplet/-Wall Interactions with Cold Walls

With reference to icing phenomena in the aviation industry, SP-C3 (see Gloerfeld
et al. in this volume) examined the impact of supercooled drops onto cold surfaces
and their subsequent solidification and accretion. Although the prediction of ice
accretion is a standard step in the aircraft certification process, most presently used
computational models are highly empirical and are not completely recognized as
a confirmation of airworthiness. This is especially true for more recent regulatory
stipulations, in which also icing from supercooled large droplets (SLD) must be
considered.

Although the degree of supercooling can be quite substantial (10 ◦C), in practice
SLD can remain in a meta-stable liquid state, even after impacting onto a solid sur-
face. The freezing is initiated by heterogeneous nucleation, which is influenced by
numerous factors, including the surface topology, temperature, possible contamina-
tion, all which may lead to a nucleation embryo. This is an extreme challenge to
predict, since the microscopic boundary conditions at work are not all known. Thus,
in SP-C3 a statistical approach was taken to formulate nucleation models expressing
the freezing delay between impact and first nucleation. Once nucleation occurs, the
freezing continues with dendrite propagation through the bulk, by which a small
volume of the liquid solidifies and the remainder warms to the melting temperature.
Models for this dendritic phase have also been developed [51]. At this stage, the drop
then solidifies according to the Stephan problem.

The complexity is increased with impacting drops because the wetted area on the
surface changes with time as the drop spreads and possible retreats, depending on
the wettability. Within the drop both a hydrodynamic and thermal boundary layer
develop and this then also influences the material parameters, especially the viscos-
ity. These influences on the hydrodynamics can alter the impact outcome, but also
the final iced area on the surface [53]. Also for this interaction between thermody-
namics and hydrodynamics, appropriate models have been proposed and validated
with experimental data [52].

A quantity of great interest and importance upon drop impact is the residual
volume, i.e. what portion of the impacting liquid remains on the substrate? This
directly influences the rate of ice accretion, which is an elusive quantity to measure
and in SP-C3 a novel method of measuring residual volume, also for drops which
have solidified on the substrate, has been developed and applied to deliver first data
on residual mass as a function of impact parameters [13]. The associated models
which have been developed are directly appropriate for integration into icing codes.
Measurements have also been performed for the case of impacting dendritic drops,
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Fig. 16 Image sequence of a dendritic frozen drop impacting with a velocity of originating from
a drop with an initial supercooling of

i.e. drops in which the dendrites have already formed. Such an impact is pictured in
the image sequence of Fig. 16.

4.3 Droplet/-Wall Interactions Under the Presence of Strong
Electric Fields

SP-C5 (see Löwe et al. in this volume) involved sessile drops exposed to various high
voltage electric fields, including alternating, transient and direct voltage. The specific
aims were twofold. For one, the influence of an electric field on the probability of
partial dischargewas investigated, sincepartial discharges greatly affect the durability
of insulators employed in high voltage power lines [46]. The challenge here is that
the influence is indirect: the electric field induces drop oscillations and deformations
and these then influence the field concentration around the drop, especially at the
three-phase contact line through drop deformation. The second aim was directed at
the influence of electric fields on the heterogeneous nucleation rate of supercooled
liquid sessile drops. This phenomenon is also of relevance to power transmission,
where icing influences the performance of the insulators [7]. Ice accretion alters the
shape of the insulators by bridging the space between the weather sheds andmay lead
to increased creeping currents or to a flash-over. The initial interest in SP-C5 lay in
the effect of strong electric fields on sessile drops, whereby not only the strength and
nature of the electric field was interesting—alternating, transient or direct voltage,
but also the orientation, either tangential or normal. Rather early it became clear, that
also the charge on the droplet would play a significant role and one example of this
influence is pictured in the image sequences of Fig. 17.

The drop deformation due to an applied electric field is presumed also to occur
on sessile drops residing on insulators of power transmission lines. Especially the
deformed drop shape at the three-phase contact line leads to strong electric field
concentration and, thus, to a higher probability of partial discharges. Such partial
discharges can severely deteriorate the surface of the insulating material and enhance
the aging process. In SP-C5 the partial discharge inception field strength could be
quantitatively determined and influencing factors identified such as electric field
frequency, surface inclination, presence of further droplets, constant or alternating
electric field, contact angle, or electric charge on the droplet. A second focus in SP-
C5 was the influence of an applied electric field on the nucleation of supercooled
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Fig. 17 Comparison of one cycle of an uncharged and a charged drop in resonance mode 1. a
Uncharged drop with a volume of 20 l and a voltage frequency of 27 Hz at an electric field strength
of 3.81 kV/cm and b charge drop (0.646 nC) with a volume of 20 l and a voltage frequency of 217
Hz at an electric field strength of 4.42 kV/cm. Reprinted (adapted) figure with permission from
[27], Copyright 2020 by the American Physical Society

sessile drops. Again, solidification of sessile drops on powerline insulators, represent
an increased hazard of creeping currents or flash-overs. This was a particular chal-
lenging task, since nucleation is a process only captured by statistical models and the
question arises whether the influence of an electric field is significant enough to be
distinguished above the inherent statistical various of the nucleation? This demanded
the development of a dedicated facility to lower the variability introduced in normal
experimental procedure. Based on this, experiments with a large ensemble of sam-
ples could then be performed, increasing the statistical significance of the results.
The conditions under which an electric field can have an influence on heterogeneous
nucleation was then quantified in dependence of various boundary conditions.

5 Conclusions

This introductory chapter has outlined the structure of the Collaborative Research
Center SFB-TRR 75 and illustrated some selected scientific achievements of this
project. This joint initiative involved scientists at the University of Stuttgart, the
TU Darmstadt, the TU Berlin, and the German Aerospace Center (DLR) in Lam-
poldshausen. The project started in January 2010 and ended in June 2022. Within the
CRC a strong interaction of the individual projects and involved scientists took place.
Great progress can be reported in the area of droplet dynamics related to extreme
ambient conditions in this project over the past 12 years. This progress is related
to the development of analytical models, for example for phase change problems,
sophisticated numerical methods, e.g. for droplet motion in compressible flows, for
phase change problems involving droplets or droplet motion in strong electric fields.
All analytical and numerical model developments have been supported and validated
by highly sophisticated experiments in all investigated areas. After the development
of new or improved experimental, theoretical and numerical methods, these methods
were increasingly used to study interaction mechanisms and complex fluid systems.
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The new findings were made publicly available in numerous publications and by
selected data sets via the homepage of the CRC: www.sfbtrr75.de.
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Interactive Visualization of Droplet
Dynamic Processes

Moritz Heinemann , Filip Sadlo , and Thomas Ertl

Abstract This article presents an overview of visual analysis techniques specifically
developed for high-resolution direct numerical multiphase simulations in the droplet
dynamic context. Visual analysis of such data covers a large range of tasks, starting
from observing physical phenomena such as energy transport or collisions for single
droplets to the analysis of large-scale simulations such as sprays and jets. With an
increasing number of features, coalescence and breakup events might happen, which
need to be visually presented in an interactive explorable way to gain a deeper insight
into physics. But also the task of finding relevant structures, features of interest, or
a general dataset overview becomes non-trivial. We present an overview of new
approaches developed in our SFB-TRR 75 project A1 covering work from the last
decade to the current work-in-progress. They are the basis for relevant contributions
to visualization research as well as useful tools for close collaborations within the
SFB.

1 Introduction

Understanding droplets and droplet dynamic processes is very important in many
areas of nature and technical systems. Modern research expands knowledge utilizing
high-resolution computer simulations and experimental measurements producing a
very large amount of data. However, these data need to be analysed and visualized
to allow gaining insights. Also in the context of droplets, flow visualization is the
adequate approach to do so. Traditionally, flow visualization focused on single-phase
flow, but of course, observing droplets involves at least two phases, adding additional
complexity to the analysis and visualization task.
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In this work, we mainly analyse datasets resulting from simulations carried out
with the Free Surface 3D (FS3D) [2] software. FS3D is a Computational Fluid
Dynamics (CFD) solver, which employs the Volume of Fluid (VOF) method [9].
The resulting data are defined on a grid, where each cell stores the volume fraction
of each phase in addition to a velocity vector. The VOF method does not inherently
track an interface between phases but reconstructs it in each time step based on the
VOF-field using piecewise linear interface calculation (PLIC). For interpretability,
PLIC is incorporated in the visualization for surface representation [13].

2 Surface Reconstruction from Multiphase Volume of
Fluid Simulations

The interface between different phases is probably one of the most interesting and
mostly considered quantities when analysing the result of multiphase fluid simula-
tions. Unfortunately, the VOF method does not track an interface and therefore it
needs to be reconstructed. This is not only required during the simulation but also for
the visualization. The reconstruction of an interface from a VOF-field can be inter-
preted as an isosurface extraction problem.However, traditional isosurface extraction
introduces a reconstruction error. This can especially be seen by observing cells that
are defined as interface cells according to the VOF method, but for which the isosur-
face lies completely outside of these cells. Therefore, fluid engineers should prefer to
view the surface reconstructed with the PLIC method, as this is the standard method
used within the simulation code, even if this reconstruction has the drawback of not
being continuous. An example of a PLIC surface is shown in Fig. 1.

The work of Karch et al. [13] presented a visualization approach as well as a
generalization of the PLIC method as a higher-order approximation of the interface.

Fig. 1 Left: Standard PLIC reconstruction of a droplet interface. Right: Generalization of the PLIC
surface to a higher-order approximation. The colour-scale shows the maximum discontinuity δmax
to neighbouring cells. ©2013 IEEE. Reprinted, with permission, from [13]
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Fig. 2 PLIC surface
visualization with ParaView
for a three-phase simulation.
Coloured are the different
classes of species setups
used within FS3D to
determine special cases
where the precomputed
normals must be used

While this still maintains the piecewise characteristic, the surface becomes much
smoother as can be seen in Fig. 1 (right).

Amore recent challenge are simulations including three instead of just two phases
or species. In such simulations, a second volume fraction field is required. Unfortu-
nately, this makes it much harder to calculate a gradient in these fields. The gradient
is required for the PLIC algorithm. According to this algorithm a PLIC patch within
a cell is placed by using the negative gradient as patch normal. Further these patches
are then placed iteratively to find a position such that the cell volume below the
interface matches exactly the volume fraction of the cell. By using two VOF-fields,
we now have the problem when looking up neighbouring cells for the calculation
of partial derivatives for the gradient, these cells might be occupied with the second
field and therefore no values would be available. To handle such cases, classifica-
tion of the species within a 3× 3× 3 stencil around each cell is required to apply
special calculations depending on the setup. These special cases are already handled
within FS3D [15], see also Potyka et al. in this volume during simulation and the
normals for the PLIC surface in these cells are stored as additional resulting data. For
the visualization part, we implemented respective cell classification and take these
additional normals into account. Further, the handling of three species requires an
extension to the classic PLIC surface placement algorithm to work on tetrahedral
cells instead of just cuboid cells, because in cells with all three phases some space is
already occupied by the third species. An example of such a result is shown in Fig. 2.

3 Analysis of Breakup and Coalescence

Multiphase flow analysis and visualization often focus on the phase interface surface.
However, in several applications droplet breakup and coalescence events occurwhich
are very interesting because of the underlying physics. Karch et al. [11] introduce
a space-time graph representation that allows exploring such events in a structured
way. An example is shown in Fig. 3. There, a 3D spatial view (Fig. 3a) and a 2D
parametric view (Fig. 3b) are combined. The 3D spatial view provides context to the
position and surface shape of a feature. Next to this, the 2D parametric view shows
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Fig. 3 A space-time graph for a dataset with colliding droplets. Time increases in downward
direction. a Droplet surfaces are shown for the time steps 0.021 s, 0.026 s, 0.039 s, 0.050 s, 0.060 s,
0.075 s and 0.084 s. b Space-time graph, where the red lines mark the time steps from a ©2017
IEEE. Reprinted, with permission, from [11]

Fig. 4 Space-time graph for a larger dataset with additional mapping of angular momentum to
colour. ©2017 IEEE. Reprinted, with permission, from [11]
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the graph structure providing connectivity information of feature instances between
time steps. For this work, initially, the different features need to be tracked. This
includes spatial and temporal tracking. Spatial connectivity is obtained by finding
face-connected cells with a volume fraction f > 0. Temporal tracking is achieved by
tracking particles seeded within each cell of a feature to the next time step and match
the resulting positions to spatial features within this time step. To provide additional
context in the visualization, the space-time graph is rendered as a Sankey diagram,
where the volume of a droplet determines the width of the graph edges (Fig. 3b).
Further, these edges can be extended to map additional quantities of single droplets,
for example, angular momentum, to colour (Fig. 4).

4 Visual Analysis of Droplet Dynamics in Large-Scale
Multiphase Spray Simulations

Large jet simulations generate terabytes of data containing thousands of droplets and
ligaments resulting from atomization processes. This makes it a laborious task to find
interesting behaviour of single outlier droplets as well as finding general behaviour
patterns in the overall droplet set. These difficulties not only cover the interactive
analysis task itself from a user perspective but also the fact that processing such
large amounts of data is not easy when targeting a highly interactive system. We try
to overcome these problems by introducing a new visual analysis system utilizing
modern machine learning and clustering techniques [8].

Our method uses multiple preprocessing steps to calculate useful physical quan-
tities and other indicator values assisting the user in the following analysis process.
Starting from the raw simulation output, the first step is to extract droplets from the
VOF-field. This is achieved by using face-connected component labelling on grid
cells that contain the fluid phase. In the next step, for each droplet instance, a vector
of physical quantities is calculated as a reduced abstract description of this droplet
instance. The quantities are volume, surface area, surface area to volume ratio, angu-
lar momentum, velocity, momentum, angular velocity, total energy, kinetic energy,
rotational energy, and residual energy. In addition, we store a geometric surface
representation, which later will be used for rendering.

To observe single droplets over time, we need to track the individual droplet
instances between the time steps of the simulation. This is done by tracing virtual par-
ticles using the velocity field, according to themethod introduced byKarch et al. [11].
The result is a graph containing temporal dependencies between all droplet instances
in all time steps of the simulation. From this, we can easily detect and exclude all
split and merge events in order to focus on the actual behaviour of single droplets.

We utilize hierarchical clustering according toWard’s method [10] on the droplets
within the abstract physical quantity space as a method to detect general behaviour
patterns. Hierarchical clustering has shown the best results in practice, compared to
density-based clustering algorithms such as DBSCAN [6]. The underlying problem
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Fig. 5 Overview of our visual analysis system (adapted from [8]). On top is the 3D surface view,
where the droplets are shown in the spatial context represented by their surfaces. Additionally,
quantities can be mapped to colour and a timeline of single selected droplets can be displayed.
Middle shows the quantity relation view. Here techniques such as parallel coordinate plots and a
scatterplot matrix allow presenting a large number of data points. Bottom is the flow view, which
is a fully integrated ParaView instance allowing detailed flow analysis of a single droplet selected
within the surface view
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is, that the distances between data points vary depending on the type of cluster
and DBSCAN will only detect a single large cluster with very similar droplets. All
other droplets will be single outliers and no further clustering structure can be found
among them. Unfortunately, hierarchical clustering has worse algorithmic scaling
performance and limits the number of data points to be clustered at a time. Therefore,
we applied the clustering to time-averaged droplet quantities instead of using each
individual droplet instance.

As a complementary method to focus on individual anomalous droplets, we uti-
lize neural network-based machine learning based on previous work by Tkachev
et al. [16]. We define a measure of anomaly in how likely the temporal behaviour of
a droplet is predictable with a relatively small neural network. Therefore, we use the
separation and collision-free time series of individual droplets. This time series is
cut into overlapping fixed-size windows of size k, where we feed the quantity vector
of k − 1 first subsequent time steps into a neural network, to predict the k-st time
step. The norm of the difference between the predicted and actual values are used as
the anomaly measurement value. One special aspect of our method is, that we train
a separate neural network for each quantity because the quantities seem to vary in
how likely they are predictable. This avoids that a less likely predictable quantity
influences another one.

Finally, we include all our precomputed values into an interactive system, as
depicted in Fig. 5. The system consists of three different views, each supporting a
different task. The 3D surface view provides a spatial context to the droplets and
shows their surface. Many filtering options allow for selecting quantity value ranges
of interest for aggregating data. Each quantity can be mapped to the droplet surface
by colour. In addition, the temporal development of selected droplets is shown next
to similar time series. The quantity relation view uses information visualization
techniques such as parallel coordinates and scatterplot matrices to present a large
number of droplets within the abstract quantity space. This allows searching for
general patterns and behaviour types between these quantities. Highly interactive
framerates are achieved by using the MegaMol framework [7] as the technical basis
for this view. The flow view is a fully integrated ParaView [1] instance, which is used
to support a deep analysis of a single selected droplet using the original simulation
output.

The system is used to analyse a jet dataset [4, 5] with the help of different tools.
First, we can take a look at the quantity relation view to find high-level relations
between the quantities. An example of the radius to velocity relation is shown in
Fig. 6. Here, the two main clusters within the scatterplot result from a two nozzle
setup within the simulation, where the outer velocity is higher than the inner velocity.
The linkage between the different tools of the systems allows to easily view selected
droplets from the scatterplot within the 3D surface view for spatial and geometric
context.

Automated clustering can pre-filter the droplets into groups of similar quantities
and droplet behaviour. The quantity relation view allows to interpret the different
clusters and inspect their value ranges (Fig. 7), even if there is no direct physical
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Fig. 6 Analysis example using scatterplot matrices to investigate the relation between radius
(distance to jet centre) and velocity (adapted from [8]). Selection in the scatterplot (red) (a, c, e)
is linked to the 3D surface view and can be used to only display selected droplets (b, d, f). The
dataset shows two clusters of different velocity (a, c) (next to a few outliers e), which are related to
the radius
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Fig. 7 The scatterplot matrix also allows the user to interpret the clusters within the physical
quantity ranges (adapted from [8]). a Here we can see, that volume is a very significant factor to
distinguish different clusters. b Cluster separation can be seen along the velocity dimension as well
as the spherical anisotropy dimension

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Fig. 8 The 3D surface view shows that clusters consist of droplets with similar shapes and sizes
(adapted from [8]). All droplets of a cluster are shown with the same surface colour. a All clusters
in one view. b–i Each of the 8 clusters shown individually

interpretation. Within the 3D surface view, we can observe a similar size and droplet
shape for all droplets of the same cluster (Fig. 8).

The prediction anomaly value is especially useful for highlighting interesting
droplets and for hypothesis forming and validation during analysis. We found differ-
ent droplet internal flow structures for different patterns of anomaly along with the
time series of droplets. For example, droplets with a constantly high anomaly value
or slowly decreasing value seem to exhibit saddle-type flow patterns. In contrast, low
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Fig. 9 Time series of a single droplet that exhibits increasing anomaly (in top row mapped to
colour). Detailed flow analysis with the integrated ParaView instance (bottom row) exhibits a vortex
structure within this droplet (adapted from [8])

anomaly droplets tend to show a shear flow pattern. We found only one droplet with
increasing anomaly (Fig. 9). This is the only droplet we could find where its internal
flow exhibits a vortex.

5 Geometric Approaches to the Analysis of Jets

Spray simulations result often in complex surface structures. Many droplets and
ligaments are rugged and interwoven, making visual analysis hard, especially due
to the occlusion. Therefore, existing analysis approaches are based on calculating
statics and other quantities such asmass or velocity distributions or by just visualizing
subsets of the data by slicing and clipping. All these methods are based on reducing
the observed data, which has the drawback of either losing details (as by global
statistics) or context (as by slicing or clipping). In this work, we aim to overcome
these problems by using geometric transformations to reduce occlusion, while trying
to keep relevant structures and minimize distortion effects.

The most simple, straightforward approach is to transform the surface representa-
tion from cylindrical coordinates to Cartesian coordinates. This allows to view a jet
from all sides at the same time, but of course, introduces distortion. Figure 10 shows
selected time steps from an animation of this transformation. Nevertheless, in cases
where the relative position of structures is more of interest than the actual shape of
the objects this method can still be effective to some degree.
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(a) (b) (c) (d)

Fig. 10 a–d Selected time steps of an animation of the jet data undergoing transformation from
the original surface view interpreted as cylindrical coordinates to Cartesian coordinates

Fig. 11 Jet simulation data transformed from cylindrical coordinates to Cartesian coordinates.
The view looks from the nozzle along the flow direction. The jet base is highlighted in green which
conveys that a large number of components is still connected to the base

With a second method, we try to keep the shape of single droplets persistent.
Therefore, we extract droplets and calculate the PLIC surface representation within
the original simulation domain in the same way as in Sect. 4. Then, we transform
the centre of mass and the orientation of a droplet from cylindrical to Cartesian
coordinates. This retains the shape of individual droplets, while only the distance
between them is distorted.

We implemented a dedicated tool that allows us to dynamically change the trans-
formation method at interactive speeds during rendering. Figures 11 and 12 show the
data undergoing the straightforward coordinate transformation. While some distor-
tion may affect the droplets, this view is especially useful to observe the base of the
jet. All sides can be observed at the same time and surface structures and waves can
easily be compared, even if they may be located on the opposite side of the jet within
the original spatial domain. To focus on the droplets themselves, the droplet-based
transformation as shown in Fig. 13 might be more useful. We can see the undistorted
droplets next to each other providing spatial context. The disadvantage of this is, of
course, that the distances between droplets are distorted.

These methods are still work-in-progress and will be extended in various ways.
First, we will investigate a combination of transformations, where the inner droplets
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Fig. 12 Opposite view direction compared to Fig. 11. The droplets at the bottom originate from
the centre of the jet and are distorted sidewards, while the droplets at the top originate from the
outer areas and are squashed together. In between is an area of relatively undistorted droplets.
Additionally, the droplets are coloured by the spherical anisotropy cs using the Viridis colourmap
(purple maps to low spherical shape and yellow would highlight an ideal sphere). This allows to
visually separate droplets from ligaments

Fig. 13 Same view as Fig. 12, but with the droplet position transformation. Now we can see the
original shape of each droplet, but still, the distance between the droplets is distorted

are transformedas inFig. 12,while the outer droplets are onlymovedas inFig. 13.The
challenge will be to find a smooth transition area, to prevent a prominent visual edge
and avoid potentially possible droplet collisions. Next, we will introduce non-linear
transformations to find a compromise between fluid and non-fluid phase distortion.
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6 Multi-Component Visualization

Karch et al. [12] presented a method for analysing feature separation in advected
scalar fields by calculating separation surfaces. The method is based on the idea to
track the movement of small fluid portions by representing them as virtual particles
which are tracked along the velocity field. In more detail, the method will place
virtual particles at a user-defined starting time step within the fluid phase. Then,
the particles are advected with the velocity field to a selected end time step. As the
particles are used to represent a fluid portion around them, it is now possible to label
each particle with the name of the feature in which it is located within the end time
step. Now within the starting time step, the labels can be used to extract continuous
regions of particles with the same label. The borders between these regions show,
where the fluid will separate at a later time step and can be visualized as separation
surfaces.

Unfortunately, during directmultiphase simulations often only every nth time step
is saved to disk. Due to this relatively coarse temporal resolution, the advected par-
ticles will diverge from the actual VOF-field. Therefore, Karch et al. [12] suggested
several corrector methods to keep the virtual particles within the VOF-phase.

Figure 14 shows the temporal development of the separation surfaces within a
binary droplet collision. Figure 15 provides a detailed clip of the separation surfaces
within the starting time step.

Currently, this approach is extended to support multiphase simulations with more
than two phases or species. For this work, we are using a dataset of Potyka and
Schulte [15] simulating a crossing separation (see also Potyka et al. in this volume).
This is a head-on collision of a 50% water and 50% glycerol droplet with a silicon
oil M5 droplet. The relative collision velocity is 3.17m s−1 and the radius of both
droplets is around 200µm. The dataset is shown in Fig. 16. The basic principle of
our method works the same as for two phases, but the labelling must now handle
multiple phases together and also the correctors need to be adopted. Figure 17 shows
very early results using this method on the dataset. As the corrector methods are not

Fig. 14 Separation surfaces within a binary droplet collision (adapted from [12]). The virtual
particles are seeded in the starting time step (left) and labelled (here represented by colour) by the
separated features in the end time step (right)
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Fig. 15 Detailed separation surface from the binary collision in Fig. 14 (adapted from [12])

Fig. 16 Crossing separation simulation by Potyka and Schulte (cf. [15], see also Potyka et al. in this
volume for further details). Head-on collision of a water-glycerol droplet (yellow) with a silicon oil
M5 droplet (blue). It can be seen that the silicon oil droplet flows around the glycerol/water droplet
and then splits up

Fig. 17 Composition of the separation surfaces within the start time step (left two droplets), the
advected particles at the end time step (small dots), and separated features at the end time step (right
two droplets). We can see that the blue labels are based on the final feature, which contains portions
of both initial materials
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fully adopted to three species, we can see that some particles are advected wrongly
(marked red in Fig. 17).We expect to significantly reduce the number of suchwrongly
advected particles once the implementation of these correctors is finished.

7 Two-Phase Flow Visualization on High-Resolution
Displays

The surface of jets or similar two-phase simulations is very often highly complex
with many detailed small scale structures. The limited size of standard workstation
screens forces the users to choose between having an overview or zooming into
a smaller region of interest for details. A powerwall [14] as a large-scale high-
resolution display has the potential to overcome this limitation. Users can see the
full geometric expansion of a dataset and small scale structures at the same time and
they can freely move in front of the powerwall to observe the details, while the global
context remains. Further, the powerwall can be used by multiple users at the same
time, allowing for interactive collaboration.

Using a powerwall for flow visualizations brings various technical difficulties
compared to a desktop workstation. The powerwall installed at the Visualization
Research Center of the University of Stuttgart is driven by ten 4K projectors and the
images need to be rendered in a distributed cluster. Therefore, standard visualization
software, cannot simply be used without further adjustments. We have chosen to
build on the Unreal Engine [3], as it already supports distributed rendering. This
includes synchronising settings and parameters across the render cluster and support
for splitting a camera into multiple local tiles, which can later seamlessly be shown
as a single image. While the Unreal Engine has the advantage of providing features
for utilizing the powerwall and great rendering results, we still need to integrate our
multiphase datasets. Both, for performance reasons and simplicity we have decided
to externally pre-compute a geometric surface representation of themultiphase simu-
lations using PLIC. This representation is stored in glTF format and can be imported
as an asset into the Unreal Engine. Figure 18 shows an example, where two users
collaborate and interactively analyse a jet simulation dataset.

With this development, we have demonstrated that with some technical effort
the potential of the powerwall can be utilized for multiphase flow visualization. The
Unreal Engine is a good technical foundation to set up the cluster environment and to
render high-quality images, however, common visualization tools such as filtering,
clipping and the handling of additional data values per droplet are not yet supported
by the engine and must be implemented. We now aim at evaluating the analysis
process and compare it to standard flow visualization techniques on desktop screens.
In order to benefit from collaboration, the interaction concept would need to be
extended to multiple users such that more than one person is able to control the view.
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Fig. 18 Surface of a jet simulation is rendered on the VISUS powerwall and is interactively
explored by two users

8 Conclusions

Even after a decade of research and development, interactive visualization of multi-
phaseflow remains a challenging problem.While also single-phaseflowvisualization
techniques continue to make progress, not all of these advances can be easily trans-
ferred to multiphase flow. As modelling and simulation of droplet phenomena have
evolved over the years within the SFB-TRR 75, so have the requirements for visual
analysis. Datasets have grown in size and complexity and many research questions
cannot be answered by standard postprocessing tools. In this paper, we have reported
on several new visualization techniques resulting from research in the project A01.
Most of them are published together with our collaboration partners, others are still
work-in-progress. The contributions cover a large span of topics ranging from phase
interface visualization, topology representation of breakup and coalescence as well
as tracking of separation surfaces, occlusion reduction within complex structures
such as jets, assisted analysis and hypothesis forming tools to reveal relevant struc-
tures in large datasets, to visualization on high-resolution powerwalls. Concerning
the visual analysis of simulations of more than two phases, only first steps have been
taken and many options for future research became visible. Machine learning tech-
niques were introduced as a means for identifying droplets with interesting features
and we expect more such approaches to be helpful for comparative visualization and
exploration of simulation ensembles.
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Development of Numerical Methods for
the Simulation of Compressible Droplet
Dynamics Under Extreme Ambient
Conditions

Steven Jöns, Stefan Fechter, Timon Hitz, and Claus-Dieter Munz

Abstract The computation of two-phase flow scenarios in a high pressure and tem-
perature environment is a delicate task, for both the physicalmodeling and the numer-
ical method. In this article, we present a sharp interface method based on a level-set
ghost fluid approach. Phase transition effects are included by the solution of the
two-phase Riemann problem at the interface, supplemented by a phase transition
model based on classical irreversible thermodynamics. We construct an exact Rie-
mann solver, as well as an approximate Riemann solver. We compare numerical
results against molecular dynamics data for an evaporation shock tube and a station-
ary evaporation case. In both cases, our numerical method shows a good agreement
with the reference data.

1 Introduction

To accurately predict phase transition in fluid flows with high pressure and tem-
perature, e.g., nozzles and rocket combustion chambers, several obstacles need to
be overcome. On the one hand, the lack of thermodynamic equilibrium necessitates
sophisticated models for the phase transition process. Thereby, one needs to consider
the microscale nature of the transition from a liquid to a vapor and the macroscopic
impact on the surrounding fluid flow. On the other hand, if the pressures and temper-
atures are in the vicinity of the critical point, the compressibility of both fluids can
not be neglected.

In the collaborative research council SFB-TRR75, a numerical framework for this
scenariowas developed in subproject TP-A2. The first and second funding period laid
the groundwork in close cooperation with TP-A3: a sharp interface level-set ghost
fluid method [14]. In this method, the grid size is assumed to be much larger than the
width of the interfacial transition zone. Therefore, the interface is approximated as
a discontinuity. The phases are treated individually from each other, while suitable
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jump conditions at the interface ensure the correct physical coupling. The bulk phases
are treated with a discontinuous Galerkin spectral element method (DGSEM) [4, 23,
32] and real gas equations of state [17, 22]. The computationally efficient high-
order DGSEM scheme can resolve fine details in the fluid flow. The use of a finite-
volume sub-cell shock capturing [43] allows simulating the classical phenomena in
compressible gas dynamics, e.g., shock waves. The position of the phase interface is
captured by a level-setmethod,which is also treated via theDGSEM.The coupling of
the two phases is done by applying a ghost fluid method [16, 37], in which the ghost
states are defined from aRiemann solver. Two-phase Riemann solvers were proposed
within the SFB-TRR75 by Fechter et al. [12, 15]. They included considerations on
evaporation, valid under isothermal conditions.

During the third funding period of the SFB-TRR75, thework ofTP-A2 focussed on
evaporation in non-isothermal conditions. This was a challenging task, as the compli-
cated thermodynamicmechanisms and the non-linear energy equation quickly lead to
instabilities in the numerical scheme if themodelling of the evaporation process is not
accurate. To gain more insight into the compressible evaporation process, a fruitful
cooperation with TP-B6 was started. By comparing molecular dynamics data from
TP-B6 with solutions of the authors sharp-interface method in [24, 25], a strategy
was developed to validate different evaporation models. Thereby, the method of Hitz
et al. [25] was constructed, that was able to simulate a non-isothermal shock tube sce-
nario with evaporation. Deviations from the molecular dynamics data of TP-B6 were
limited to the temperature profile. Discussions of related scenarios exist in literature
by the experiments of Simões-Moreira and Shepherd [42]. However, a description
of the observed evaporation was only possible with a mixture approach. Le Métayer
successfully made use of the Chapman-Jouguet theory in [34], though this approach
is limited to the case of the maximum possible mass flux, which strongly simpli-
fies the thermodynamic consideration. The method developed in TP-A2 on the other
hand, is a more general approach, applicable to any subcritical evaporation scenario
when the appropriate material parameters are known.

Furtherwork in the third funding periodwere related to improvements in the sharp-
interface method for accurate simulations of droplet dynamics, including merging
phenomena, c.f., [30, 38]. The numerical framework of TP-A2 was used in coopera-
tion with TP-B5 to investigate bubble growth in a superheated liquid [9, 10]. Similar,
a diffuse interface method, based on the Navier–Stokes Korteweg Equations, was
developed together with TP-A3 [26].

In this article, we focus on the building blocks for a non-isothermal evapora-
tion model that were developed in the third funding period. We build on the results
achieved in Hitz et al. [25] and propose a novel thermodynamic closure for the condi-
tions at the interface, based on classical irreversible thermodynamics. We formulate
two different Riemann solvers and compare results of the sharp interface method
against molecular dynamics data for the evaporation shock tube scenario from [25]
as well as a stationary evaporation case from TP-B6 [21].

The article is structured as follows. In Sect. 2 we describe the governing equations,
followed by a description of our numerical framework in Sect. 3. The evaporation
model, as well as its inclusion into an exact and an approximate Riemann solver, are
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discussed in Sect. 4. Afterwards, numerical results are presented in Sect. 5, followed
by our conclusion.

2 Governing Equations

We consider a sharp interface setting of two pure phases without a mixing zone.
Hence, the domain of interest � is divided into a liquid region �L and a vapor
region �V , separated by the interface which is described by the hypersurface �. It is
infinitesimally thin and neither carries mass, nor energy.

2.1 Conservation Equations

The two regions �L and �V are each governed by its own set of compressible Euler
equations with heat conduction:

Ut + ∇ · F(U) = 0, with U =
⎛
⎝

ρ

ρv
ρe

⎞
⎠ and F(U) =

⎛
⎝

ρv
ρv ⊗ v + Ip
v(ρe + p) + q

⎞
⎠ , (1)

where ρ denotes the density, v = (u, v, w)T the velocity vector, p the pressure, e the
specific total energy, and q the heat flux vector. We model the heat flux by Fourier’s
law

q = −λ∇T, (2)

where T is the temperature and λ is the thermal conductivity. The total energy of the
fluid ρe is composed of the internal energy ρε and the kinetic energy:

ρe = ρε + 1

2
ρv · v. (3)

2.2 Equation of State

In each fluid, pressure and specific internal energy are linked via an appropriate
equation of state (EOS). Within our framework, algebraic, as well as multiparameter
EOS, can be used. The tabulation technique of Föll et al. [17] ensures efficiency. In
this paper,we rely onmultiparameter EOSgiven in the formof the reducedHelmholtz
energy:

ψ(ρ, T )

RT = F0(δ, θ) + Fr (δ, θ), (4)
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with R denoting the specific gas constant, δ = ρ/ρc the reduced density, θ = Tc/T
the inverse reduced temperature, F0 the ideal gas contribution of the reduced
Helmholtz energy, and Fr the residual contribution. Themain benefit of using EOS in
this form is given by the fact that all other thermodynamic properties can be derived
by exact differentiation of Eq. (4).

2.3 Interface Capturing

The position of the phase interface is implicitly given by the root of a level-set
function φ(x), following [44]. From the level-set field, geometrical properties, e.g
the interface normal vector nLS and the interface curvature κ can be calculated [30].
The level-set transport equation

φt + vLS · ∇φ = 0, (5)

describes the transport of φ by a velocity-field vLS. Since vLS is obtained from the
interface conditions, this velocity needs to be extrapolated into the remaining domain
by solving the Hamilton-Jacobi equations

∂vLS
i

∂τ
+ sign(φ)nLS · ∇vLS

i = 0, (6)

with the direction-wise components vLS
i of the velocity field vLS and the pseudo time

τ , following [2].
Ideally, the level-set function fulfills the signeddistance property.However, Eq. (5)

does not preserve it. Hence, the level-set function needs to be reinitialized. Following
[44], we use the Hamilton-Jacobi equation

φt + sign(φ) (|∇φ| − 1) = 0, (7)

to retain the signed distance property. The solutions of Eqs. (5)–(7) are only necessary
in a narrow band encompassing the interface. Outside this narrow band, the level-set
function is set to the bands fixed radius and the velocity field is set to zero.

3 Numerical Methods

In the following, we describe our numerical framework, which is based on the papers
[13, 14, 30, 38]. The domain of interest� is discretized into nElems non-overlapping
hexahedral elements�e, with e = 1, . . . , nElems . The computational mesh is used as
a baseline for both the conservation equations as well as level-set specific equations.
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3.1 Conservation Equations

The conservation equations are discretized by the discontinuous Galerkin spectral
element method (DGSEM) [31] with finite-volume sub-cells [39, 43]. In the high-
order DGSEM, the ansatz function for the state and the flux is a polynomial of degree
N

Uh(x, t) =
N∑

i, j,k=0

Ûi jk(t)�i jk(x) and Fh(x, t) =
N∑

i, j,k=0

F̂i jk(t)�i jk(x), (8)

with �i jk being the polynomial basis function given by the tensor product of one-
dimensional Lagrange polynomials. The weak formulation of the governing equa-
tions

∂

∂t

∫

�e

Uh�i jkdx +
∮

∂�e

F̂� · n�i jkds −
∫

�e

Fh · ∇�i jkdx = 0, (9)

is solved, where n denotes the outward pointing normal vector of the element bound-
ary and F̂� a numerical flux function that couples neighbouring elements with each
other. The integrals in Eq. (9) are solved by Gaussian quadrature using the same set
of N + 1 Gauss-Legendre points as in the polynomial ansatz. Solution gradients,
e.g. of the temperature, can be calculated by applying the BR1 lifting procedure [3].
Details on the implementation can be found in [4, 23, 32].

As the DGSEM is a high-order method, discontinuities, e.g., shocks and phase
boundaries,will ultimately lead to the appearance of the unwantedGibbs phenomena.
To stabilize the solution in these areas, we combine the DGSEMwith a finite-volume
(FV) sub-cell method following [43]. Areas, in which sub-cells are needed, are iden-
tified by a modal indicator [39] for shocks and the position of the level-set root for
the interface. In the respective elements, the solution representation is switched from
a polynomial of degree N to N + 1 equidistantly spaced FV sub-cells. This switch
is conservative because of

∫
�e

Udx ≡
∫

�e

UDGdx =
∫

�e

UFV dx. (10)

The FV scheme in the sub-cells is extended to a second-order total variation dimin-
ishing (TVD) scheme with a minmod limiter. A correct coupling of the polynomial
and FV solution is ensured, by using the FV representation for the flux calculation
and then projecting to the polynomial discretization for the discontinuous Galerkin
(DG) elements. Once elements are no longer troubled, i.e., the FV sub-cells are no
longer necessary, the solution representation is switched back to the DG polynomial.
Next to the stabilization of the DG scheme, the sub-cell approach locally refines the
computational grid, improving the spatial localization of the strong gradient.
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3.2 Interface Capturing

The level-set transport equation (5) is discretized with a DGSEM method for hyper-
bolic equations with non-conservative products [11, 30], using the framework of
path-conservative schemes of [8]. As in the flow equations, the solution ansatz for
the level-set function is a polynomial of degree N

φh(x, t) =
N∑

i, j,k=0

φ̂i jk(t)�i jk(x). (11)

The weak formulation of Eq. (5) reads as

∂

∂t

∫

�e

φh�i jkdx +
∮

∂�e

B(x) · ∇φh�i jkds +
∫

�e

B(x) · ∇φh�i jkdx = 0, (12)

with B(x) = vLS. Herein, the path-conservative jump term B(x) · ∇φh is approxi-
mated by a path-conservative Rusanov Riemann solver from [11].

Although the level-set function is by definition a smooth signed-distance function,
in practical applications discontinuities may occur, e.g., at the edge of the narrow
band or in the case of merging droplets. Therefore, the FV sub-cell approach is
used for the level-set transport as well. For details on the path-conservative scheme
and the FV shock-capturing we refer to [11] and [30]. In addition to the level-set
transport, the two sets of Hamilton-Jacobi equations, (6) and (7) are each solved
with a fifth-order WENO scheme [29] in combination with a third-order low storage
Runge-Kutta method with three stages.

3.3 The Level-Set Ghost Fluid Method

The methods described above are the building blocks of our sharp interface method.
A key component of an accurate simulation of interfacial flows is a correct coupling
of the two phases. We follow the methodology presented in [37], with a Riemann
solver based ghost fluid method. Therein, the solution of the Riemann Problem with
the states left and right of the phase interface is constructed. Given the solution, the
numerical flux at the interface can be calculated for each phase. We will detail the
discussion on this topic in Sect. 4.2.

In our numerical framework, the solution is advanced in time by the following
steps:

1. The level-set function is reinitialized.
2. Using the information given by the level-set function, the computational domain

is decomposed into �L and �V . The domain boundaries coincide with the finite
volume sub-cells, creating a surrogate phase boundary.



Development of Numerical Methods for the Simulation of Compressible … 53

Fig. 1 Velocity magnitude distribution of a 2D shock-drop interaction. The phase interface is
depicted in white

3. Based on modal smoothness indicators and geometrical information of the level-
set function, theDG-FVdistribution of the fluid solution and the level-set function
are updated.

4. Normal vector and curvature at the phase interface are calculated.
5. The two-phaseRiemannproblem is solved at the interface, providing the boundary

condition for each phase and the velocity of the phase boundary at the interface.
6. The interface velocity is extrapolated into the volume to obtain a velocity field

for the level-set transport.
7. An explicit fourth-order Runge-Kutta (RK) scheme from [7] is used to advance

the level-set function and the fluid solution for each phase in time.

Our numerical framework is capable of predicting complex two-phase flow cases.
Without phase transition and with slight modifications to the algorithm detailed in
[30], the prediction of colliding droplets, merging droplets and shock-drop interac-
tions have been shown in [30, 38, 47]. The distribution of the velocity magnitude of
such a shock-drop interaction is shown in Fig. 1. Here, a shock with a Mach number
of M = 1.47 impinged on an initially round water column with a Weber number of
We = 12. The deformation of the water column, as well as the complex velocity field
can be seen. For further details on the simulation we refer to [30]. In addition to the
scenarios depicted above, bubble growth in a superheated liquidwas also investigated
with our numerical framework in [9, 10]. In the following, we focus on considering
phase transition. Fechter et al. [15] started the modeling of phase transition in this
context. It was further continued by Hitz et al. in [25]. In the following, we build on
their work and propose a novel closure for the two-phase Riemann problem.

4 Evaporation in the Sharp Interface Framework

In our numerical method, phase transition effects are included via two fundamental
building blocks: A thermodynamic consistent model of evaporation at an interface
and a Riemann solver to solve the two-phase Riemann problem. We will first discuss
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the former and then consider the transfer of thismodel to the solution of the two-phase
Riemann problem.

4.1 Complete Evaporation at an Interface

We consider complete evaporation, i.e., evaporation of a pure liquid into a pure vapor,
in a reference frame normal to the interface. To ensure the conservation of mass,
momentum and energy at an evaporating interface, the following jump conditions
need to be upheld:

�ṁ� = 0, (13)

ṁ
�
v · nI

� + �p� = �p, (14)

ṁ

�

ε + p

ρ
+ 1

2
(v · nI − ζ )2

�

+ �
q · nI

� = 0, (15)

where ṁ denotes the evaporation mass flux, nI the normal vector of the interface,
�p is the surface tension force and ζ the velocity of the interface. The jump brackets
for an arbitrary quantity α are defined as �α� = αvap − αliq, with αvap and αliq being
the value of α at the interface on the side of the vapor and the liquid, respectively. It
is necessary to include the heat flux in Eq. (15), in order to describe phase transition
with the Euler equations, as was shown by Hantke and Thein in [18].

In addition to Eqs. (13)–(15), we consider the entropy jump condition at the phase
interface

ṁ �s� +
�
q · nI

T

�

= η�, (16)

with the specific entropy s, the temperature T , and η� the entropy production term
at the interface. As was shown by Hitz et al. [25], η� can be written as

η� := −ṁ

�
g

T
+ 1

2

(v · nI − ζ )2

T

�

+ J̇e

�
1

T

�

, (17)

with the specific Gibbs energy g and an interfacial energy flux J̇e = ṁ(h + 1
2 (v ·

nI − ζ )2) + q · nI . In order to fulfill the second law of thermodynamics, it must
always hold

η� ≥ 0. (18)

If the entropy production term η� is non-vanishing then the system departs from
thermodynamic equilibrium. Assuming that the local equilibrium hypothesis is still
valid, the theory of classical irreversible thermodynamics (CIT) [35] can derive a
thermodynamic consistent solution for this situation. The CIT was already used by
Hitz et al. in [25], where the numerical treatment was supplemented by a subgrid
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model to calculate the heat flux in the vicinity of the phase interface. We depart from
this approach and define closure relations for both mass and energy fluxes, solely
based on the CIT, similar to [6].

Starting from the entropy production at the interface as given by Eq. (17), one
can identify two thermodynamic fluxes, ṁ and J̇e, and two thermodynamic forces,

fm = −
�

g
T + 1

2
(v·nI−ζ )2

T

	
and fe = �

1
T

�
. In systems where two thermodynamic

fluxes of the same tensorial order arise in the entropy production term, one gen-
erally speaks of coupled transport phenomena. Typical examples for such processes
are thermoelectricity and thermodiffusion [35]. In these cases, the interdependence
between the two fluxes is not negligible. Following the CIT, we assume linear flux-
force relations and define phenomenological equations for the mass and energy flux
as

ṁ = Lmm fm + Lme fe, (19)

J̇e = Lem fm + Lee fe, (20)

where Lmm , Lme, Lem and Lee are the so-called Onsager coefficients. These are
material parameters, and they may depend on local state variables but not on their
respective thermodynamic force. Since all forces in Eq. (17) are even under time
reversal, the cross coefficients need to uphold theOnsager reciprocal relation, namely

Lme = Lem . (21)

Based on kinetic theory, a few sets of models for the Onsager coefficients exist in
the literature, see e.g., [5, 28]. However, they differ in their formulation of entropy
production and are therefore currently not used in our framework. For the time, we
restrict ourselves to the use of empirical fits.

4.2 Riemann Solvers for Evaporation

Given the evaporation model presented above, we can solve the two-phase Riemann
problem at the interface. It is defined as an initial value problem with piecewise-
constant initial states with, e.g., the left state being pure liquid and the right state pure
vapor. As shown by the molecular dynamics data in [25], the solution of this type of
Riemann problemadheres to thewave structure shown in Fig. 2. The outermostwaves
are classical non-linear waves, e.g., shock or rarefaction waves in the bulk phases.
The inner waves are the classical contact discontinuity and the phase interface.

The phase interface appearing in the solution is not associatedwith any eigenvalue
of the Euler equations and stems from the non-convexity of the EOS inside the
spinodal region of the two-phase dome. For a problem with phase transition, the
solution must find a path through the spinodal region, in which the hyperbolicity
of the equations is lost. Menikoff and Plohr discussed the appearance of anomalous
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Fig. 2 Examplary wave
structure of the two-phase
Riemann problem

x

t

vaporliquid

Rarefaction

Phase interface Contact discontinuity

Shock

Uliq

U∗
liq U∗

vap

U#
vap

Uvap

wave structures when considering phase transition in [36]. They argue that the Euler
equations do not include all relevant physical effects, leading to a non-uniqueness
of the solution. The classical approaches to obtain a unique solution, like the Lax
criterion or Liu’s entropy criterion, are not sufficient in this case.

To solve the problem of the non-uniqueness, we use the concept of a kinetic
relation, initially proposed by Abeyaratne and Knowles [1]. The kinetic relation is
a condition that provides the correct evaporation mass flux. In addition, it directly
controls the entropy production at the interface. Following the framework of Rohde
and Zeiler [40, 41] and its extension of Hitz et al. [25], we write the kinetic relation
in the form

Km,e =
∑
i

fi Ji − G(ṁ, J̇e) = 0, (22)

with fi , and Ji being thermodynamic forces and fluxes, respectively; G(ṁ, J̇e) is a
microscale measure of the entropy production. Using the phenomenological equa-
tions (19)–(20), one can derive the following kinetic relation:

Km,e = ṁ fm + J̇e fe − fm(Lmm fm + Lme fe) − fe(Lem fm + Lee fe) = 0. (23)

Equation (23) is an extension to the kinetic relation proposed by Hitz et al. [25].
However, the same conclusions can be drawn: Equation (23) is quadratic in both
energy and mass flux and therefore very complex. A simplification is needed to
ensure a successful incorporation into an iterative algorithm to solve the two-phase
Riemann problem. The approach of Hitz et al. [25] was to assume an isothermal
interface on a subgrid-level together with a subgrid model for heat transfer. We
depart from this approach and simplify Eq. (23) by applying the CIT.

The kinetic relation governs the entropy production at the interface. This can
either be done by directly comparing the macroscopic entropy production, given as
the sum of the fluxes times the forces, or, with the microscopic entropy production,
given by the phenomenological equations. In an alternative approach, one can define
a kinetic relation of the form
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Km =ṁ − Lmm fm − Lme fe = 0, (24)

which directly controls the mass flux, by again comparing the macroscopic mass
flux with the one predicted by the CIT. To ensure the correct entropy production at
the interface, we calculate the heat fluxes such that the interfacial energy flux equals
the one predicted by the CIT with Eq. (20). Thus, if Km is fulfilled, the entropy
production at the interface is given by Eq. (17) andKm,e is naturally fulfilled as well.

Given Eq. (24), we proceed to discuss the Riemann solvers. In our numerical
framework, two different approaches are available. First, an exact Riemann solver
following Hitz et al. [25] as well as an approximate Riemann solver based on the
work of Fechter et al. [15].

4.2.1 Exact Riemann Solver

The exact solver of Hitz et al. [25], originally based on the work of Fechter et al.
[14], is able to resolve the full Riemann fan and thus find a solution of all three
inner states. To ensure stability during the iteration process, an additional contact
wave is included as shown in Fig. 3a. This procedure was proposed in [14, 48]. The
additional contact wave is later removed once a solution has been found. The target
function of the iteration scheme is defined by

GT RP(τ1, T1, τ2, T2, τ3, T3, τ4, T4) = (r1, r2, r3, r4, r5, r6, r7, r8)
T, (25)

with τi denoting the specific volume in the i th inner state and r j the j th residual.
The residuals r1, . . . , r5 are defined by considering integral conservation across each
of the classical waves. For details on these we refer to the publication of Hitz et
al. [25]. The residuals r6, r7, r8 concern the conditions at the phase interface. These
have been altered slightly with respect to the original method, in order to include the
evaporationmodel described in Sect. 4.1. The residuals are given by the integral jump
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Fig. 3 Wave fans of the Riemann solvers for the two-phase Riemann problem: a exact solver b
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conditions for momentum and energy, as well as the kinetic relation and therefore
read as

r6 = ṁ(u3 − u2) + p3 − p2 − �p (26)

r7 = ṁ

(
h3 − h2 + 1

2
ṁ2(τ3 − τ2)

)
+ q3 − q2 (27)

r8 =Km . (28)

The heat flux at the liquid side of the interface q2 is defined by ensuring the correct
interfacial energy flux, given by Eq. (20):

q2 = J̇e − ṁ

(
h2 + 1

2
ṁ2τ2

)
. (29)

Since the thermal conductivity of the liquid is usually much higher than the thermal
conductivity of the vapor phase, we assume that the heat of evaporation is predomi-
nantly provided by the liquid side and set

q3 = 0. (30)

We then solve the system GT RP with an eight-dimensional root-finding algorithm
provided by the open-source libraries GSL(V2.1) and FGSL(V1.2.0). The solution
of the Riemann problem provides the boundary conditions needed in the ghost fluid
method. They are defined by the states left and right of the interface:

F̂�
liq = F2 F̂�

vap = F3. (31)

Note that the heat fluxes q2 and q3 are included in the flux.

4.2.2 Approximate HLLP Riemann Solver

The downside of the exact solver is the immense computational cost due to the
eight-dimensional root-finding algorithm. To reduce the complexity, we formulate
an approximate HLLPRiemann solver, as proposed by Fechter et al. in [15]. Therein,
the Riemann problem is solved for the simplified fan shown in Fig. 3b. This followed
the ideas of the HLL and HLLC solver for single and multiphase situations [19, 27,
46]. The outer, non-linear waves are either shocks or rarefactions and the classical
Rankine-Hugoniot jump conditions apply. The inner wave is the phase interface, for
which the considerations from Sect. 4.1 are valid.

The solver is formulated as a one-dimensional iteration scheme, with the kinetic
relation Km as the target function. Initially, the outer wave speeds are estimated by
using
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SL =uliq − aliq (32)

SR =uvap + avap, (33)

with a being the speed of sound of the respective phase. Afterwards, the iteration
procedure starts by calculating the inner states. They are given by a thermodynami-
cally overdetermined state vector. The hydrodynamic components of the state vector
ρ∗, v∗, and p∗ can be calculated from the mass and momentum jump conditions
across all three waves. The explicit formulas have been reported in [15]. The specific
total energy in the inner states can be then calculated from the energy jump condi-
tions across the two outer waves. Finally, the liquid heat flux can be calculated from
the CIT and the vapor heat flux by fulfilling the energy jump condition across the
interface:

qliq = J̇e − ṁ

(
h∗
liq + 1

2
ṁ2 1

ρ∗
liq

)
, (34)

qvap = qliq + ṁ
(
e∗
liq − e∗

vap

)
+

(
p∗
liqv

∗
liq · nI − p∗

vapv
∗
vap · nI

)
(35)

In contrast to the exact solver, a local evaluation of the approximate Riemann solution
is not used to calculate the interface flux since it is only valid in an integral sense.
Hence, the boundary conditions for the ghost fluid method are calculated from the
integral consistency conditions:

F̂�
liq = Fliq + SL(U∗

liq − Uliq), F̂�
vap = Fvap + SR(U∗

vap − Uvap). (36)

5 Numerical Results

In this section, we validate our numerical scheme by comparing it with data obtained
from molecular dynamics simulations of TP-B6. In all our test cases, we considered
the Lennard-Jones truncated and shifted fluid (LJTS). For this fluid, highly accurate
EOSare available [20, 45],whichmakes a one-to-one comparison of themacroscopic
and microscopic methods possible. We validated this kind of comparison in [24],
where a shock tube scenario with a supercritical liquid and supercritical vapor, as
well as an expansion into vacuum, were considered. Furthermore, we discussed a
shock tube scenario with evaporation [25]. There, our numerical scheme showed
promising results, however, deviations from the molecular dynamics data could be
observed in the temperature. To validate the evaporation model presented above,
we first revisit the evaporation shock tube presented in [25]. Afterwards, we show
numerical results of a novel stationary evaporation case.

In all the results presented below, we have used the PeTS EOS [20] to simulate the
LJTSfluid.TheOnsager coefficientswere set to Lmm = 1.05E − 2, Lme = −0.6E −
2 and Lee = 0.8E − 2 for both cases. For the thermal conductivity, the model of
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Lautenschlaeger et al. [33] was used. All quantities were non-dimensionalized with
respect to the reference length σref = 1Å, the reference energy εref/kB = 1K and
reference mass mref = 1 u as follows

x = x̂

σref
, t = t̂

σref
√
mref/εref

, ρ = ρ̂

mref/σ
3
ref

, u = û
√
mref/εref , T = T̂

εref/kB
,

where the dimensional quantities are indicated with a hat. The polynomial degree of
the DGSEM was set to N = 3. In the bulk phases, the HLLC-Riemann solver was
used to calculate the numerical fluxes. For time integration, a fourth-order Runge-
Kutta scheme with five stages was used. In the one-dimensional test cases presented
below, we advect the computational mesh with the interface velocity using the ALE
method for DGSEM, cf., [25]. Thus, the interface is kept sharp and does not move
with respect to the grid.

5.1 Evaporation Shock Tube

The evaporation shock tube scenario is taken from [25]. It is a Riemann problem
type-case with piecewise constant initial data:

U(x, 0) =
{
Uliq for x < 0

Uvap for x > 0.
(37)

The liquid is initially given in a saturated state with a temperature of T = 0.9. The
vapor initially has a temperature of T = 0.8 and a density of 50% of its saturation
density. The computational domain x ∈ [−400, 1500] was discretized into 200 grid
elements.

The numerical results for both Riemann solvers are shown in Fig. 4, supplemented
by the molecular dynamics data from [25] for t = 600. The sharp interface method
is capable of reproducing the reference data. In density, velocity, and temperature a
qualitative and quantitative agreement can be seen, which is an improvement with
respect to the results shown in [25]. The remaining differences between the molecu-
lar dynamics data and the sharp interface method may be explained by the lack of an
appropriate model for the Onsager coefficients. At the shock wave, the absence of
viscous effects can be seen as well. Between the two Riemann solvers, slight devi-
ations can be observed in the vicinity of the interface, where the HLLP solver leads
to a slightly cooler freshly evaporated vapor. However, the approximate Riemann
solver reduces the total computational time by about 70% compared to the exact
solver.
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Fig. 4 Evaporation shock tube with molecular dynamics data and results from the sharp interface
method for different Riemann solvers

5.2 Stationary Evaporation

The stationary evaporation case is taken from the work of Heinen et al. [21]. It
is less complex than the evaporation shock tube scenario described above since it
only considers the sole interface. In this way, the modelling of the interface can be
thoroughly investigated, as no other wave appears in the solution.

The domain is given by x ∈ [−12, 400]. The phase interface is positioned at
x = 0. On the left boundary (x = −12), liquid enters the domain at a temperature of
T = 0.8 and with a mass flux that equals the evaporation mass flux. On the other side
(x = 400), the velocity of the vapor is held constant at a value of u = 0.2. Initially,
both liquid and vapor are saturated and have a temperature of T = 0.8. The liquid
is at rest while the vapors initial velocity is u = 0.2. The simulation was run until
t = 6000, where a stationary state was achieved. The domain was discretized with
100 elements and the HLLP solver was used as the interface solver.
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Fig. 5 Comparison of molecular dynamics data and results by the sharp interface method for
stationary evaporation case



62 S. Jöns et al.

Numerical results can be seen in Fig. 5, supplemented by the molecular dynamics
data from [21]. In all three quantities, the sharp interface shows a very good agree-
ment. Most notably, both the momentum and the temperature are predicted very well
by our numerical method. We want to note that the same set of Onsager coefficients
were chosen as in the evaporation shock tube case. Although only being an empirical
fit against the data from [25], it shows accurate results for different test cases with a
similar range of temperatures.

6 Conclusions

In this article, we surveyed the results of the subproject TP-A2 whithin the Collabo-
rative Research Center SFB-TRR75. The sharp interface method for droplet dynam-
ics in high pressure and temperature environments and its extension to evaporation
was considered. The method is based on a discontinuous Galerkin spectral element
method, supplemented by finite-volume sub-cells. The interface tracking is done via
a level-set method and the jump conditions across the phase interface are fulfilled via
the use of special interface Riemann solvers. Evaporation is modeled via classical
irreversible thermodynamics and linear constitutive laws.We discussed two different
interface Riemann solvers: an exact solver which resolves the full wave fan of the
two-phase Riemann problem, as well as an approximate HLLP Riemann solver with
a reduced complexity of the wave fan.

Numerical results with the evaporation model were shown for an evaporation
shock tube scenario as well as a stationary evaporation. Molecular dynamics data
of TP-B6 was used as a benchmark. In both cases, the numerical results showed
a very good agreement with the reference data. The approximate Riemann solver
showed only slight differences to the exact solver, while drastically reducing the
computational effort.

The Onsager coefficients used in this work were fitted and not predicted by an
appropriatemodel. Future investigationswill focus on predictivemodels circumvent-
ing the need for an empirical fit. These shall be validated by a deepened discussion on
the stationary evaporation for a variety of initial conditions in close cooperation with
TP-B6. A comparison between our compressible framework and the incompressible
one of TP-B1 is planned as well. A next step will also be the use of our method in
multi-dimensional applications.
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Analysis and Numerics of Sharp and
Diffuse Interface Models for Droplet
Dynamics

Jim Magiera and Christian Rohde

Abstract The modelling of liquid–vapour flow with phase transition poses many
challenges, both on the theoretical level, as well as on the level of discretisation
methods. Therefore, accurate mathematical models and efficient numerical methods
are required. In that, we focus on two modelling approaches: the sharp-interface (SI)
approach and the diffuse-interface (DI) approach. For the SI-approach, representing
the phase boundary as a co-dimension-1manifold, we develop and validate analytical
Riemann solvers for basic isothermal two-phase flow scenarios. This ansatz becomes
cumbersome for increasingly complex thermodynamical settings. A more versatile
multiscale interface solver, that is based onmolecular dynamics simulations, is able to
accurately describe the evolution of phase boundaries in the temperature-dependent
case. It is shown to be even applicable to two-phase flow of multiple components.
Despite the successful developments for the SI approach, these models fail if the
interface undergoes topological changes. To understand merging and splitting phe-
nomena for droplet ensembles, we consider DI models of second gradient type. For
these Navier–Stokes–Korteweg systems, that can be seen as a third order extension
of the Navier–Stokes equations, we propose variants that are more accessible to stan-
dard numerical schemes. More precisely, we reformulate the capillarity operator to
restore the hyperbolicity of the Euler operator in the full system.

1 Introduction

In this contribution we consider the compressible flow of homogeneous fluids that
occur in two phases: a liquid and a vapour phase. We focus on a spatial scale such
that the phase boundaries exist as isolated flow patterns, i.e. single droplets are fully
resolved in the model. For the mathematical modelling of a compressible fluid with
liquid–vapour phase transitions one can then use either models which represent the
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Fig. 1 Graphical representation of a sharp interface (left) and a diffuse interface (right)

phase boundary as a codimension-1 manifold (Sharp-Interface (SI) approach) or as a
steep but continuous transition zone (Diffuse-Interface (DI) approach), see Fig. 1 for
an illustration. Both concepts are related via a SI-limit. This means, that a sequence
of solutions of the DI model converges to a solution of the SI model for vanishing
diffuse-interface parameter.

The thermodynamical setting is summarised in Sect. 2. We proceed with the SI
concept in Sect. 3. The mathematical model can then be seen as a free boundary
value problem that consists of appropriate coupling conditions across the interface,
and evolution equations in the bulk domains. We shortly review the one-dimensional
case,which amounts (in the absence of viscous forces) to solving aRiemann problem.
Notably, the phase boundary shows up as a discontinuous wave, similar to a shock
wave. Since exact Riemann solvers are not available for arbitrary thermodynamical
settings we develop in the in the SFB–TRR 75 a new multiscale approach. This
method determines the speed of a phase boundary locally by solving a molecular-
dynamical problem. In Sect. 4 we present some results of the research on DI models.
After a short reviewof the classicalNavier–Stokes–Korteweg systemwegive a sketch
for a new model. This model relies on a nonlocal free-energy formulation that has
been previously suggested to describe two-phase equilibria in solid mechanics. The
special structure of the resulting capillarity tensor can be exploited to compensate for
the occurrence of a spinodal region in two-phase thermodynamics. As a consequence
the resultingmodel can be solved numerically in a straightforwardwayusing standard
CFD codes for compressible flow. We conclude with some numerical experiments
on droplet ensembles with various phase transition phenomena.

This article bases largely on the publications of the authors and (former) members
of the working group that have been involved in the SFB–TRR 75. It contains results
of the PhD thesis of the first author [25].
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2 Thermodynamics of Compressible Two-Phase Flow

A central role in modelling two-phase flow plays the accurate representation of the
thermodynamic properties of fluids. For this purpose, equations of state (EOS) are
prescribed that put thermodynamic quantities in relation. Typically, an equation of
state contains a function ψ(ρ, T ) that determines the specific Helmholtz free energy
ψ from the fluid density ρ and the fluid temperature T . From this dependency the
fluid pressure p and specific Gibbs free energy μ can be inferred for temperature
T > 0 via

p = p(ρ) = ρ2 d
dρ ψ(ρ), (1)

μ = μ(ρ) = ψ(ρ) + p(ρ)

ρ
. (2)

In what follows, we consider for the sake of simplicity the case of constant tem-
perature T = Tref (with the exception of Sect. 3.2). A prototypical example for an
isothermal two-phase flowmodel is the van der Waals-fluid, for which one considers
the pressure function

p(ρ) := RTrefρ

1 − bρ
− aρ2, (3)

with some constants R, a, b > 0, and the reference temperature Tref > 0. For tem-
peratures Tref below the critical temperature Tcrit = 8a

27Rb , the pressure function
becomes non-monotone, see Fig. 2. The interval where the pressure is decreasing, i.e.
Aspin = (ρmax+ , ρmin− ) = {ρ ∈ (0, 1

b ) : p′(ρ) < 0} is called spinodal region. In this
region, the liquid is in a meta-stable state, and the system (4) below is not hyperbolic
anymore. For that reason, we define the admissible density intervalsA+ = (0, ρmax+ )

Fig. 2 The van der Waals pressure p(ρ) and free Helmholtz energy density ρψ(ρ) for Tref < Tcrit
as a prototypical example to describe a liquid with two phases
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and A− = (ρmin− , 1
b ). These intervals can be associated with the two fluid phases,

which meansA+ indicates the density interval for the vapour phase, andA− for the
liquid phase.

3 Sharp-Interface Modelling

This section is devoted to SI models that incorporate the well-known transmission
conditions at liquid–vapour interfaces [4]. The focus is on ideal fluids and the develop-
ment of interface Riemann solvers for the description of phase boundary dynamics.
We do not consider viscous fluids, which would not be accessible by self-similar
solutions in a conservation law framework.

In this article, we provide a summary of a multiscale approach that allows to
access complex scenarios like temperature-dependent flow and multi-component
flow. For project-related results within the SFB–TRR 75, we refer for the basic
two-phase Riemann solvers and the free boundary value problem to [23, 31–33]. In
collaboration with sub-project A2 within SFB–TRR 75, the ghost-fluid method and
two-phase Riemann solvers were further developed and applied in existing CFD-
code, see [16–18] Concerning two-phase multiscale modeling, we refer to e.g. [25,
32] and for the related work about constraint-aware surrogate solvers to [26]. A sharp
interface approach in the framework of the Stefan problem is pursued in [12].

3.1 Isothermal Two-Phase Flow

For the sharp-interface representation of two-phase flow, we consider a domain � ⊂
R

d that is split into two open, disjoint, time-dependent subdomains �+(t), �−(t),
t ∈ (0, tend), by a (d − 1)-dimensional manifold �(t), see Fig. 1. It is assumed that
in each subdomain�+(t),�−(t) only one phase is present. Furthermore, we assume
that in both domains, the fluid flow is described by the same set of PDEs. Neglecting
external forces, inviscid two-phase flow is governed for constant temperature by the
isothermal Euler equations

∂tρ + ∇ · (ρv) = 0,

∂t (ρv) + ∇ · (ρv ⊗ v + pI) = 0,
in �±(t) for t ∈ (0, tend). (4)

In (4), ρ = ρ(x, t) denotes the fluid density, v = v(x, t) the fluid velocity, I the
d-dimensional identity matrix. The pressure p = p(ρ) is defined by an equation
of state; we refer to the discussion in Sect. 2. The system (4) is supplemented by
appropriate initial conditions. Additionally, we assume no-flow boundary conditions
on ∂�.
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For a fixed point ξ ∈ �(t) on the interface, the normal vector (pointing into the
vapor region �+(t)) is denoted by n = n(ξ , t) ∈ S

d−1 and the speed of the interface
�(t) in normal direction is indicated by s = s(ξ , t) ∈ R.

We assume that the interface �(t) does not store any mass, and impose a momen-
tum balance involving curvature effects. For constant surface tension σ ∈ R, this
implies a no-slip condition for the tangential velocities (see [2] for a rational deriva-
tion of balance laws for interfacial transport). Altogether, we have

�ρ(v · n − s)� = 0,

�ρ(v · n − s)v · n + p(ρ)� = (d − 1)κσ,

�v · t� = 0, ∀ t ⊥ n,

(5)

with κ = κ(ξ , t) = −∇�(t) · n(ξ , t) denoting the mean curvature of the interface,
given by the negative surface divergence of n on the interface �(t). The jump oper-
ator � · � computes the difference between vapour and liquid phase quantities at the
interface �. For an arbitrary function a : Rd → R it is defined by

�a� := a+ − a−, with a± := lim
ε→0
ε>0

a(ξ ± εn). (6)

In order to obtain a well-posed model, an additional condition at the interface is
required, that determines the mass transfer across the interface. A direct prescription
of it might not be consistent with the second law of thermodynamics. Therefore, we
follow the ansatz in [1, 36] and formulate an algebraic equation at the interface—the
so-called kinetic relation that specifies the entropy dissipation at the interface. For
this purpose, let a driving force K : R → R : j 
→ K( j) be given that depends on
the relative mass flux j across the interface, i.e.

j = ρ±(v± · n − s). (7)

In the isothermal case, a kinetic relation takes the following form

�
μ(ρ) + j2

2ρ2

�
= −K( j). (8)

To see the thermodynamical significance of (8), let us assume for the moment that
(ρ, ρv) is a classical solution of Eqs. (4) in both bulk phases �±(t) fulfilling the
interface conditions (5) and the kinetic relation (8) with a driving forceK( j). In this
case, if the driving force upholds

jK( j) ≥ 0, for all j ∈ R, (9)

it can be shown that the solution satisfies the second law of thermodynamics. This
means, the solution dissipates the energy at the interface, i.e. it holds



72 J. Magiera and C. Rohde

Fig. 3 Exemplary wave
pattern of an isothermal
two-phase Riemann solution

−s �E� − s(d − 1)κσ + �(E + p(ρ))v · n� = − jK( j) ≤ 0. (10)

For classical solutions in both bulk phases �±(t) and closed interfaces �(t) we
deduce the energy inequality

d

dt

(∫

�

ρψ(ρ) + 1
2ρ|v|2 dx + σ I [�(t)]

)
≤ 0. (11)

For static solutionswe infer that the sharp-interface solutionsminimize the functional

FSI[ρ] :=
∫

�

ρψ dx + σ I [�], (12)

where I [�] is the (d − 1)-dimensional surface measure of the interface �.
In our project,wedeveloped aRiemann solver for two-phaseflow that is applicable

to a wide range of kinetic relations [32, 37]. That means in particular, that we are
able to compute two-phase Riemann solutions that are consistent with the second
law of thermodynamics. For details on the Riemann solvers we refer to [32]. For
numerical simulations it suffices to know that the Riemann solver is a mapping of
the following form

R : P− × P+ → P− × P+ × R : (u−,u+) 
→ (u∗
−,u∗

+, s). (13)

It takes the liquid state u− ∈ P− ⊂ R
d+1 and the vapour state u+ ∈ P+ ⊂ R

d+1

directly at the phase boundary and returns thewave speed s ∈ Rof the phase boundary
wave, as well as the adjacent wave states u∗−, u∗+, see Fig. 3.

In Fig. 4 we show exemplary Riemann solutions computed by the aforementioned
Riemann solver [32] for three kinetic relations and the corresponding Liu entropy
solution. All choices lead to a three-wave solutions consisting of two bulk-phase
shock waves and a subsonic phase-boundary wave (with attached rarefaction due to
loss of genuine nonlinearity). The termsK1 andK3 are the lowest-order polynomial
choices that ensure (10) via the monotonicity condition (9), i.e.

K1( j) = j, K3( j) = sign( j) j2. (14)
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Fig. 4 Riemann solutions for isothermal liquid–vapour flow for three different kinetic relations
compared to the corresponding Liu entropy solution (dashed line). The Riemann solver [32] was
used to compute the solutions. The left figure shows the fluid pressure, the right figure the fluid
velocity. Both are plotted with respect to the Lagrangian space variable at time t = 1 (Source [32],
reprinted with permission from Springer Nature under No. 5039260679728)

These choices lead to a positive entropy dissipation. The functionK7 denotes a limit
relation, as it admits only phase boundaries connecting the Maxwell states, i.e. the
entropy dissipation is zero. For the sake of comparison we added the so-called Liu-
solution. The Liu solution is the classical Riemann solution of the isothermal Euler
equations (4) when the free energy ρψ(ρ) is substituted by its convex envelope,
which leads to a non-decreasing pressure function.

3.2 Temperature-Dependent Two-Phase Flow

Up to now, we have focused on isothermal two-phase flow.Most application-relevant
processes, however, are temperature-dependent. For example, latent heat can have
a strong influence on the local temperature distribution. Therefore, we turn to the
temperature-dependent Euler equations

∂tρ + ∇ · (ρv) = 0,

∂t (ρv) + ∇ · (ρv ⊗ v + pI) = 0,

∂t E + ∇ · ((E + p)v) = 0

in �±(t) for t ∈ (0, tend), (15)

with the total energy density E = E(x, t) satisfying E = ρε + 1
2ρ|v|2, with ε denot-

ing the specific internal energy. The fluid state variables of Eq. (15) are also written
in the form of a state vector u = (ρ, ρv, E). For the system given by Eq. (15), we
have to specify equations of state, that put in relation the pressure p = p(ρ, T ), the
specific internal energy ε = ε(ρ, T ), and the temperature T > 0.

In [37] the aforementioned isothermal Riemann solver is extended to the
temperature-dependent case. Unfortunately, finding an appropriate kinetic relation is
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Fig. 5 Graphical representation of the multiscale scheme illustrating its modules [25]

a non-trivial problem and the corresponding Riemann solutions may exhibit overly
large temperature jumps. As a matter of fact, and as discussed in [21], it appears
that the classical approach (using kinetic relations, and in absence of heat flux) is
unable to reproduce physically consistent behaviour. To circumvent this problem one
might model the heat flux across the interface. Yet this introduces new challenges
and requires further closure relations, which are difficult to obtain.

Therefore, we propose a novel approach to model the interface dynamics, that
is based on the microscopic dynamics of the fluid molecules at the interface. On
this scale, only the interactions between the fluid molecules have to be modelled,
and continuum-scale properties such as mass or heat flux emerge naturally. The
multiscale model consists of several modules, namely

• a continuum-scale sharp-interface two-phase model,
• the interface-preserving finite-volume algorithm on moving meshes (IPFV-
algorithm),

• the microscale interface solver, based on molecular dynamics simulations,
• constraint-aware neural networks, that account for underlying physical properties.

A schematic representation of the multiscale model and the aforementioned modules
is shown in Fig. 5.

To set up the multiscale model, we consider on the continuum scale the sys-
tem (15). Note that the EOS on the continuum scale has to be consistent with the
microscale MD system—in our case we apply the EOS for the Lennard–Jones fluid
presented in [35].

For the discretisation of the sharp-interface continuum-scale two-phase flow, we
apply an interface preserving finite volume method on moving meshes [7]. It has the
advantage, that the sharp interface is resolved within the mesh and the fluid phases
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are strictly separated, which means that on the discretisation-level fluid states are
not mixed across the phases. Moreover, this method enables us to use a dedicated
interface solver directly at the interface.

This microscale interface solver RMD is of the same type as R in (13), i.e.

RMD : P− × P+ → P− × P+ × R : (u−,u+) 
→ (u∗
−,u∗

+, s). (16)

Instead of determining the interface speed s and wave states u∗−, u∗+ analytically,
RMD determines them via molecular dynamics (MD) simulations This means that
large particle systems are considered, consisting of symmetricmono-atomic particles
that interact via the Lennard–Jones potential. Now, evaluating RMD corresponds to
simulate one large MD simulation that is set up analogously to a continuum-scale
Riemann problem. More specifically, we divide the MD simulation-domain into
two parts: the liquid phase and the vapour phase. In each phase, we set up particle
distributions that correspond to continuum-scale fluid states at the phase boundary.
Note that in the current implementation the interface curvature is not considered
in the MD simulations. Therefore, surface tension effects are also neglected on the
continuum scale. Starting from these Riemann problem-like initial data, we perform
the MD simulation and obtain the interface position and speed s, as well as the
interface wave states u∗−, u∗+ via local averaging on the MD scale.

To reduce the computational complexity of performing anMD simulation at every
single time step during the continuum-scale simulation, we employ a machine-
learned surrogate solver substituting RMD. For this purpose, we apply constraint-
resolving neural networks [26] that satisfy mass conservation at the phase boundary.

For a fully detailed description of themultiscale schemewe refer to the PhD-thesis
of the first author [25].

3.3 Numerical Simulation Results

In the following, we present numerical simulation results of the multiscale model.
In Fig. 6 we present a one-dimensional continuum-scale multiscale solution overlaid
over the corresponding MDRiemann solution. In this simulation, a vapour wave hits
the liquid, and increases the temperature near the phase boundary. We observe that
the multiscale solution is quantitatively consistent with the microscale MD solution,
up to some diffusive effects that are present only in the particle model.

The two-dimensional simulation shown in Fig. 7 illustrates, that the multiscale
scheme can be successfully applied to more complex situations. In this simulation,
a liquid droplet oscillates and gets hit by a vapour wave. The need for a surrogate
solver becomes evident. If we had to run a MD simulation—taking roughly 5 min—
for each of the approximately 200 interface edges in each of the 1000 time steps,
the whole simulation would have taken at least 16,000h which is clearly unfeasible.
By employing the surrogate solver, we can reduce the computational time for the
simulation to roughly 15h.



76 J. Magiera and C. Rohde

Fig. 6 Multiscale simulation for the temperature-dependent two-phase flow model in one space
dimension and the correspondingMD simulations (a binned statistic is shown, averaged over 50MD
simulations) [25]. The initial data ρ− = 0.58, v− = 0, T− = 1.0, ρ+ = 0.05, v+ = −0.5, T+ = 1.0
is chosen in such a way that a vapour phase wave hits the liquid phase

3.4 Isothermal Two-Component Two-Phase Flow

An advantage of the multiscale model is that it is straightforward to consider more
complex fluids and fluid mixtures. Isothermal two-component flow can be modelled,
for example, with the continuum-scale, multi-componentmodel derived in [6], which
has the following form for each component i

∂tρi + ∇ · (ρivi ) = 0,

∂t (ρivi ) + ∇ · (ρivi ⊗ vi ) = −ρi∇μi − T
∑
j

fi jρiρ j (vi − v j ),
(17)

in �±(t) for t ∈ (0, tend). The primary variables are the partial mass densities ρi and
the partial velocities vi . The friction factor fi j = f ji > 0 between the components i
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Fig. 7 Two-dimensional multiscale simulation of the temperature-dependent two-phase flow
model. Initially the liquid droplet and the vapour atmosphere are not in equilibrium, resulting
in oscillations. Then a wave hits the liquid droplet, that increases the fluid temperature and deforms
the droplet [25]

and j is proportional to the reciprocal of the Maxwell–Stefan diffusion coefficients
-Di j . The chemical potential of component i with respect to mass is denoted by μi ,
and given by the EOS. We decided to apply the PC-SAFT EOS [20] as it is in good
agreement with our MD results.

To test the multiscale model, we consider a mixture of the two components argon
and methane, i.e. i ∈ {Ar,Me}. The structure of the corresponding molecules is sim-
ple enough to be approximated by basic Lennard–Jones particles, only the parameters
of the interaction potential need to be adapted.

Fig. 8 Two-dimensional multiscale simulation of two-component, two-phase flow model for an
argon–methanemixture.Agaseouswave consistingmostly of argon hits a liquid droplet that consists
primarily of methane. The upper part of each sub-figure shows ρMe, vMe for methane, and the lower
part ρAr, vAr for argon [25]
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The basic principle of the multiscale model does not change compared to the
single-component case—for all details we refer to [25].

In Fig. 8 two-dimensional simulation results are shown for a two-phase argon–
methane mixture. In it, a liquid droplet, consisting mostly of methane, is hit by a
vapour wave, that is composed mostly of argon. The droplet in turn deforms and is
pushed through the fluid domain, while evaporating methane into and accumulating
argon from the vapour atmosphere.

4 Diffuse-Interface Modelling

The SI approach from Sect. 3 is physically well-grounded as long as the interfaces
are separated. However, it comes with a severe disadvantage if interfaces meet. Coa-
lescence, splitting, formation or distinction events go along with singular curvature
states, rendering the original approach to fail. For such reasons, diffuse-interface
(DI) models have been suggested to describe the dynamics of a compressible fluid
with liquid-vapour phase transition. The DI models split into at least two sub-groups.
Whereas there are thewidely-used phase-fieldmodels for compressible liquid-vapour
flow (e.g. [3, 5, 29]), we favour a second-gradient approach which does not require
to bind an artificial order parameter to the density determining the phase state.
Prescisely, we rely on models of the Navier–Stokes–Korteweg (NSK) class. As in
Sect. 3 the phases are then uniquely determined by the density state (if temperature
is kept constant). Starting with the work of [14] there is by now a vast amount on lit-
erature for the NSK equations concerning analysis as well as numerics (see e.g. the
reviews [3, 30] for a partial overview). We will shortly review the classical NSK
system in Sect. 4.1, and then report on new model variants that have been obtained
within the SFB–TRR 75. In Sect. 4.2 we will then present numerical simulations for
the new model approaches.

This part uses material that has already been published in [8–11, 13, 15, 22, 28].

4.1 Navier–Stokes–Korteweg (NSK) Equations for
Two-Phase Flow

Wekeep the temperature fixed at Tref < Tcrit , such that a liquid and a vapour phase co-
exist (see Fig. 2 for the corresponding pressure p = p(ρ) omitting the temperature
dependence). For what follows, the unknowns will depend on a parameter ε > 0
governing the width of the diffuse interface. For ε → 0 we expect under appropriate
scaling of viscosity and capillarity parameters to recover certain solutions of models
in Sect. 3. As initial conditions for density and velocity we then set

ρε(·, 0) = ρ0, vε(·, 0) = v0 in �. (18)
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The Classical Navier–Stokes–Korteweg Equations. Let the capillarity parameter
γ = γ (ε) > 0 andTε be the viscous part of the stress tensor, given for the dynamical
shear viscosity η = η(ε), and the bulk viscosity λ = λ(ε) with η ≥ 0, 3λ + 2η ≥ 0
by

Tε
i j [v] := λ(∇ · v)δi j + 2ηDi j [v], Di j [v] = 1

2

(
vε
j,xi + vε

i,x j

)
, (19)

for i, j ∈ {1, . . . , n}. For the unknowns, density ρε = ρε(x, t) : � × [0, tend] →
(0, 1/b), velocity v = v(x, t) : � × [0, tend] → R

d , the classical NSK system
extends the Navier–Stokes system and reads as [14]

∂tρ
ε + ∇ · (ρεvε) = 0,

∂t (ρ
εvε) + ∇ · (ρεvε ⊗ vε + p(ρε)I) = ∇ · (Tε[vε]) + γρε∇�ρε,

(20)

in � × (0, tend). Besides the initial conditions (18), we fix, for n� ∈ S
d−1 being the

outer normal of ∂�, the boundary conditions

vε(·, t) = 0, n� · ∇ρε(·, t) = 0 on ∂�. (21)

This choice induces a 90◦-degree contact angle between the phases at the solid
wall boundary. The model is thermodynamically consistent, i.e. using (1), classical
solutions of (18), (20), (21) satisfy for all t ∈ (0, tend) and λ, η as above

d

dt

( ∫

�

1

2
ρε(x, t)|vε(x, t)|2 + ρε(x, t)ψ(ρε(x, t)) + γ

2
|∇ρε(x, t)|2 dx

)

≤ −
∫

�

2ηD[vε(x, t)] : D[vε(x, t)] + λ(∇ · (vε(x, t)))2 dx ≤ 0. (22)

The energy inequality (22) is the DI analogue to the SI energy inequality (11).
Let us consider static equilibrium solutions for (20). The generalized energy in (22)
reduces then to the van der Waals energy

FDI−NSK[ρε] :=
∫

�

ρε(x)ψ(ρε(x)) + γ

2
|∇ρε(x)|2 dx. (23)

In other words, the density component of the time-asymptotic limit of solutions of
the Eqs. (18), (20), (21) can be expected to minimize the functional FDI−NSK. For the
scaling γ (ε) = O(ε2), minimizers of (23) approach minimizers of the SI functional
FSI in (12) (see e.g. [27]). Additionally, with λ(ε), η(ε) = O(ε) one recovers for
ε → 0 solutions of Eqs. (4), (5), (8) with σ = 0 (see [13] for formal asymptotic-
analysis results in this direction including alternative scalings).

The Relaxed Navier–Stokes-Korteweg Equations. The classical NSK system
involves third-order derivatives, which makes it numerically quite complicated.
Moreover, the Euler-type operator in Eq. (20) is of mixed hyperbolic–elliptic type,
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i.e. the flux Jacobian has complex eigenvalues for densities in the spinodal region (see
Fig. 2). As one practical consequence, it is not possible to extend modern numerical
methods for the Navier–Stokes equations because these require the hyperbolicity.
Therefore, we aim at developing alternative formulations of the NSK system (20)
that avoid this difficulty. First, one can substitute the Laplacian in the momentum
balance of Eq. (20) by a convolution term (see [8, 28]) that relies on analytical argu-
ments from [9]. This approach necessitates the solution of an extra elliptic equation.
As a second approach we re-formulate the ansatz leading to a hyperbolic–parabolic
system that is solvable for any standard solver for the Navier–Stokes equations.

To be precise, for a relaxation parameter α > 0 we consider the relaxed NSK
system, given by

∂tρ
ε,α + ∇ · (ρε,αvε,α) = 0,

∂t (ρ
ε,αvε,α)+∇ · (ρε,αvε,α ⊗ vε,α + p(ρε,α)I) = ∇ · (Tε[vε,α])

+ αρε,α∇(cε,α − ρε,α),

βct−γ�cε,α = α(ρε,α − cε,α)

(24)

in � × (0, tend). Here, β = β(α) is a mobility parameter. The system (24) extends
the classical NSK system by a heat equation for the relaxation quantity cε,α =
cε,α(x, t) ∈ R. The unknown c should be close to ρε,α such that the initial conditions
are chosen as

ρε,α(·, 0) = cε,α(·, 0) = ρ0, vε,α(·, 0) = v0 in �. (25)

Note that Eq. (24) does not contain higher derivatives on ρε,α . The boundary condi-
tions from Eq. (21) with a Neumann condition on ρε,α transfer to

vε,α(·, t) = 0, n� · ∇cε,α(·, t) = 0 on ∂�. (26)

Local well-posedness of classical solutions for the Eqs. (24),(25),(26) can be derived
with standard contraction techniques. Beforewe go on to discuss the relation between
the relaxedNSKsystemand theNSKsystem (20) let us note that it is a straightforward
computation to verify that (24) is thermodynamically consistent. Classical solutions
(ρε,α, vε,α, cε,α) of Eqs. (24), (25), (26) obey for t ∈ [0, tend) the inequality

d

dt
Eε,α(t) := d

dt

( ∫

�

1

2
ρε,α(x, t)|vε,α(x, t)|2 + ρε,α(x, t)ψ(ρε,α(x, t))

+ α

2
(ρε,α(x, t) − c(x, t))2 + γ

2
|∇c(x, t)|2 dx

)

= −
∫

�

2ηD[vε,α(x, t)] : D[vε,α(x, t)]

+ λ(∇ · (vε,α(x, t)))2 + β
(
ct (x, t)

)2
dx

≤ 0.

(27)
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Static equilibrium solutions of Eq. (24) are provided by minimizers of the functional

FDI−rNSK[ρε,α, cε,α] :=∫

�

ρε,α(x)ψ(ρε,α(x)) + α

2

(
ρε,α(x) − cε,α(x)

)2 + γ

2
|∇cε,α(x)|2 dx. (28)

One observes that minima of the Van-der-Waals functional (23) are (formally) recov-
ered when considering the Korteweg limit α → ∞ for a sequence of minimizers of
Eq. (28) (see [34] for rigorous results, always keeping ε fixed). Likewise, we have
achieved analytical and numerical evidence that solutions of the relaxed NSK sys-
tem (24) with β = O(εα−1) converge for α → ∞ to solutions of the NSK system
(20) [10, 15, 28], that have been extended later in e.g. [19]. In turn, keeping α fixed
and scaling γ (ε) = O(ε2), λ(ε), η(ε) = O(ε) we conjecture that the SI limit ε → 0
equals the ones for Eqs. (23), (20), respectively.

4.2 Numerical Simulations for the Relaxed NSK System

Based on the analysis of the Korteweg limit α → ∞ for the relaxed NSK problem
(24)–(26) as described in Sect. 4.1, we view it as an approximation of the original
NSK problem (18), (20), (21). We have developed several numerical schemes to
solve the relaxed problems focusing on the Local Discontinuous-Galerkin method
that appears to be most flexible for this type of equations. For details we refer to [11,
22, 28]. Before we conclude this section with a series of numerical experiments let us
clarify why the relaxed system is more appropriate for the numerical discretisation.

First, the relaxed NSK system contains only second-order and local differential
operators as compared to the third-order system (20). Note that solving the additional
equation for the relaxation unknown cε,α is not a problem. This equation is a simple
linear heat equation, which can be solved extremely efficiently. But there is another
issue which makes Eq. (24) attractive. Neglecting the viscous part of the stress tensor
in Eq. (24) the momentum balance can be re-written in the form

∂t (ρ
ε,αvε,α)+∇ · (

ρε,αvε,α ⊗ vε,α + pα(ρε,α)I
) = αρε,α∇c, (29)

using the re-defined pressure

pα(ρ) := p(ρ) + α

2
ρ2. (30)

One readily observes that for α � 1, the function pα is monotonically increasing.
Then the entire Euler operator in Eq. (24) (, i.e., substituting p by pα in Eq. (24))
becomes hyperbolic. In turn the relaxed NSK system is accessible to standard meth-
ods for hyperbolic-parabolic equations ofNavier–Stokes type. In the sequelwe report
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on two examples from [22], which have been computed by an extension of the CFD-
code FLEXI [24].

Merging ofmultiple droplets, Ostwald ripening, and trend to equilibrium (from
[22]). For the first example, we start in t = 0.0 with an ensemble of droplets in
� = (0, 1)2, as displayed in the upper-left box in Fig. 9. The initial velocity vanishes
and for the parameters in Eq. (24) we make the choices

λ = −2

3
ε, η = ε, β = εα−1, γ = ε2, ε = 0.01, α = 100.

As pressure, the van derWaals function (3) is chosenwith a = 1/b = 3, R = 8/3 and
Tref = 0.85. The results of the simulation can be seen in Fig. 9. One observes several
phase transition effects. Smaller droplets merge and unite to a bigger one which is

Fig. 9 Evolution of a droplet ensemble and trend to (spherical) equilibrium (Source [22], reprinted
with permission from Elsevier under No. 5039260334246)
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driven into spherical (quasi-)equilibrium. Notably, there is also Ostwald ripening
taking place: droplets get smaller and vanish without contact to other droplets. For
this slow process the liquid mass is transported through the surrounding low-density
vapour phase. For the end of the simulation, one sees, that a spherical droplet remains,
confirming the discussion of equilibria in Sect. 4.1.

Head-on collisions and discrete energy dissipation (from [22]). For the second
example in � = (0, 1)3, we take all parameters as in the first one. The initial density
field is arranged, such that there are twodropletswith densityρl in a vapor atmosphere
of density ρv , see the upper-left box in Fig. 10. The initial velocity is chosen such that
the droplets are forced together. For the exact set-up we refer to [22, Sect. 4.3.2.].
The resulting collision scenario is shown in Fig. 10, where the contour surfaces for
the mean value of ρl and ρv are plotted. The two droplets merge and result in one
squashed droplet. This droplet oscillates, and finally evaporates completely. It is
remarkable, that for this numerical simulation, there holds a discrete analogue of the
energy decay as expressed in the relation (27). Its time evolution is tracked in Fig. 11.
We employed a third-order version of the spectral element approach in FLEXI [24],
with a spatial resolution of 643 elements, resulting in 2563 degrees of freedom. For
a complete study of head collisions with its various topological droplet scenarios we
refer to [22].

Fig. 10 Evolution of two colliding droplets. The figures display representative contour surfaces of
the density field at different times (Source [22], reprinted with permission from Elsevier under No.
5039260334246)
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Fig. 11 Time evolution of
the discrete energy Eε,α(t)
for different collision
velocities vrel. The plot at the
top corresponds to the
simulation shown in Fig. 10.
Just as for the exact solution
(see (27)), the discrete
energy in the numerical
simulations decreases
monotonically. (Source [22])

5 Conclusions

In the course of the project, we have developed novel approaches to model and
simulate two-phase flows.
For the SI modelling approach, an analytical two-phase solver was developed, that is
applicable to a wide range of kinetic closure relations. Furthermore, a newmultiscale
model was designed, that does not need prescribed closure relations at the interface.
Instead, the phase boundary dynamics are determined from MD simulations on a
more fundamental level. The versatility of this approach is proven by the fact that
even multi-component flow can be simulated.
Within theDImodelling framework,we considered aNSK-system,which, in its basic
form, is quite expensive to solve. Thus, we proposed and investigated alternative
formulations of the system, which are more efficient to simulate.
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Stopping Droplet Rebound with Polymer
Additives: A Molecular Viewpoint

Eunsang Lee, Hari Krishna Chilukoti, and Florian Müller-Plathe

Abstract The origin of rebound suppression of an impacting droplet by a small
amount of polymer additive has been tentatively explained by various physical con-
cepts including the dynamic surface tension, the additional energy dissipation by
non-Newtonian elongational viscosity, the elastic force of stretched polymer, and
the additional friction on a receding contact line. To better understand the role of
polymer on a molecular level, we performed multi-body dissipative particle dynam-
ics simulations of droplets impacting on solvophobic surfaces. The rebound sup-
pression is achieved by the elastic force of stretched polymer during the hopping
stage, and the additional friction on the contact line during the retraction stage. Both
slow-hopping and slow-retraction mechanisms coexist in a wide range of simulation
parameters, but the latter is prevailing for large droplets, and for the strong attraction
strength between polymer and surface. The increased polymer adsorption, which
maybe achieved by a higher polymer concentration or a larger molecular weight,
stimulates both mechanisms. Also, the molecular evidence of the additional friction
on the receding contact line is shown from the relation between the contact angle
and the contact line velocity where the slope of the fitted line is an indication of the
additional friction.
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1 Introduction

Dynamic wetting of a solid surface by impacting liquid droplets has gained a lot
of attention due to its practical relevance in agriculture, coating, painting, ink-jet
printing, etc.. [13, 17, 20, 53, 60]. When a droplet impacts on a solvophobic sur-
face, it can deposit, splash (disintegrate), or rebound depending on liquid and solid
properties [29]. After a droplet touches a surface, it spreads laterally. The spreading
of Newtonian droplets is generally governed by their initial kinetic energy (impact
velocity), the viscous energy dissipation of the liquid, and the surface tension of the
droplet. Dimensionless Reynolds, Re = ρvD/η, andWeber numbers,We = ρv2D/γ ,
characterise the balance between them, where ρ, v, D, η, and γ refer to the droplet
mass density, the impact velocity, the initial droplet diameter, the shear viscosity of
the liquid, and the droplet surface tension, respectively [1, 29, 38, 50]. For a droplet
of small Re, much energy is dissipated by liquid viscosity, which leads to a small
droplet diameter at maximum spreading. A small We refers to large surface tension,
also resulting in small droplet diameter. The spreading is followed by splashing or
retraction depending on the surface energy compared to the remaining kinetic energy.
If the liquid-vapor surface tension is not large enough to store the remaining kinetic
energy, the droplet splits into several sub-droplets. Otherwise, the droplet retracts as
it minimises its surface area. The retraction of Newtonian droplets is controlled by
the initial kinetic energy, the capillary force and the viscous dissipation, which is
quantified by the dimensionless capillary number, Ca = ηv/γ . A large Ca denotes a
stronger viscous effect compared to an elastic effect of the surface, thus it makes the
retraction velocity slow. The retraction is also affected by frictional energy dissipa-
tion at the liquid-solid interface, which is characterised either by surface wettability
or the solid-liquid interfacial tension. As the latter is not easy to measure experimen-
tally, equilibrium or dynamic contact angles are widely adopted in its place. If the
kinetic energy is not sufficiently dissipated during the retraction, the remaining par-
ticle momentum is diverted to the surface normal, which results in droplet rebound
(Fig. 1).

A droplet impacting on a solvophobic surface is very likely to bounce off it as
the frictional energy dissipation at the liquid-solid interface during spreading and
retraction is small. The unwanted droplet rebound may lead to reduced productivity

Fig. 1 Schematic
description of droplet impact
process. A droplet first
spreads laterally after
touching the surface. After
reaching maximum
spreading, it retracts back to
recover its spherical shape. If
the initial kinetic energy is
not fully dissipated, it
rebounds off the surface
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in many industrial processes including coating, painting and printing [2, 35, 57]. In
agriculture, it is a challenging problem to suppress the bouncing of pesticide sprays
for better efficiency without a large modification of the solution composition [62].
Among several strategies to suppress droplet rebound froma solvophobic surface [26,
30, 58], polymer additives are well-established. The first observation was that a few
hundreds ppm of polyethylene oxide (PEO) in water suppresses the rebound when a
droplet impacts on a hydrophobic leaf [6, 36, 54]. A droplet of an aqueous polymer
solution in the dilute regime well below the overlap concentration has a liquid-vapor
surface tension and the shear viscosity very similar to that of a pure water droplet,
but it is able to suppress the rebound [4]. Since only considering We and Ca cannot
explain the phenomenon, other, non-Newtonian properties are necessary to explain
it.

Over three decades, scientists put efforts to find the mechanism of the polymer-
induced anti-rebound. Many observations showed that the retraction velocity of a
polymer-solution droplet is slower than that of a pure solvent droplet, but this has
been interpreted in many different ways. In this article, we review some physical
concepts of the existing explanations, and we provide a molecular picture of the
droplet impact process in order to elucidate the polymer effect on the rebound using
dissipative particle dynamics simulations.

1.1 Dynamic Surface Tension

An early attempt held the dynamic liquid-vapor surface tension of a droplet responsi-
ble for the rebound suppression. Mourougou-Candoni et al. [37] performed a droplet
impact experiment of a surfactant solution onto a hydrophobic flat surface, and inter-
preted the different dynamics, particularly during retraction, in terms of the dynamic
surface tension. Newtonian droplets have a homogeneous liquid-vapor interface, thus
the surface tension under any deformation remains the same or very close to its equi-
librium value. In contrast, a small amount of surfactant is heterogeneously distributed
in the droplet, and the molecules are localised on a quickly expanding or shrinking
surface. As the droplet is deformed, a surfactant molecule needs time to diffuse onto
the new surface. The rate of the surfactant diffusion to the surface, typically called
adsorption kinetics, depends on the type of surfactants and the deformation rate. Sur-
factants with fast adsorption kinetics quickly diffuse to the surface during spreading,
so the dynamic surface tension at maximum spreading becomes small, leading to a
low retraction force. The adsorption kinetics also affects the reduction of the surface
tension during retraction. The slow retraction due to the small surface tension causes
a fast reorganisation of surfactant molecules on the surface during retraction, lead-
ing to a further decrease of the surface tension. Therefore, surfactants having fast
adsorption kinetics are expected to suppress the droplet rebound.

A later work done by Crooks et al. [16] followed a similar idea of the dynamic
surface tension, but under restricted conditions. They found that the fluid’s hydrody-
namics is different for the droplet impact from that in the maximum bubble pressure
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method (MBPM)which is a measurement technique for the dynamic surface tension.
They alleged that themechanism of the dynamic surface tension does not work below
the critical micelle concentration of the surfactant when hydrodynamics critically
influences to the surfactant diffusion. However, above the critical micelle concentra-
tion, demicellisation quickly supplies the surfactants to the surface. Because this pro-
cess is not much affected by hydrodynamics, the dynamic surface tension observed
from MBPM could explain the different retraction and rebound upon impact.

The idea of the reduced surface tension, however, cannot explain the rebound
suppression by a polymer additive, e.g., PEO in water, as PEO has a very slow
adsorption kinetics [24]. Moreover, a small amount of surface-stabilising surfactants
substantially reduces an equilibrium surface tension, provoking fragmentation or
splashing of the droplet after spreading, which worsens the problems beyond the
droplet rebound in many applications.

1.2 Elongational Viscosity

When an elongational deformation is applied to a polymeric material, the polymer
stretches in the direction of the elongation. The stretched polymer is entropically
and sometimes energetically, too, unfavourable compared to its average equilibrium
conformation. The tendency to recover its equilibrium coiled conformation generates
a pulling force against elongation. If a polymer solution is deformed by flow, the
polymer is elongated in the flow direction. As a consequence, the first normal stress
difference, N1 = σzz − σxx , becomesnegative,whereσzz andσxx refer to the diagonal
stress tensor components in flow and in perpendicular directions, respectively. The
elongational viscosity characterises the viscous energy dissipation by the first normal
stress under elongation, written as ηe = −N1/ε̇, where ε̇ indicates the elongational
flow rate. Formoderate flow rates, the restoring force of the polymer is purely entropic
and the elongational viscosity is strongly related to the amount of stretch of the
polymer chains (Fig. 2). Due to the finite extensibility of chains, the elongational
viscosity saturates at high elongation rates. The finite extensibility of the polymer

Fig. 2 A typical schematic
of shear (black) and
elongational (blue)
viscosities as a function of
deformation rate of
polymeric materials. A red
line indicates an average
polymer extension in the
steady state as a function of
the elongation flow rate
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also makes it difficult to measure experimentally the elongational viscosity of a
dilute polymer solution since the fluid easily breaks up under the large deformation.
Figure 2 shows a typical dependence of the elongational viscosity of shear-thinning
polymeric materials on the deformation rate. At low deformation rates, materials
follow Newtonian behaviour with the relation ηe = 3η [9]. At high deformation
rates, however, the Trouton ratio defined by the ratio between elongational and shear
viscosities, ηe/η, raises to up to 104 for polymer solutions [47].

The concentration dependence of the elongational viscosity of polymer solution
is stronger than of the shear viscosity. Even for dilute polymer solutions far below the
overlap concentration, the elongational viscosity increases rapidly with increasing
polymer concentration as the stretching amount is very sensitive to the elongation
rate, while the shear viscosity is not [48]. The strongly concentration-dependent,
non-Newtonian property made it an attractive candidate explanation for the slow
droplet retraction caused by a tiny amount of polymer.

Bergeron et al. [3] proposed a relation between the reduction of the retraction
velocity and the elongational viscosity of the fluid. They found that the retraction
of a 100 ppm aqueous PEO droplet impacting on a hydrophobic spin-coated glass
plate is five times slower than that of a pure water droplet, and consequently, the
droplet does not rebound. The elongational viscosity was obtained using an opposing
nozzle rheometer, and also by fitting the normal stress under shear with the finite
extensible nonlinear elastic polymer (FENE-P) constitutive equation [9]. The authors
claimed that the normal stress differences due to the elongated chains are the main
channel for the additional energy dissipation during retraction. The capillary number
typically governing the retraction velocity of Newtonian droplets also works for
polymer solution droplets when it is re-written in terms of the elongational viscosity
replacing shear viscosity, Ca = vretηe/3γ .

A controversy about this work, however, debated the effect of the elongational
viscosity being applied only to the retraction, but not to the spreading. In their publi-
cation, even for an impacting velocity high enough to make the liquid flow rate much
faster than the polymer relaxation rate (We > 1), the elongational viscous energy
dissipation does not occur during the spreading, and the maximum spreading diam-
eter does not change [6]. Furthermore, the calculated elongation is incorrect because
the flow velocity is divided by the thickness of the droplet instead of the length of
the droplet along the elongation direction, which is, by definition, a shear rate. The
correct elongation rate would be an order of magnitude smaller than that reported,
thus it is no longer constant with varying flow rate, and its accuracy is no longer
reliable. The discrepancy of ηe of the same material in different publications from
the same group also made it even more controversial [6, 34].

Recently, non-Newtonian liquid properties originating from polymer stretching
were again studied in an experiment by Dhar et al. [18]. They impacted an aqueous
solution droplet of polyacrylamid on a superhydrophobic surface, and observed the
critical impact velocity above which the rebound is suppressed. It turned out to
decrease with increasing polymer concentration. They argued that a deformation
rate of the fluid faster than the rate of polymer relaxation, achieved by the high
impact velocity, is necessary for the additional energy dissipation during retraction.
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Although the fact that the additional energy dissipation by non-Newtonian behaviour
of the droplet suppresses the droplet rebound aligns with the idea of Bergeron et al.
[3], it would rather have to be interpreted as the behaviour of a non-Newtonian droplet
whose shear viscosity is higher than that of a pure water droplet, because they used
droplets of high polymer concentration and also the shear rate is used for the critical
Weissenberg number.

While many simulations of the impact Newtonian droplets using molecular
dynamics [23, 31], dissipative particle dynamics [56, 61], and numerical solutions
of the Eulerian droplet model [14] have been published, very few studied dilute poly-
mer solution droplets using field-based simulations of the FENE-Chilcott-Rallison
(FENE-CR)model [28, 49]. Thismodel can control non-Newtonian viscoelasticity of
a droplet by an extra stress tensor, keeping the solvent viscosity constant. A study by
Izbassarov et al. [28] found an enhanced rebound tendency of the viscoelastic droplet
compared to a Newtonian one, when its equilibrium contact angle ranges from 50
to 120◦. This result is opposed to many experimental findings of polymer-induced
rebound suppression, which implies that elongational energy dissipation is not the
source of rebound suppression. A later work by Tembely et al. [49] reproduced the
rebound suppression of a viscoelastic droplet on a super-hydrophobic surface with an
equilibrium contact angle of 154◦. Unfortunately, molecular mechanisms or its phys-
ical origins are completely missing in this publication. Furthermore, the FENE-CR
model showed that the behaviour during spreading, i.e. a maximum spreading factor
defined by the maximum diameter divided by the initial droplet diameter, is also
affected by viscoelastic properties, which is contrary to experimental observations.

The idea of the energy dissipation by non-Newtonian elongational viscosity
receded from the mainstream, since several experiments provided evidence against
it. Rozhkov et al. [40] performed an experiment of PEO solution droplets of various
concentrations impacting on a small disk-like object whose diameter is comparable
to the droplet’s diameter. The purpose of impacting droplet on a very small object is to
minimise the effect of surface wettability (liquid-surface interaction) on the droplet
dynamics. They found that the maximum spreading factor and the retraction velocity
do not depend on the PEO concentration, but that the shape of the spreading droplet
does, which ruled out the possible role of the elongational viscosity as the source of
energy dissipation during spreading and retraction. Another impact experiment of
polymer solution droplets on a heated surface in which the liquid-surface interaction
is negligible due to the vapor film above the surface (Leidenfrost phenomenon) also
showed that polymer concentration does not alter the rebound tendency [4].

The fluid behaviour caused by polymer elongation was recently revisited in a
different aspect by Chen et al. [15]. This work performed a droplet impact experi-
ment of a dilute aqueous PEO solution on a superhydrophobic glass surface coated
with cellulose stearoyl ester. They found a “beads-on-a-string” structure which is a
thin liquid filament between the droplet and the substrate, when the droplet jumped
from the surface. The filament can be thinner and longer before breaking up for
higher polymer concentrations, and it applies an elastic elongation force against the
rebound (Fig. 3a). Analysis of the droplet-height oscillation by fitting it with the
equation for a damped harmonic oscillator (flatness factor, ξ ) shows a higher damp-
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Fig. 3 a Beads-on-a-spring structure in 5g/L PEO solution. Temporal evolution of the flatness
factor ζ , height divided by lateral radius, for b pure water and c 10g/L polymer solution droplets.
d The damping coefficient and e the spring constant obtained by fitting data with the equation of a
damped harmonic oscillator. Reprinted with permission from [15]. Copyright (2018) @ American
Chemical Society

ing coefficient and a higher spring constant for higher polymer concentration (Fig.
3b–e). The formation of a thin neck in the course of the hopping was also observed in
another experiment [18]. Although only macroscopic images were given without any
molecular evidence, these works suggested a possible role of the elongation force of
polymer not only during retraction, but also during the hopping stage after retraction.

1.3 Friction on Three Phase Contact Line

Most recently, the focus moved to more local effects of polymer additives, especially
to their effect on the three-phase contact line (TPL). A study done by Bartolo et al. [2]
showed an experiment of a polyacrylamid-solution droplet impacting on a hydropho-
bic parafilm surface. They stated that the additional energy dissipation by the normal
stress at the TPL under the applied shear, which is known to increase quadratically
with increasing shear rate, reduces the retraction velocity of the droplet. They also
ruled out the possible roles of liquid-surface interaction and the polymer adsorption
on the surface leading to the energy dissipation at the TPL. The established lubricant
equation for thin films states that, for large dynamic contact angles, the retraction
velocity is inversely proportional to the square root of the normal stress at the TPL.
When the surface-adsorption effect is ignored as the authors intended, this statement
is, however, contrary to the elastic effect of the elongation force from a molecular
point of view. The net force due to the normal stress by elongation pulls the TPL in
the same direction as the capillary force, which would have increased the retraction
velocity. Furthermore, the typical shear rate of droplets of dilute polymer solution
during retraction, calculated as the retraction speed divided by the height of the
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droplet, is of the order of 102s−1. At this shear rate, the first normal stress difference
of a bulk dilute polymer solution is negligible, as given by their experimental data.
The polymer concentration in their experiments is above the overlap concentration.
Therefore, influences other than the first normal stress, such as the shear viscosity and
the surface tension cannot be simply ruled out as main contributors to the rebound
suppression.

The most widely accepted explanation for the polymer-induced rebound suppres-
sion in recent years is the additional friction on the moving TPL. Using particle
image velocimetry, Bertola et al. showed that the average velocities of all molecules
inside droplets of rebounding water and non-rebounding polymer solution are quan-
titatively similar to each other even during retraction [42–44]. The main velocity
difference is found locally at the TPL. The energy dissipation by the additional fric-
tion, which is quantified by the slip distance during the first contact angle oscillation,
increases with polymer concentration. They also visualised stained γ -DNA added
to a droplet which deposits behind the receding contact line (Fig. 4a). This finding
directly indicates the change of surface properties by the polymer.

Their statement was also supported by the observation of dynamic contact angles
[5–7, 45]. The apparent contact angle of the polymer solution droplet at the beginning
of the retraction is much smaller than that of the water droplet, even though their
behaviour during spreading is identical (Fig. 4b) [7]. The dynamic contact angle
varying with the contact line velocity is interpreted either by viscous bending of
the liquid-vapor interface in a mesoscopic region or by the kinetics of molecular
adsorption/desorption to the surface [11]. Especially, the latter, often called Molec-
ular Kinetic Theory (MKT) of dynamic wetting, explains contact angle dependence
on the velocity of the TPL in terms of the surface wettability (an equilibrium con-
tact angle). Therefore, the reduced contact angle during the retraction together with
the decreasing retraction velocity can be interpreted by the additional friction by
polymer on the TPL. It was also found that the concentration of polymer and the
impact velocity affect the retraction as shown in Fig. 4c. The increasing polymer
concentration leads to a decrease of the contact angle and in the TPL velocity, which
is indicative of the increased friction on the TPL.

It is worth noting that the increasing impact velocity (We) also decreases the
contact angle and the TPL velocity, implying a large effective friction against the
TPL movement. This result is consistent with the experiment by Dhar et al. [18] who
interpreted the behaviour in a different way using the polymer relaxation time with
respect to the shear rate. The same tendency was observed in another experiment
for an impacting water droplet with PEO and nanoparticle additives [59]. This work
argued that the impact velocity mainly affects the amount of polymer adsorption on
the surface during spreading. For a high enough impact velocity, the droplet is highly
deformed and then polymer accumulates on the substrate, which in turn, generates
a strong friction at the liquid-solid interface. They showed, as an analogy to the
decreasing contact angle during retraction, an increasing advancing contact angle
upon impact on a tiled surface with the increasing impact velocity. However, again,
no molecular evidence was provided in these works, which makes it difficult to find
a concrete mechanism covering the impact dynamics of various types of material.
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Fig. 4 a Fluorescence microscope image of γ -DNA left behind on the surface after the droplet
has retracted. Reprinted figure with permission from [43]. Copyright (2010) @ American Phys-
ical Society. b Apparent contact angle and the spreading factor of 50ppm aqueous PEO solution
impacting on the hydrophobic surface. Inset shows the definition of the apparent contact angle. c
The minimum dynamic apparent contact angle for different polymer concentration and the differ-
ent impact velocity. Reprinted figures from [7]. Copyright (2015) with permission from Elsevier.
d Syringe-driven flow (square) water and (triangle) PEO solution droplets at flow rate 485 µL/s−1.
Reprinted with permission from [45]. Copyright (2014) @ American Chemical Society

Another experiment obtained the dependency of the contact line velocity on the
dynamic contact angle fromadifferent experimental setup, so called forced dewetting
[45]. This work measured the dynamic contact angle of a polymer solution droplet
under the syringe-driven flow where the retraction velocity can be imposed by the
rate of liquid suction (Fig. 4d). They found that the contact angle of the polymer
solution droplet during the retraction is substantially smaller than that of a water
droplet at the same retraction velocity. Furthermore, it continuously decreases as the
TPL recedes with a constant velocity, which indicates an increasing frictional force
in the course of retraction.

To establish the relation between the polymer concentration and the rebound
tendency with the concept of the additional friction, a semimperical energy balance
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equation was derived [27]. The equation shows the excess rebound energy in terms
of the spreading factor, the equilibrium contact angle, and the capillary number.
However, the capillary number used is written in terms of the shear viscosity of
the polymer solution which, in the authors’ intention, directly contributes to the
additional energy dissipation at the TPL. Therefore, the behaviour of a dilute polymer
solution, specifically the experimental observation of the polymeric effect only acting
on the retraction not on the spreading, can not be explained by this model.

1.4 A Summary of the State of the Art

To sum up, the rebound suppression by a small amount of polymer additive has
been explained broadly by different physical concepts: the dynamic surface tension
depending on the adsorption kinetics, the elongation effect of the stretched polymer,
and the additional friction on the three-phase contact line by polymer adsorption.
The dynamic surface tension turned out to be inappropriate for the dilute polymer
solution since it leads to a significantly reduced equilibrium surface tension, which is
not found for dilute polymer solutions. The elongational viscosity was also debated,
since the experiments with negligible surface-liquid interactions showed almost the
same retraction behaviour irrespective of the presence of polymer in the droplet.
However, a few works have focused on the different role of the elongation force as
an elastic response, in which the liquid filament of the polymer solution actually
pulls the droplet back when it tries to jump from the substrate. The concept most
widely accepted in recent years is the additional friction on the TPL induced by
polymer adsorbed on a surface. This idea was supported by the visible presence of a
polymer deposit behind the receding contact line, and the substantial reduction of the
receding contact angle for a polymer solution. Although the experimental findings
clearly point out the increased friction on the TPL as the polymer contribution to the
rebound suppression, a comprehensive understanding with a clear molecular picture
is still incomplete, which raises the need of molecular simulation studies.

2 Elongation Force of Stretched Polymer during Hopping

Recently, we examined how the elastic force of elongated polymer reduces the
rebound tendency using particle-based multi-body dissipative particle dynamics
(MDPD) simulations [32]. This method allows mesoscale simulations with correct
hydrodynamics using a soft-core interaction potential [21, 22, 25]. In particular,
the density-dependent attractive force in MDPD makes it possible to sample phase
coexistence for one-component systems, which is necessary for the droplet impact
simulation [52]. Different adsorptivity of solvent and polymer beads to surface beads
were suspected as a physical origin of the polymer effect asmany experimental obser-
vations imply. The strength of the pairwise attractive force in MDPD is given by the



Stopping Droplet Rebound with Polymer Additives: A Molecular Viewpoint 97

Fig. 5 a The most probable outcomes are shown for different polymer molecular weight (Np)
and concentration (xp). Two outcomes for a given Np and xp (for example, deposition and partial
rebound for Np = 20, xp = 0.015) indicate that two outcomes are equally probable out of five
independent trajectories. The black dashed line on the graph is a rough boundary between rebound
and deposition. b Simulation snapshots of the outcome of deposition by polymer necking from side
view. Solvent and substrate particles are coloured in cyan and yellow, respectively. Each polymer
strand is depicted in different colour. Reprinted with permission from [32]. Copyright (2021) @
American Chemical Society

amplitude of a function which decays linearly with the distance between two beads,
i.e. F = A(1 − r/rc), where A, r , and rc refer to the amplitude, the distance between
two beads, and the cutoff distance beyond which the force is zero, respectively. A
similar but shorter-ranged term accounts for pairwise repulsion. The repulsive poten-
tial parameters for all pairs are identical. We varied A between different bead types
to model the different adsorptivity. Our choice of A for different pairs mimics a
good solvent condition of the polymer solution, a solvophobic and polymerphilic
surface with equilibrium contact angles of 155° for a pure solvent droplet, and of 83
° for a pure polymer droplet. We investigated polymer-solution droplets for different
polymer molecular weights and concentrations, where the concentration is always
far below the overlap concentration. The zero-shear viscosity and the equilibrium
liquid-vapor surface tension of the fluids were calculated separately. They turned out
to be almost identical irrespective of the polymer content in this regime, where the
Reynolds and the Weber numbers are Re = 35–42 and We = 78–81.

The droplets (total number of particles = 4 × 104) were shot towards the surface
with a velocity vimp = 2 (in DPD reduced unit). We observed four characteristic
outcomes of rebound, complete rebound (R), partial rebound (P), deposition (D)
and deposition by necking (N), at different polymer composition (Fig. 5a). A higher
polymer concentration and a larger molecular weight tend to suppress the rebound.
Especially close to the boundary between rebound and deposition, a thin liquid
filament, mainly composed of polymer chains, is observed which is in agreement
with experimental images by high speed cameras [15, 18, 27]. On the molecular
level, as the polymer preferably adsorbs on the surface, one of its ends is pinned on
the surface and the other end is immersed in the droplet jumping from the surface.



98 E. Lee et al.

Fig. 6 a Spreading factor as a function of time for droplets of different outcomes: complete rebound
(R), partial rebound (P), deposition (D) and deposition by necking (N). The vertical dashed line
indicates the beginning of a hopping stage. b Hopping velocity versus the maximum value of
the number of adsorbed polymer beads for different Np and xp. Each vhop is obtained from each
trajectory inwhich the droplet rebounds. Fitted linear functions for each Np (vhop = −snads,max + c)
are represented by dashed lines, where the fitted s are given in the legend. Reprinted with permission
from [32]. Copyright (2021) @ American Chemical Society

Owing to the elastic elongation force of the stretched polymer originating from the
tendency to recover its coiled structure, the polymer pulls the droplet back to the
surface, leading to droplet deposition. A similar morphology of the liquid filament
for viscoelastic polymer solutions has been observed not only in droplet impact
experiments [15, 18, 27] but also in different experimental systems [19, 41, 46, 51]
such as a droplet pinch-off in a T-shaped microfluidic junction [41]. In particular,
the highly stretched polymer conformation within the “neck” is confirmed by a
fluorescence image, which is a clear indication of the polymer contribution to the
elasticity of the fluid.

The time evolution of the spreading factor in Fig. 6a shows that the maximum
spreading factor does not depend on droplet properties as expected from similar Re
and We numbers. Interestingly, all simulated droplets show almost identical retrac-
tion velocities, calculated by the slope of the spreading factor versus time during
the retraction. This is contrary to many experimental observations in which the
rebound suppression is attributed to a reduced retraction velocity. Our simulation
rather showed that the polymer adsorption is more relevant for rebound suppression.
The maximum number of adsorbed polymer beads during the whole impact, nads,max,
is strongly (almost linearly) correlated with the hopping (rebound) velocity (Fig. 6b).
A droplet of higher polymer concentration and larger molecular weight shows more
polymer adsorption, which eventually leads to rebound suppression. The concentra-
tion effect on the polymer adsorption is obvious as more chains in the filament apply
a stronger elastic force to the droplet. The observation that longer polymers suppress
the rebound more effectively for droplets at the same nads,max can be understood by
the fact that a longer polymer can exert the restoring force for longer time as the
filament can be stretched longer [19].
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This simulation work provided a clear picture of the so-called, slow hopping
mechanism, induced by the elastic effect of the elongated polymer whose one end
is pinned on the surface. However, the identical retraction velocity for different
droplets observed in thiswork does notmean that slowhopping is the onlymechanism
responsible for the rebound suppression. Other scenarios like the slow retractionmay
prevail under different choice of simulation parameters (see the next section). This
work rather states that the elongation force of polymer and the polymer-containing
thin filament can be one reason of the rebound suppression by polymer additives.

3 Increasing the Contact Line Friction by Adsorbed
Polymer

3.1 Slow Retraction and Adsorbed Polymer

Our recent study usingMDPD simulations of impacting droplet reproduced a second
mechanism coexisting with the slow hopping, the so-called slow retraction mecha-
nism [33]. It is a function of the polymer-solvent attraction strength, |AP/W| (Fig. 7).
InFig. 7a, the retractionvelocity initially decreases substantially (|AP/W| < 90), lead-
ing to rebound suppression (blue squares) as |AP/W| increases. However, if |AP/W|
increases further beyond 90, the retraction velocity again increases due to complete
deposition of the polymer behind the receding contact line.Moreover, the slow retrac-
tion velocity of |AP/W| >150 is similar to that at |AP/W| = 50. Thus, on its own, it
can not suppress the droplet rebound without elongation force during the hopping
stage. This indicates the coexistence of two mechanisms, the slow-hopping and the
slow-retraction mechanisms.

We found that the retraction velocity is correlated, again, with the number of
adsorbed polymer beads on the surface. Asmore polymer beads adsorb, the retraction
is slowed down (Fig. 7b). The influence of the molecular weight on the retraction
velocity is not as strong as on the hopping resistance (Fig. 6b).A noticeable difference
in this work, which uses larger droplets (total number of particles = 105) than the
former study [32], is that the retraction velocity at |AP/W| = 30 is also reduced despite
the same simulation parameters except for the droplet size. This is attributed to the
small surface-to-volume ratio of the large droplet in which the larger fraction of the
solid-liquid interface is covered by polymer at the same bulk concentration.

The contribution of the adsorbed polymer to the slow retraction velocity is also
confirmed by droplet impact simulations at different impact velocities.We found that
the critical polymer concentration necessary to suppress the rebound decreases with
increasing impact velocity, which is in agreement with experiments [18, 59]. The
authors of the experiments stated that the shear rate being faster than the polymer
relaxation is a key factor of the rebound suppression. However, our simulation pro-
vided a molecular picture completely different from this interpretation: the amount
of adsorbed polymer determined by the impact velocity is a key of the slow retraction



100 E. Lee et al.

Fig. 7 a The average retraction velocity of impacting droplets at different polymer-surface attrac-
tion strength, |AP/W|. Black and blue points indicate rebounding and depositing droplets, respec-
tively. bRetraction velocity of individual trajectory as a function of the number of adsorbed polymer
beads at the beginning of the hopping stage. Dashed lines indicate the linear fitting of vret with
nads,hop. Difference symbols represent different molecular weight. c Height and d the number of
adsorbed polymer beads as a function of time for different impact velocities. Simulations snapshot
of droplets at maximum spreading for vimp = 0.6 is given in the inset of (c)

(inset of Fig. 7c). We found that a smaller height of the laterally expanded droplet
enables more polymer adsorption since the diffusion path from solution to surface
is shorter (Fig. 7c and d). Such impact velocity-dependent rebound suppression was
also shown in recent molecular dynamics simulation study [55]. Therefore, a droplet
of low polymer concentration needs high impact velocity and strong droplet defor-
mation into the thin pancake-like morphology in order to transfer a large amount of
polymer to the surface.

3.2 Dynamic Contact Angle during Retraction

According to the Molecular Kinetic Theory (MKT) of dynamic wetting, the friction
on the moving contact line determines the relation between its velocity and the
dynamic contact angle [8, 10]. In this theory, the velocity of the moving contact line,
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Fig. 8 A scatter plot of the − cos θd as a function of vret for a pure solvent droplet, a polymer
solution droplet with AP/W = −30, and a polymer solution droplet with AP/W = −90. Dashed
lines represent fitted functions with line. Inset shows a simulation snapshot of the liquid particles
on the first layer from the surface for 2500 ppm polymer solutions in the middle of the retraction
stage

vcl, is calculated from the frequency of a random molecular displacement to the next
nearest adsorption site, κ0, thus it is given by

vcl = 2κ0λ sinh
(γ (cos θ0 − cos θd)

2nkT

)
, (1)

where γ ,λ, θ0, θd, and n refer to the liquid-vapor surface tension, the distance between
the adsorption sites, the equilibrium contact angle, the dynamic contact angle and the
number of adsorption sites per unit area, respectively. k is the Boltzmann constant
and T is the temperature. When the system is close to equilibrium or to the steady
state, so as vcl is close to zero, Eq. (1) reduces to

vcl = κ0λ

nkT
γ (cos θ0 − cos θd). (2)

On the right hand side of Eq. (2),
(

κ0λ
nkT

)−1
is often defined as ζcl, the coefficient of

effective friction on the contact line. When the friction is strong (large ζcl), cos θd
depends strongly on vcl.

The additional friction by adsorbed polymer during retraction is, therefore, quan-
tified by the relation between the dynamic contact angle (θd) and the retraction
velocity (vret = vcl). Figure 8 shows a scatter plot of − cos θd as a function of vret
for a pure solvent droplet (black squares), a polymer solution droplet with moder-
ate polymer-surface attraction strength (AP/W = −30, red circles), and a polymer
solution droplet with strong polymer-surface attraction strength (AP/W = −90, blue
triangles). If we fit the data approximately with a line, the slope of the line increases
as |AP/W| increases. For the pure solvent droplet, the slope is small which means
that κ0 is large and the friction, ζcl, is small. Larger slopes are found for stronger
polymer-surface attractions, which implies a larger effective friction on the contact
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line. A simulation snapshot in the inset of Fig. 8 shows that the adsorbed polymer
becomes more concentrated near the contact line as the contact line recedes during
retraction. This is attributed to the slower surface diffusivity of polymers compared
to solvent molecules. Therefore, even a tiny amount of polymer accumulates near
the contact line during retraction, which leads to the substantial reduction of the
retraction velocity.

4 Conclusions

We reviewed the state-of-the-art of the possible physical origins of the rebound sup-
pression of an impacting droplet from a solvophobic surface by a small amount
of polymer additive. We discussed several physical concepts, such as the dynamic
surface tension, the additional energy dissipation by non-Newtonian elongational
viscosity, the elastic force of the stretched polymer and the additional friction on
the receding contact line. The explanation based on the dynamic surface tension and
the elongational energy dissipation have become less persuasive, since contradictory
evidence was reported. The additional friction on the contact line during retraction
became more popular, but still lacked a comprehensive understanding. Our MDPD
simulations traced the rebound suppression to both the slowing of droplet hopping by
the restoring force of stretched polymer, and to the slowing of the droplet retraction
by an additional friction on the contact line provided by the polymer adsorbed on the
surface. Both mechanisms coexist over a wide range of simulation parameters, but
the slow-retraction mechanism is prevailing for large droplets and for strong attrac-
tion between polymer and surface. Increasing the polymer adsorption by changing
its polymer concentration, its molecular weight, or its interactions with the surface,
stimulates both mechanisms; thus, the rebound is suppressed. Evidence of the addi-
tional friction on the receding contact line is inferred from the relation between the
dynamic contact angle and the contact line velocity, as the slope of the fitted line is
proportional to the friction.

The molecular mechanism can be roughly summarised: After impact, the droplet
expands sideways. During this spreading phase, the flow is unhindered by the poly-
mer, since its concentration is low enough to leave both the fluid viscosity and its
surface tension unchanged. At the same time, however, polymer equilibrates between
solvation and surface adsorption. This equilibration is aided by a shorter diffusion
path, i.e. a flatter, more spread-out droplet, which in turn is brought about by a
higher impact velocity. The adsorbed polymer, however, strongly influences the sec-
ond phase, retraction. When the fluid is driven by its surface tension to retract, the
polymer is unable to follow quickly enough due to its slowmobility on the surface. It
remains partially attracted to the surface. Its other parts are dissolved in the solvent,
which is as we recall, a good solvent. In its effort to stay solvated, it exerts a ther-
modynamic force, akin to an osmotic pressure, on the solvent molecules. Since, due
to its slowness, the polymer is enriched near the contact line, the force counteracts
the retraction of the contact line. This contact-line friction makes some of the kinetic
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energy of the droplet dissipate. In phase three, hopping, the remaining kinetic energy
is converted. Hopping is opposed by polymer chains that are attached to the surface
with one end and dissolved in the solvent with the other. The chains stretch, as the
droplet is trying to detach, and at a large enough concentration, they prevent hopping.

Our simulation studies clearly confirmed the qualitative origin of the polymer-
induced anti-rebound on the molecular level. A quantitative understanding of the
rebound tendency as a function of polymer composition is still poor since droplet
impact is an extremely non-equilibrium process and not even close to the steady state.
We expect that the physics of the moving contact line upon droplet impact can be
quantitatively analysed by simulations of a capillary bridge under steady shear [12,
39] which give the velocity-angle relation of the contact line with better statistics.
The effect of elastic elongation force of stretched polymer can also be studied by
dynamics of polymer solution droplets, e.g., the droplet impact on wired surface
[46], and a droplet detachment simulation from polymer-tethered surfaces.
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Modelling of Droplet Dynamics in Strong
Electric Fields

Erion Gjonaj, Yun Ouedraogo, and Sebastian Schöps

Abstract We describe a modelling approach for the simulation of droplet dynamics
in strong electric fields. The model accounts for electroquasistatic fields, convective
and conductive currents, contact angle dynamics and charging effects associatedwith
droplet breakup processes. Two classes of applications are considered. The first refers
to the problem of water droplet oscillations on the surface of outdoor high-voltage
insulators. The contact angle characteristics resulting from this analysis provides a
measure for the estimation of the electric field inception thresholds for electrical
discharges on the surface. The second class of applications consists in the numerical
characterization of electrosprays. Detailed simulations confirm the scaling law for
the first electrospray ejection and, furthermore, provide insight on the charge-radius
characteristics for transient as well as steady state electrosprays.

1 Introduction

Applying electric fields to manipulate droplets, jets and sprays is an established
technique used in various applications, including the development of microfluidic
chips [1] and novel display technologies [2]. In more conventional fields such as
electrostatic atomization, electric fields enable the generation ofwell-dispersed spray
plumeswith enhanced controllability of droplet size and spray angle as required, e.g.,
in industrial painting, electrowetting, ink-jet printing and coating applications.

Due to the vast range of applications, the electrohydrodynamic (EHD) modelling
of droplet flows remains an important research subject. The interest in the topic is
twofold. First, one is interested in the characterization of these flows for the pur-
pose of design and optimization of specific technological processes. This includes,
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for example, the ability to control droplet positioning by electric fields generated
by complex electrode arrangements in microfluidic devices or the optimization of
electrospray properties for ink-jet applications. Second, the investigations aim at a
better understanding of EHD phenomena. Analytical models are often not suitable
for the description of practical problems, even for simplistic geometries and elec-
tric field configurations. A more appropriate means for investigating such problems
is numerical simulation. However, also the numerical approach faces major diffi-
culties. Despite the huge computational burden, numerical simulations often fail to
capture all of the involved events due to neglecting or oversimplifying the underlying
physics. This is the case, in particular, for droplet problems involving an interface
between different fluid phases and fluid-solid phases. At such interfaces, the fluid and
charge dynamics are determined by microscopic processes that on their turn strongly
influence the behaviour of the macroscopic system [20].

Various EHD simulation models have been presented (cf. [29, 30]). An electro-
quasistatic (EQS)model using a sharp interface approach for the simulation of droplet
oscillations in electric fields was described by Songoro et al. [28]. Recently, more
sophisticatedmodels based on the diffuse-interface description have been introduced,
taking into account charge relaxation effects by explicitly solving the charge conser-
vation equation [16, 24]. Most of these works, however, focus on the electrokinetics
of charged species in electrolytic solvents rather than on capillary droplet dynamics.
Furthermore, contact line effects at solid interfaces are typically not considered. In
the following, a EHD modelling approach including these effects is described. The
model is, furthermore, applied in the analysis of droplet induced partial discharges
on the surface of outdoor high-voltage (HV) insulators as well as in the investigation
of transient and steady state electrospray atomization processes.

2 The Electrohydrodynamic Model

The electric fields involved in most EHD applications are considered to be slowly
varying, therefore, a quasistatic approximation for the Maxwell’s equations is suffi-
cient. In the following, thermal diffusion, charge production in the bulk and interfacial
charge layers are neglected.These assumptions are reasonable for typical applications
with conductive droplets where the electrostatic screening length is much smaller
than the characteristic size of the system [22]. Furthermore, the effect of Faradaic
currents induced by electrochemical reactions on electrode surfaces is not taken
into account. Under these assumptions, the EHD problem is well described by the
Taylor-Melcher leaky dielectric model [18] that is summarized below.
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2.1 Governing Equations

The fluid flow problem consists in the dynamics of an incompressible liquid (droplet)
emerged in a gaseous phase (air), eventually interfacing a solid body (dielectric
substrate or capillary). The Navier-Stokes equations read,

∂ρu
∂t

+ ∇ · ρuu = −∇ p + ∇ · (
μ

[∇u + ∇uT
]) + ρg + f s + fe , (1)

∇ · u = 0 , (2)

where u denotes fluid velocity, ρ density, μ dynamic viscosity and p pressure. The
driving terms f s and fe are the surface tension force density and the electric force
density, respectively. The former is derived from the surface force density given by
the Young-Laplace equation, f̂ s = 2γ Hn, where γ is the surface tension, H is the
mean curvature and n the interface normal.

The total electric current in the liquid phase consists of a convective and a conduc-
tive contribution as, J = ρeu + κE, where κ is the Ohmic conductivity,E the electric
field strength and ρe the charge density associated with the free charge carriers in the
liquid. The latter is related to electric field by Gauß’s law, ρe = ∇ · εE, where ε is the
dielectric permittivity of the medium. Introducing an electric potential, E = −∇ϕ,
the charge conservation law in the flowing medium reads

∇ · ε∇ϕ = −ρe , (3)

∂ρe

∂t
+ ∇ · (ρeu) = ∇ · κ∇ϕ . (4)

Note that the charge density can actually be eliminated from the system of equations.
However, this results in a third order equation for the electric potential; a form which
is less suitable for numerical calculations. In conductive solids (u = 0), the system
of Eqs. (3)–(4) reduces to the conventional EQS formulation for low frequency fields
in resting media. In nonconducting dielectrics (u = 0, κ = 0), the equations reduce
to Laplace’s equation for the electrostatic potential. Thus, the electric field problem
is well posed in the fluid as well as in the solid phases provided that appropriate
boundary and initial conditions are specified for the electric potential and charge
density, respectively.

Finally, given the electric field distribution, the electric force density applied on
the fluid can be obtained from the Maxwell stress tensor [18] as

fe = ∇ ·
(

εE ⊗ E − 1

2
εE2I

)
, (5)

where I represents the third-order unit tensor.
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2.2 Contact Line Model

Droplet dynamics is closely related to the properties of the three-phase contact line
between the liquid droplet, surrounding air and a solid body. Along this line, the
surface tension force is ill-defined. Therefore, the flow properties at the contact line
must be imposed by a boundary condition that is typically obtained fromexperiments.
A common boundary condition consists in prescribing the apparent contact angle,
θ , between the droplet surface and solid wall [8]. In static equilibrium, the contact
angle attains a range of admissible values, θrec < θ < θadv, where θrec denotes the
minimal contact angle required for a receding contact line motion and, θadv is the
maximal angle required for the contact line to perform an advancing motion. Within
this range of contact angels, the droplet exhibits hysteretic motion with the position
of the contact line remaining pinned on the solid wall.

In the dynamic case involving a moving contact line, the contact angle will gener-
ally depend on the local contact line velocity along the solid wall, ucl. The dynamic
contact angle model adopted in this paper is given by Kistler [13]:

θ = fH
(
Ca + f −1

H

(
θadv/rec

))
, (6)

with fH (x) = arccos

(

1 − 2 tanh

[

5.16

(
x

1 + 1.31x0.99

)0.706
])

. (7)

In (6), the capillary number, Ca = μucl/γ , is a signed quantity. It is considered to
be positive when the contact line is advancing and is otherwise negative. Similarly,
θadv/rec attains the value θadv or θrec depending on whether the contact line performs a
receding or an advancing motion, respectively. Thus, the limiting contact angles, θadv
and θrec, represent two model parameters that need to be determined experimentally.
Note that these limiting angles are directly related to the wettability of the solid
surface for the given liquid.

3 Numerical Implementation

Equations (1)–(2), (3)–(5) and (6), (7) provide a complete description of the EHD
problem.We use the classical Volume of Fluid (VoF) method [12] for discretizing the
equations, an iso-surface interface reconstruction approach for curvature and contact
line dynamics and a dedicatedmesh coupling procedure for transferring data between
the fluid flow and electric field problems. These approaches are implemented in the
computational framework OpenFOAM [21] as described in the following.
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3.1 The Fluid Flow Problem

For the solution of the Navier-Stokes equations, (1)–(2), a diffuse-interface approach
is adopted. The density of the liquid phase is represented on the mesh by the volume
fraction, α, obeying the transport equation,

∂α

∂t
+ ∇ · (α[u + uc]) = 0 , (8)

withα ∈ [0, 1],whereuc is an artificial compression velocity pointing in the direction
normal to the phase boundary. The effective fluid properties used in the discretization
of (1)–(2) are determined as weighted averages with the volume fraction field, α, on
the mesh [12]. The diffuse-interface representation of the phase boundary allows to
compute the surface tension force as [3],

f s = −γ∇ ·
( ∇α

||∇α||
)

∇α . (9)

In order to apply the contact line model given by (6), (7) the velocity of the contact
line along the solidwallmust be evaluated numerically. In this work, we have adopted
the scheme proposed in [15] where the contact line velocity is given by

ucl = uw · ni√
1 − (nw · ni)2

, (10)

where uw is the fluid velocity near the solid wall, nw is the normal vector to the wall
and ni = ∇α/||∇α|| is the normal to the diffuse interface. In order to account for
contact line pinning, the volume fraction in the boundary cells is kept constant as
long as the contact angle lies between its static limits θadv and θrec, respectively.

Given the above model for the phase boundary, the pressure-velocity Eqs. (1), (2)
are solved numerically using the piso algorithm implemented in the interFoam
solver [21]. The handling of the contact line dynamics has been adopted from a spe-
cialized implementation of the code; the interFoamExtended solver developed
at the Technical University of Darmstadt [25].

3.2 The Electric Field Problem

The solution of the electric field Eqs. (3) and (4) can be performed on the same footing
with the flow problem using a VoF-scheme with the volume fraction (8). The electric
potential and charge density are allocated at cell centres on the same computational
mesh as the fluid flowquantities. At the diffuse electric interface between fluid phases
1 and 2, the effective dielectric permittivity and electric conductivity are computed
as weighted harmonic averages,
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1

ε
= α

ε1
+ 1 − α

ε2
and

1

κ
= α

κ1
+ 1 − α

κ2
, (11)

respectively. The choice of harmonic averaging in (11) has been shown to be numer-
ically more accurate for strongly contrasting material properties [31] as is the case
for a conductive droplet in an essentially nonconducting gaseous environment.

Equations (3), (4) are advanced in time by the staggered scheme,

∇ · εn+1/2∇ϕn+1/2 = −ρn+1/2
e , (12)

ρn+1
e − ρn

e


t
+ ∇ · (ρn+1/2

e un+1/2) = ∇ · κn+1/2∇ϕn+1/2 , (13)

where 
t is the time step and n the time level. In addition, a fixed-point iteration
is applied in every time step (cf. Fig. 1) in order to ensure numerical consistency
between the charge density and electric potential solutions.

3.3 Coupling Procedure

Most EHDproblems include the presence of solid bodies such as dielectric substrates
or electrode coatings. While these solids are irrelevant for the fluid flow problem,
the solution of the EQS problem is often determined by their geometry and material
properties. Since the solution domains for the fluid flow and EQS problems are
generally not identical, a two-mesh coupling procedure is applied. The computational
mesh for the EQS problem includes the fluid domains as well as eventually available
dielectric solids. A second computational mesh for the flow problem is constructed
as a subset of the EQSmesh by excluding solid parts. Index maps are used to transfer
discrete fields fromonemesh to the other. Hereby, no explicit interpolation is required
since the field data reside on the same locations in the mesh.

The complete flow chart of the coupling scheme including the inner and outer
fixed-point iteration loops is shown in Fig. 1. In addition to the depicted steps, a
parallel adaptive mesh refinement procedure with dynamic load balancing is applied
in every time step of the simulation. The reader is referred to [26] for a detailed
description of the parallel mesh refinement procedure that we have omitted in this
article for the sake of compactness.

4 Applications

The simulation model is applied in the study of two droplet problems of practical
relevance. The first consists in the investigation of forced droplet oscillations on
the surface of outdoor HV insulators for power line applications. The assessment
of the dynamic droplet contact angle provides the starting point for an estimation
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Fig. 1 Flow chart of the
time stepping scheme for the
coupled fluid dynamics and
electric field problems
including the inner and outer
iteration loops that ensure
solution consistency in every
time step of the simulation.
For the notation used in the
momentum calculation step,
the user is referred to [21].
Adapted figure with
permission from [22] under
the Creative Common
License (CC-BY-NC-ND 4.0
International)

of inception fields for the partial discharges caused by these droplets. The second
application is the characterization of electrosprays in the cone-jet mode in terms of
the relationship between droplet charge and its radius.



114 E. Gjonaj et al.

4.1 Sessile Droplets in HV Fields

Water droplets caused by rain or dew on the surface of HV outdoor equipment
undergo a continuous oscillatorymotion under the influence ofACelectric fields. The
sharp contact angle between droplet surface and insulating substrate results in a field
singularity along the contact line that is responsible for electric field enhancement
on the insulator surface. As a result, electrical discharge events occur that gradually
damage the insulator surface [11].

We consider the experimental setup used in [19] and depicted in Fig. 2. It consists
of a pair of cylindrical electrodes that are embedded in an silicone rubber substrate.
A water droplet placed between the electrodes experiences a nearly homogeneous
AC electric field that is oriented along the substrate surface. As seen in the Figure,
the presence of a (static) droplet causes field enhancement at the droplet’s contact
line from which the partial discharge events are initiated.

4.1.1 Droplet Oscillation Modes

In the simulations, a 20µL water droplet is considered with a peak voltage of 7 kV
at frequency 27Hz applied between the electrodes. The initial droplet shape is cal-
culated semi-analytically by numerically integrating the Young-Laplace equilibrium
equation according to the procedure described in [27]. The hysteresis range for water
droplets on silicone rubber is obtained experimentally resulting in the limiting reced-
ing and advancing angles, θrec = 60◦ and θadv = 140◦, respectively [19].

Experimental evidence shows that droplets on insulator surfaces under outdoor
conditions may contain a certain amount of net charge that is due to surface con-

Fig. 2 Left: simulation setup including HV electrodes and water droplet on the substrate. Right:
electric field strength along the substrate surface parallel to the applied field. The field is singular at
the contact line between droplet and substrate. For simplicity, the case of a static droplet is shown.
Adapted figure with permission from [22] under the Creative Common License (CC-BY-NC-ND
4.0 International)
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Fig. 3 Motion of a 20µL droplet when a 7 kV peak voltage at 27Hz is applied. The dynamics
over half a period of the AC voltage is shown. First and third lines: simulation results. The colour
map depicts electric field strength. Second and fourth lines: high-speed camera images obtained
experimentally. Reprinted figure with permission from [22] under the Creative Common License
(CC-BY-NC-ND 4.0 International)

tamination or ionization events in air [5]. A droplet charge in the order of 100 pC, as
suggested in [17], is quite significant compared to the displacement charge induced
by the external field. This charge will have a strong impact on droplet’s motion.
Therefore, in the following, two droplet scenarios are considered. In the first sce-
nario, an uncharged water droplet is considered. In the second one, a net charge of
100 pC is given to the droplet before the electric field is switched on. The initial
charge distribution within the droplet is found from the steady state solution of the
EHD problem in absence of external fields.

Figure 3 shows simulation results for the unchargeddroplet. Theoscillationpattern
shown in the Figure is settled after a few periods of the applied voltage. The motion
consists essentially in a forced vertical oscillation at twice the applied frequency.
This is the expected behaviour, since the dominant driving force on the droplet is
due to dielectric polarization. Also in the Figure, the simulation results are compared
with droplet images obtained experimentally using a high-speed camera in the High
Voltage Lab at the TU Darmstadt. The striking agreement between simulation and
measurement demonstrates the reliability of the simulation model.

Figure 4 shows an analogous simulation for a charged droplet. The difference
to the uncharged case is obvious. A horizontal mode in the direction of the applied
field is excited with a considerably larger amplitude than in the charged case. In
addition, the frequency of oscillation is nearly the same as that of the applied field.
This indicates that the dominant driving force in the charged case is given by a
monopole-type interaction of the external field with the net charge of the droplet in
its centre of mass.



116 E. Gjonaj et al.

Fig. 4 Oscillations of a charged droplet at 27Hz. Droplet profiles at three time instants over half a
period are shown. The colour map depicts electric field strength. Reprinted figure with permission
from [22] under the Creative Common License (CC-BY-NC-ND 4.0 International)

Fig. 5 Oscillating modes of a 20µL sessile droplet for an applied voltage at 27Hz. The coordi-
nate system is as in Fig. 2. Left: uncharged droplet. Right: droplet with a net charge of 100 pC.
Adapted figure with permission from [22] under the Creative Common License (CC-BY-NC-ND
4.0 International)

The above results can be quantified in terms of harmonic oscillation modes. For
this purpose the motion of the droplet centre of mass in all three directions is con-
sidered. The spectral content of this motion is shown in Fig. 5. As observed, the
dominant mode for the uncharged droplet is a vertical oscillation at ∼ 58Hz, that is
slightly larger than double the frequency of the applied voltage. However, a horizon-
tal oscillation of smaller amplitude is observed as well. The latter occurs at around
the same frequency as the applied voltage. This is consistent with the finding in [4,
28] for uncharged droplets, where azimuthally degenerate droplet modes were found
to oscillate at half the frequency of the driving force.

The case of the charged droplet is shown in Fig. 5 (right). The modal patterns
and frequencies are essentially the same as in the uncharged case. However, the
horizontal mode at the lower frequency, 27Hz, is clearly the dominant one. Thus,
the dynamics of sessile droplets on insulator surfaces depends strongly on the net
charge carried by the droplet. This behaviour has immediate consequences on the
electric field threshold for partial discharge inception as discussed in the following.
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4.1.2 Inception Field Estimation

The basic assumption in the analysis is that partial discharges originate from the
electric field enhancement at the droplet’s contact line only. The field singularity at
this location is essentially determined by the contact angle between droplet surface
and dielectric substrate, where the strength of singularity is larger for smaller contact
angles [22]. Thus, the discharge inception field may be estimated from the worst
case scenario consisting in the smallest value of contact angle attained by the droplet
at the peak applied voltage. This approach simplifies the analysis substantially by
allowing to consider the droplet dynamics and the discharge inception problems one
at a time.

The transient behaviour of the contact angle is shown in Fig. 6 for the two con-
sidered cases of an uncharged and a charged droplet, respectively. The thin grey
lines in each of the graphs depict instantaneous contact angle values measured along
the the y-direction over half a period of the applied field. Since droplet motion is
quasiperiodic due to modal superposition, the contact angles over several periods
will span a whole range of values. This range is described in the figure by the blue-
shaded areas corresponding to the envelope of the contact angle curves recorded for
different periods at different phases of the applied field.

As seen in Fig. 6, the contact angle range in the charged droplet case is substan-
tially different from that of the uncharged one. In the uncharged case, the contact
angles essentially follow the magnitude of the applied field. The worst case of a min-
imum contact angle is obtained at the zero-crossing of the applied voltage where a
partial discharge is unlikely to occur. In all cases, however, the contact angle remains
consistently within the hysteresis range given by the static receding and advanc-
ing angles, θrec = 60◦ and θadv = 140◦, respectively. In other words, for the vertical
mode excited in the uncharged case, the contact line remains pinned. Therefore, the

Fig. 6 Range of contact angles in the direction parallel to the field vs. phase of the applied field
for a 20µL droplet at 27Hz. Left: uncharged droplet. Right: droplet with a net charge of 100 pC.
Adapted figure with permission from [22] under the Creative Common License (CC-BY-NC-ND
4.0 International)
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knowledge of the limiting receding angle for a given substrate wettability (60◦ in
this case) is fully sufficient to identify a worst case scenario for discharge inception
from uncharged droplets.

The situation is significantly different in the case of a charged droplet featuring
the horizontal oscillation mode seen in Fig. 5 (right). The range of attainable angles
is nearly independent from the instantaneous applied voltage. The contact angles at
the peak voltage span the full hysteresis range. Furthermore, contact angles beyond
the limiting static values can be observed indicating that the contact line performs
a stick-slip motion as it has been previously noted, e.g. in [9]. Thus, for charged
droplets the discharge inception field is expected to be substantially lower than for
uncharged ones. Furthermore, the discharge inception depends not only on the wet-
tability properties of the substrate surface, but also on the net charge carried by water
droplets under atmospheric conditions.

The discharge inception fields can be quantified in the range of realistic droplet
sizes and contact angles. For this purpose, the electric field distribution at power
line frequency is computed numerically for a set of static droplets with different
(but fixed) sizes and shapes. Hereby, droplet motion may be ignored, since only the
worst case of the smallest attainable contact angle is of interest. Given a numerically
computed field distribution, the corona discharge model introduced in [14] is applied
for different droplet shapes and sizes using the commercial software Spark3D. The
detailed procedure for extracting discharge inception fields is described thoroughly
in [22]. In the following, we restrict the discussion to the main results of this study
providing the link between the contact angles predicted by droplet dynamics simula-
tions and the discharge characteristics on the surface. This is depicted in Fig. 7 (left),
where the inception field is shown as a function of droplet volume for different con-
tact angles assuming a fixed, axially symmetric droplet geometry. The inception field
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Fig. 7 Left: discharge inception field vs. droplet volume for static droplets with different (but
fixed) contact angles. Right: effect of substrate permittivity on partial discharge inception for a
20µL droplet for different values of the contact angle. Adapted figure with permission from [22]
under the Creative Common License (CC-BY-NC-ND 4.0 International)
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decreases, both, with increasing droplet volume and decreasing contact angle. Over
the range of considered volumes, the contact angle causes the inception field to vary
by more than a factor of two. The higher sensitivity is observed for small droplets
whereas for larger ones the variation of the inception field with droplet volume is
less pronounced. The complex relationship between discharge characteristics and
problem parameters is demonstrated in Fig. 7 (right). Obviously, the inception field
can be maximized by using an insulating substrate with small permittivity. However,
this is no longer true for droplet oscillations featuring small contact angles as is the
case for intrinsically charged droplets and surfaces with low wettability.

4.2 Electrosprays

Various efforts have been made for the characterization of electrosprays in order
to predict the size and charge of the microdroplets produced by electrostatic atom-
ization. Most prominently, Collins et al. [6] and later Gañán-Calvo et al. [10] have
suggested the existence of universal scaling laws relating the charge to the radius
of the very first ejected electrospray droplet. In the following, the simulation model
is used for the investigation of the charge-radius characteristics in cone-jet electro-
sprays. Thereby, not only the fist ejected droplet but rather the complete transient
dynamics of electrospray including the steady state limit is considered.

4.2.1 First Electrospray Droplet

For the study of the first ejection, the onset of electrospray from a (large) sessile
droplet placed between two plane electrodes is considered. In the simulations, axial
symmetry is presumed. A voltage pulse is ramped up causing the droplet to deform
to a conical shape, at the tip of which a jet streams, leading eventually to electrospray
atomization. Simulation results for two different test liquids in the initial stage of
electrospray are shown in Fig. 8. Clearly, the size (and charge) of the ejected droplets
and also the time scales characterizing the process depend on liquid properties.

Visual inspection of Fig. 8 indicates that the very first ejected droplet is slightly
larger than the succeeding ones. This indicates a different dynamical behaviour of
this droplet compared to the rest of electrospray droplets. For this particular droplet,
Collins et al. [6] postulate a universal scaling law that provides a liquid-independent
relationship between the droplet charge, q and its radius, r . Given the characteristic
viscous length lμ = μ2/ργ and the dimensionless droplet charge and radius defined

as q∗ = q/
√

εγ l3μ and r∗ = r/ lμ, respectively, the scaling law reads, q∗ ∝ (r∗)
3
2 ,

where the proportionality constant is independent from liquid properties. Figure 9
depicts the computed correlation between the first droplet charge and radius for
21 different liquid mixtures spanning a large range of electrical and mechanical
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Fig. 8 Onset of electrospray from a sessile droplet shown at different time instants including the
ejection of the first fewdroplets. The origin of time is at the instant of first droplet ejection. The colour
map depicts electric field strength. Left: methanol. Right: a heptane mixture (with γ = 21mN/m,
κ = 1.9µS/m). The conductivity of the heptane mixture is nearly one order of magnitude smaller
than that of methanol [22]. Adapted figure with permission from [23], Copyright 2020 by the IEEE

Fig. 9 Charge-radius correlation for the first electrospray droplet for different applied voltages
and a number of liquid mixtures with different electrical and mechanical properties. The black line
represents the Collins’s scaling law [6]. Adapted figure with permission from [23], Copyright 2020
by the IEEE

properties. The simulation results fit quite well to the predicted power law, thus,
providing a numerical confirmation for the universal scaling suggested in [6].

4.2.2 Transient Electrosprays

As the electrospray develops, the cone-jet dynamics will affect the ongoing atomiza-
tion process. Thus, the size and charge of subsequent droplets are expected to differ
from that of the first ejection (cf. Fig. 8). The question posed is, to what extent the
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Fig. 10 Left: droplet size vs. ejection time for a heptane mixture electrospray (γ = 21mN/m,
κ = 1.9µS/m). Right: charge-radius correlation for different applied voltages. The red-framed
circle depicts the first ejection. Adapted figure with permission from [23], Copyright 2020 by the
IEEE

properties of these subsequent droplets in a transient electrospray process comply to
the scaling law in Sect. 4.2.1. It is, furthermore, unclear whether the charge-radius
correlation for longer time transients can be represented by a power law, as is the
case for the first ejected droplet.

Figure 10 (left) shows the computed droplet radii vs. their breakup time for a
heptane mixture. The droplets can be clearly classified into two groups referred
to as primary and satellite droplets, respectively, where the radius of the latter is
consistently smaller than 2µm. The size of the first few primary droplets is smaller
than that of the first ejection. However, the radius of subsequent ejections increases
as the electrospray develops. This trend is the same for all considered voltages.

The charge-radius correlation for all produced droplets in the course of the tran-
sient process and for all applied voltages is depicted in Fig. 10 (right). For compar-
ison, the first ejected droplet for each voltage is highlighted by a red-framed circle.
Two scaling trends can be observed corresponding to primary and satellite droplets,
respectively. Since satellites carry little charge compared to primary droplets, we
restrict the discussion on the charge-radius correlation for primary droplets. Clearly,
this correlation fits well to a power law. However, the scaling exponent (1.59) dif-
fers from that of the universal law for the first droplet. Interesting to note is that
the charge density of the first ejection is always higher than that of all succeeding
droplets. Detailed simulations with other liquids show that the charge-radius scaling
is always consistent with a power law similar to the one obtained in [6] for the first
ejection. However, the scaling exponents are different and do, in general, depend on
the electrical andmechanical liquid properties. Explicit values of these exponents for
acetone, methanol and various heptanemixtures with different electric conductivities
are reported in [23].
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4.2.3 Steady State Electrosprays

In most applications, electrosprays are applied in continuous-flow mode where a
constant liquid flow is supplied in order to sustain a steady atomization process. In
order to investigate steady state electrosprays, the simulation setup shown in Fig. 11
(left) is considered. The liquid is provided with different flow rates by means of a
metallic capillary. The latter serves at the same time as driving electrode where a
voltage of a few kilovolts is applied. The test liquid is heptane enriched with 0.3%
stadis-450 (γ = 18.6mN/m, κ = 1.4µS/m).

Figure 11 (right) depicts the electrospray dynamics for three different flow rates.
A steady state situation with a nearly constant mean droplet size is reached in all
three considered cases. However, the transition times as well as the resulting final
droplet sizes are quite different, depending on the applied flow rates. In the case with
the largest flow rate, steady state is reached after a few milliseconds corresponding
to approximately 200 primary ejections. Note also that for each individual electro-
spray the two groups of primary and satellite droplets, respectively, can be clearly
distinguished.

As seen in Fig. 11, droplet sizes and charges at steady state manifest a significant
spread due to fluctuations of the jet profile and perturbations originating from prior
ejections. The steady state distributions of primary droplet sizes for different flow
rates are shown in Fig. 12 (left). In order to discard transient effects, in this repre-
sentation, only late-time primary droplets are included that are produced after 200
ejections have already taken place. The relationship between primary droplet sizes
and charges at steady state is depicted in Fig. 12 (right). Obviously, the scaling of the
mean droplet size and charge at steady state seem to follow a power law when the
flow rate is changed with a corresponding scaling exponent of 1.81 for the particular
liquid used in the simulations.

Liquid flow

Fig. 11 Left: simulation setup for continuous-flow electrosprays. A voltage of 4 kV is applied
between capillary and the ground plane. Right: droplet size vs. ejection time for the heptane mixture
electrospray for three different flow rates. Adapted figure with permission from [22] under the
Creative Common License (CC-BY-NC-ND 4.0 International)
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Fig. 12 Left: droplet size distributions at steady state for three different flow rates. Right: scatter
plot of droplet charges and radii at steady state for each flow rate. For reference, the two characteristic
scaling curves for steady state electrosprays are shown. Adapted figure with permission from [22]
under the Creative Common License (CC-BY-NC-ND 4.0 International)

The other interesting observation concerns the relationship betweendroplet charge
and size deviations from their respective mean values for any given electrospray at
steady state. As seen in Fig. 12 (right), droplet charge deviations correlate propor-
tionally to volume deviations. This is true for all three flow rates considered. This
result is consistent with the experimental finding in [7], where it was observed that
the droplet charge distribution at steady state exhibits a significantly larger spread
than that of the corresponding size distribution. Furthermore, “…the mean charge
q and diameter d associated with these sections are such that the charge density
6q/(πd3) varies little within the full range of drop volumes and charges produced
by a given spray” [7]. A justification for this behaviour was offered in [7], where
Rayleigh’s breakup theory for a cylindrical jet was applied assuming that electric
charges are frozen on the jet surface during droplet breakup. Simulations do confirm
this result while specifying that the correlation q ∼ r3 refers to droplet charge and
size deviations from their mean values for a given electrospray at steady state.

5 Conclusions

The strength of the modelling approach consists in the detailed description of contact
angle dynamics as well as in the incorporation of electric field distributions result-
ing from complicated electrode and insulator geometries. This allows for accurate
simulations of real world droplet dynamics problems. Two such applications are con-
sidered. In the case of water droplets on high-voltage insulators, the oscillations of
uncharged and charged droplets are considered. A corona discharge model is applied
to determine inception fields as a function of contact angle, droplet size and dielectric
permittivity of the substrate. The second application concerns electrosprays. Sim-
ulations for an electrospray initiated from a sessile droplet as well as continuous
flow electrosprays were performed. Despite the well-known charge-radius scaling of
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the first droplet, simulations show that a similar scaling applies to the subsequently
ejected droplets. The scaling exponent, however, depends on liquid properties. As
the electrospray evolves to steady state, yet another characteristic scaling can be
observed. It indicates that deviations of the droplet charge distribution from its mean
value correlate proportionally with volume deviations. Furthermore, also the corre-
lation of the mean droplet charges and radii at steady state for different flow rates fits
well to a liquid specific power law. This latter observation, however, requires further
investigations that will be presented in a forthcoming work.
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Modelling and Numerical Simulation
of Binary Droplet Collisions Under
Extreme Conditions

Johanna Potyka, Johannes Kromer, Muyuan Liu, Kathrin Schulte,
and Dieter Bothe

Abstract The complexity of binary droplet collisions strongly increases in case of
immiscible liquids with the occurrence of triple lines or for high energetic colli-
sions, where strong rim instabilities lead to the spattering of satellite droplets. To
cope with such cases, the Volume of Fluid method is extended by an efficient inter-
face reconstruction, also applicable to multi-material cells of arbitrary configuration,
as well as an enhanced continuous surface stress model for accurate surface force
computations, also applicable to thin films. For collisions of fully wetting liquids,
excellent agreement to experimental data is achieved in different collision regimes.
High-resolution simulations predict droplet collisions in the spattering regime and
provide detailed insights into the evolution of the rim instability. Another challenge
is the numerical prediction of the collision outcome in the bouncing or coalescence
region, where the rarefied gas dynamics in the thin gas film determines the collision
result. To this end, an important step forward became possible bymodelling the pres-
sure in the gas film. With the introduction of an interior collision plane within the
flow domain, it is now possible to simulate droplet collisions with gas film thickness
reaching the physically relevant length scale.

1 Introduction

Binary droplet collisions play an important role in nature, science and technology,
ranging from cloud dynamic processes to technical spray applications. The collision
can result in coalescence or fragmentation of the droplets. The collision outcome
strongly affects the resulting droplet size distributions. Consequently, any sound
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description of droplet population dynamics is to be based on a fundamental under-
standing of (binary) droplet collisions as an elementary process. The main question
here is which specific outcome a binary collision takes, depending on the specific
dimensionless parameters of the process. Figure 1 displays some prototypical colli-
sion processes. Binary collision outcomes for identical droplets aremainly influenced
by the Weber number (We) and the impact parameter (B; see Fig. 2) with

We = ρlU 2
relD0

σ
and B = b

D0
, (1)

where ρl is the liquid density,Urel the relative velocity, D0 the initial droplet diameter,
σ the surface tension and b is the offset of the droplets’ trajectories. Further parame-
ters of influence are the Ohnesorge number (Oh), as well as the ratios of density (ψ)
and the viscosity (ϕ) with

Oh = ηl√
D0ρlσ

, ψ = ρl

ρg
and ϕ = ηl

ηg
, (2)

where η denotes the viscosity and the subscript g (l) refers to the ambient gas (liquid).
The Ohnesorge number could be replaced by the Reynolds number Re = √

We/Oh,
but the use ofOh is advantageous since the collision outcome is then only dependent
on We and B, as long as the material parameters and the droplet size are fixed.
Another dimensionless parameter used for the description of the temporal evolution
of a droplet collision is the dimensionless time t∗ = tUrel/D0 with t∗ = 0 at the
moment of initial contact.

In previous work [14, 28, 31], mainly on droplet collisions at low Weber num-
bers, distinct regimes of collision outcomes were characterized and condensed into
a collision regime map. An adapted map is shown in Fig. 2. In the regime of low
Weber numbers, four different collision outcomes are identified depending on the
combination ofWe and B. These are: coalescence (I, III), bouncing (II), near head-on
separation (IV) and off-center separation (V); the latter two are also called reflexive
separation and stretching separation, respectively. The numbers in brackets are the
corresponding section numbers in the regime map. For largerWe, the rim of the col-
lision complex becomes unstable, fingers are formed and partly ejected as satellite
droplets. This collision outcome is named spatter (VI) or shattering (also splashing,
in particular for droplets colliding with a wall). Going from left to right in Fig. 1, we
see examples for these different collision outcomes, from (I) to (VI). Highly relevant
and current topics are binary collisions of drops of different liquids, either miscible
or immiscible. Droplet collisions of different, miscible liquids appear for instance in
spray drying processes, where different droplets’ flight history can lead to different
liquid compositions [10]. This leads to Marangoni stress since the surface tension
depends on the local composition [11]. This yields to changes of the boundaries in
the collision regime map, cf. [1]. In the collision of droplets of immiscible liquids,
which is important not only for pharmaceutical applications but also for modern
combustion engines in which water is injected [3], the interfacial tensions deter-
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I II III IV V VI

Fig. 1 Prototypical collision processes (left to right, cf. Fig. 2 for the types I-VI): coalescence (I),
bouncing (II), coalescence (III), near head-on separation (IV), off-center separation (V) (reproduced
from [14] with permission, Copyright by Cambridge University Press) and spatter (VI) (reproduced
from [34] with permission)

Fig. 2 Regime map for binary droplet collision as a function ofWeber numberWe and center offset
B = b

D0
, adapted from [28]
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mine the contact angle at the three-phase contact line. This can lead to a (partial)
enclosure of the droplet of higher surface tension. Bouncing, coalescence, crossing
and reflexive separation [3, 27] are possible outcomes of collisions of immiscible
liquids. For partial wetting adhesive merging [40] and a retraction of the contact line
after a full encapsulation [41] can occur additionally. Despite impressive experimen-
tal work such as, e.g., [14, 22, 23, 27, 28, 31, 42], a fundamental analysis of the
local phenomena during (binary) droplet collisions requires full information of the
instantaneous velocity and pressure fields within the liquid phase. This requires a
computational approach, based on fully resolved, detailed numerical solution of the
governing equations from continuum physics. This leads to deep insights into the
local flow dynamics, a valuable input for model enhancement [26]. In the follow-
ing, the results achieved in the sub-project A7 of the Collaborative Research Center
SFB-TRR75 are presented.

2 Continuum Mechanical Model

Thedroplet collisions under consideration aremodelled as incompressible (due to low
Mach numbers), isothermal two-phase flows without phase change, where the two
immiscible fluid phases are labelled by ± and occupy the time-dependent domains
�±(t), such that� is disjointly decomposed into� = �+(t) ∪ �−(t) ∪ �(t), where
�(t) denotes the sharp interface. The velocity u(t, x) and pressure p(t, x) are gov-
erned by the Navier-Stokes equations

ρ (∂tu + (u · ∇) u) = −∇ p + η
u + ρg and ∇ · u = 0, (3)

where g, ρ and η denote the acceleration due to gravity, the phase-specific mass
density and dynamic viscosity, respectively. The interface is assumed to carry no
mass and admits no tangential slip of the adjacent velocity fields u. With constant
surface tension σ , one obtains the dynamic and kinematic jump conditions

�pI − η(∇u + ∇uT)�n� = σκ�n� and �u� = 0, (4)

where n� denotes the unit normal and the so-called jump-bracket

�φ�(t, x) := lim
h↘0

(φ(t, x + hn�) − φ(t, x − hn�)) for x ∈ �(t) (5)

expresses the jump of a phase-specific quantity φ across the interface �. Neglecting
phase change, which is a valid assumption considering the small time-scales of
droplet collision processes, the speed of normal displacement V� of the interface
fulfils the kinematic condition V� = 〈u,n�〉, i.e. the interface is passively advected
by the flow.
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3 Numerical Method

Due to the possible occurrence of topological changes during the droplet collision
numerical methods with implicit treatment of the interface are advantageous. Since
conservation of phase volume is also desired, the Volume of Fluid (VOF) method of
[13] has been employed for direct numerical simulations within this project, using
the in-house solver Free Surface 3D (FS3D), originally developed by [33]; cf. [7]
for an overview. The volume indicator function

f (t, x) :=
{
0 for x ∈ �+(t),

1 for x ∈ �−(t),
(6)

encodes the assignment of a point x to the respective phase, which is governed by

∂t f + u · ∇ f = 0, (7)

see Fig. 3 for illustration. One thus obtains a one-field formulation of the two-phase
Navier-Stokes equations, namely

ρ (∂tu + (u · ∇) u) = −∇ p + η
u + ρg + f�. (8)

The volume specific forces due to surface tension f� enter the model either by using
the continuous surface force (CSF) [2] or stress (CSS) [19] formulation, i.e.

fCSF� = σκ�n�δ� or fCSS� = −σ∇ · (δ�(I − n� ⊗ n�)), (9)

where δ� denotes the surface Dirac distribution. The control volumes for the velocity
and pressure, respectively, admit a staggered (MAC) arrangement in the Cartesian
grid. Combining the pressure-projection of [4] with a first-order temporal discretiza-
tion, the convective terms are semi-linearized by an alternating permutation of direc-
tionally split transport, which ensures second-order accuracy [39]. In order to obtain
reliable results, it is crucial to maintain a sharp interface throughout the simula-
tion. Thus, the passive advection of the volume fractions, i.e. the time-integration of
Eq. (7), is carried out geometrically [32]. Since the accuracy of initial volume frac-
tions crucially affects the simulation outcome, the algorithm of [16] is employed.
The details of the interface reconstruction are deferred to Sect. 3.1. In the CSF for-
mulation for the surface tension, cf. Eq. (9), the curvature κ� is obtained from height
functions [29]. Figure 4 contains a flowchart of the procedure.
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Fig. 3 Physical phases on aCartesian grid represented by volume fractions f with Piecewise Linear
Interface Calculation (PLIC, [32])

Fig. 4 Schematic flowchart of solver Free Surface 3D

3.1 Efficient Interface Reconstruction

In geometric VOF methods, the interface reconstruction �, which is an approxima-
tion of the true interface � from volume fractions, constitutes a central element in
terms of both accuracy of the method and consumption of computational resources.
Since the physical phenomena under consideration feature highly dynamic defor-
mations as well as a large amount of surface area, a robust and efficient method
for the reconstruction of the interface from the volume fractions f is required. In
the Piecewise Linear Interface Calculation (PLIC) approach, this task comprises the
computation of the normal field and the positioning of a plane in each cell to match
the associated volume fraction.

As observed in experiments and shown in Fig. 5, the presence of a third phase
enriches the topological spectrum by thin films and contact lines, which requires a
robust and efficient method to capture all possible topologies. In analogy to a liquid
interactingwith a solid particle, for the three-fluid configurations under consideration,
the liquid with the lower surface tension (denoted secondary, index 2) towards the
gaseous face always covers the one with the higher surface tension (denoted primary,
index 1). Thus, a sequential reconstruction can be justified, i.e. the primary normal
n�,1 can be computed first and independently of the secondary normal n�,2, by
resorting to the method of [43] employed for two-phase configurations. Figure 6
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Fig. 5 Results from an experimental study of the wetting behaviour reported in [41]. This study
was performed in a cooperation of sub-projects A7, B1 and C4 together with D. Baumgartner
and C. Planchette from TU Graz. 73% Glycerol- water solution (G73) (transparent) colliding with
an other droplet (blue) of Bromonaphtalene (B) as a partially wetting liquid or Silicon Oil M5
(SOM5) as a fully wetting liquid. From left to right: G73 + B just before collision; G73 + SOM5
rim formation; G73 + B disc formation; G73 + B retraction of the contact line after collision
(dewetting). The collisions finally show separation into two or multiple droplets

〈nΓ1 ,nΓ2〉 = −1

anti-parallel

(a)

〈nΓ1 ,nΓ2〉 = 1

parallel

(b)

non-wetted

(c)

fully wetted

(d)
x0,k

nΓ1

nΓ2

triple

(e)

Fig. 6 Three component topological configurations. From left to right: a anti-parallel, non-wetted
interfaces, b parallel, fully-wetted interfaces, c independent non-wetted interfaces, d fully-wetted,
layered interfaces, e interfaces with a contact line

illustrates the topological configurations, each of which is associated to a different
scheme for the computation of the secondary normal n�,2. While the normal n�,1

of the first component is obtained in the same way as in the two-phase case, the
computation of n�,2 is performed in a case-sensitive manner as follows [30]:

a. Anti-parallel interfaces with a thin gas film in between: n�,2 = −n�,1

b. Parallel interfaces, liquid film: n�,2 = n�,1

c. Non-wetted, independent interfaces (gas film): n�,2 = ∇ f2
d. Fully wetted, layered interfaces (liquid film): n�,2 = ∇( f1 + f2)
e. Interfaces form a contact line with contact angle θ (see [24]):

n�,2 = n�,1 cos(θ) + ∇ f2 − (
n�,1 · ∇ f2

)
n�,1

||∇ f2 − (
n�,1 · ∇ f2

)
n�,1|| sin(θ)

f. Two component cells with liquid 1 truncating the liquid 2’s reconstruction stencil:
Treatment like three component cells (a-e).

A sequential positioning of the PLIC planes, which is described below, is performed
such that the volume fractions are each enclosed. The correct orientation is deter-
mined in three steps:
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1. The number of neighbouring cells are counted, in which an enclosed volume
fraction as well as the true volume fraction f2 are 1. The enclosed volume fraction
results from an extension of the PLIC plane in cell (i, j, k) to its neighbours. The
orientation with the maximum count is chosen.

2. If two orientations have the same count in step 1, the minimum of

gi, j,k(n�,2) =
i+1∑

i∗=i−1

j+1∑
j∗= j−1

k+1∑
k∗=k−1

( f2,i∗, j∗,k∗ − f p,i∗, j∗,k∗(n�,2))
2 (10)

is employed (similar to [25]) as a second criterion for the decision, which orienta-
tion yields the true topology. The predicted volume fraction f p is again computed
in all neighbouring cells.

3. A topology check is performed. If the topological properties are not as assumed,
the orientation is not chosen.

This method of computing the interfaces normals is explicit, thus relatively fast, and
allows the reconstruction of thin liquid or gas films. Before Eq. (10) can be evalu-
ated, the secondary PLIC interfacemust be positioned tomatch the associated volume
fraction. With the discrete fields of approximative normals n�,i at hand, positioning
the PLIC planes in a cell translates to finding the unique root of a scalar monotonous
function, namely the truncated cell volume. By exploiting the Gaussian divergence
theorem in combination with a joint co-moving coordinate origin x0, the truncated
volume is conveniently parametrized in terms of the signed distance as a sum of face-
based quantities. This is favourable in terms of general applicability and allows to
restrain from the costly extraction of topological connectivity at runtime. By assign-
ing to each face (index k) of the original cell an individual origin x0,k (co-moving
with the intersection of the PLIC planes; cf. Fig. 6), the volume computation can be
extended to the three-phase case, where the computational cells are truncated twice.
The full mathematical details can be found in [18]. In both cases, the derivatives
of the volume function, which are exploited in a higher-order root finding scheme,
can be obtained at negligible cost. With the polyhedron truncation and volume com-
putation being decisive for the computational effort, the developed approach was
shown to be highly efficient. On average, only one to two truncations are required to
position the plane, outperforming existing methods. Further information concerning
the performance assessment for an extensive set of polyhedrons, volume fractions
and normal orientations can be found in [17], along with comprehensive description
of the algorithm. Ongoing research aims at embedding the developed volume com-
putation into a minimization-based scheme to improve the estimation of the normal
fields n� from volume fraction data f . The above described non-iterative topology-
capturing algorithm for the orientation and the efficient positioning are the basis for
simulations of immiscible liquids.
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3.2 Surface Forces for the Collision of Immiscible Liquids

During the collision of immiscible liquids, thin films of the outer liquid 2 spread over
the inner liquid 1 which has the higher surface tension σ13 towards the continuous
phase 3, cf. Fig. 5. The wetting behaviour in droplet collisions of two immiscible
liquids 1 and2 is governedby the interfacial tensions and is describedby the spreading
parameter S = σ13 − σ23 − σ12 [27]. In case of S > 0, liquid 2 fully wets liquid 1,
while partial wetting occurs if S < 0. In Sect. 3.1 it was already discussed that the
reconstruction of various topologies of three-component situations are to be captured
correctly in numerical simulations of collision processes of immiscible liquids. The
modelling of the surface forces is equally affected, as the surface forces are modelled
utilising the volume fractions’ gradients which are truncated for liquid 2. The CSS
model, cf. Eq. (9), employs the interface normals

ñ� = ∇ f̃

||∇ f̃ || (11)

and the approximation of the surface Dirac distribution

δ̃� = ||∇ f̃ ||. (12)

The normals of the interfaces are approximated analogously to the two-phase PLIC
algorithm, but applied to a quadratically smoothed volume fractionfield f̃ . Compared
to calculations of the surface Dirac distributions from the PLIC planes’ areas, much
smoother results are obtained by the approximation according to Eq. (12), as the
discretisation effect is lower, cf. [19]. The acceleration due to the surface forces, i.e.

(∂tu)� = 2

ρ1 + ρ3
fCSS� , (13)

results from a scaling with the average density at the interface, which again avoids
an influence of the discretisation. The use of a local density proved insufficient in
multiple studies with FS3D. A physical reasoning for this might be that the surface
force is acting very locally. This becomes important for the extension of the CSS
model to immiscible liquids, cf. [30]. This extension is facilitated by introducing
partial surface tensions γi , following the idea of [15, 38]. The interfacial tensions
between component i and j ,

σi j = γi + γ j , (14)

are described as sums of the partial surface tensions γi . For the further discussion,
index 1 denotes the inner liquid, 2 the covering liquid and 3 the gaseous continuous
phase. For the superposition of the interfaces’ contributions, the capillary pressure
tensor, cf. [19],

Ti = −∇ · (δ̃�(I − ñ� ⊗ ñ�)) (15)
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is computed for each component to retrieve the resulting acceleration

(∂tu)� = 1

ρ

3∑
i=1

γiTi . (16)

A virtual volume fraction field of liquid 2 is constructed in the vicinity of three com-
ponent cells to obtain a sufficient stencil for the smoothing of the volume fractions. It
is extrapolated from the PLIC interfaces at the contact line. The orientations ñ�,i and
the approximated surface Dirac distributions δ̃�,i are computed with Eqs. (11) and
(12) for the respective phase. The information of the interfaces present is necessary
for the choice of the scaling density

ρ =
{
0.5(ρ1 + ρ3) in 3 component cells in the smoothed field,

0.5(ρi + ρ j ) in 2 component cell with smoothed i− j-interface,
(17)

employed to calculate the accelerations. As the topology information is not available
inside the smoothed field, the information from the unsmoothed field is used to
identify cells with a thin film. For all other cells, the information of the smoothed
volume fractions is used to identify the interfaces present. This leads to a non-
smoothing approach in cells with a thin film and is identical to the original CSS
model everywhere else. Like for the reconstruction, additional modelling of the
surface forces at thin liquid films is necessary. In cells with a thin film of liquid 2
covering liquid 1 and cells with a contact line, which is surrounded by such liquid
film cells, the accelerations are chosen as

(∂tu)�,film = 2

ρ3 + ρ1
(γ1 + 2γ2 + γ3)T1, (18)

assuming that the interfaces are parallel to each other and the film is very thin.
The interface of the covering liquid reduces the interfacial tension compared to the
two component case. The thin film does not act like a liquid-liquid interface yet.
Therefore, the surface force scales with the inner liquid’s density jump towards the
gaseous phase 3. This choice of the density strongly affects the collision outcome of
two immiscible liquid droplets. The choice of the density in three component cells
according to Eq. (17) is motivated by the results presented in Sect. 4. The analysis
for the collision of fully wetting liquids has shown that the modelling of the surface
forces is very delicate. Simulations of the partial wetting behaviour qualitatively yield
the expected behaviour with this choice of the scaling density. However, for partial
wetting, no suitable experimental validation data could be found in the literature.
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t in µs 58 158 258 358 458 558 658 758

t in µs 48 148 248 348 448 548 648 748

t in µs 24 124 224 324 424 524 624 724 824

t in µs 16 116 216 316 416 516 616 716 816

Fig. 7 Simulation of the interaction of 50% glycerol solution (dark) and the silicon oil M5
(light) compared to experimental results [27]. Top: Coalescence: D1 = 187 mm, B = 0.089,
Urel = 1.98 m/s; Bottom: Crossing separation: D1 = 189 mm, B = 0.014, Urel = 3.71 m/s. Both:
D2 = 195 mm, 6.25 µm/cell. Pictures of experiments by courtesy of C. Planchette

4 Droplet Collisions of Immiscible Liquids

In Sects. 3.1 and 3.2, a topology-capturing PLIC method as well as a film stabilisa-
tion CSS method were presented. With those new methods, numerical simulations
of droplets of two immiscible liquids were enabled in FS3D. A comparison to exper-
iments of near head-on coalescence as well as crossing separation of equally sized
droplets of silicon oil M5 and a 50% glycerol-water solution are shown in Fig. 7. The
visualisation of the PLIC interfaces was enabled by a Paraview plugin developed in
sub-project A1, see Heinemann et al. in this volume. Gravitation is omitted in the
simulations due to limitations of the computational domain size at an adequate res-
olution. Both cases shown are near head-on collision, but no symmetry is imposed
in the algorithm. The film stabilisation in both the reconstruction as well as the CSS
model enable the simulation of fully wetting liquids, where a thin film of the outer
liquid covers the inner liquid. The choice of the density, which scales the interfacial
forces, is essential to capture the collision outcomes. Also the smoothing has to be
done carefully: In the simulations shown in Fig. 7, one smoothing step was sufficient.
With half the resolution, no smoothing at all showed the best results, but at a higher
resolution, the number of smoothing steps had to be increased to counteract the
refinement. A detailed analysis of this preliminary finding is necessary with further
increase of the resolution enabled by parallelisation of the algorithm. The successful
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comparison to experimental data shows that the methods utilised for the simulation
of immiscible droplet collisions are valid. This enables future studies on the influ-
ence of the geometry parameters and fluid properties on the collision outcome of
fully wetting immiscible liquid droplet collisions. According to [41], the influence
of the wetting behaviour plays an important role for the collision morphology and
outcome. Further investigations of the contact line modelling are therefore neces-
sary for partially wetting droplets. This is planned as soon as sufficient experimental
validation data is available across different collision regimes.

5 Bouncing Versus Coalescence

Under standard ambient conditions, the regime transition from bouncing to coa-
lescence (II→III, cf. Fig. 2) occurs around the critical Weber number Wecrit ≈
13.63 [28]. The critical distance between the colliding droplets is in the order of
10 nm and the mean free path of gas molecules λ is about 100 nm.

Since the head-on collision process can be considered symmetrical, cf. Fig. 8, the
computational effort can be significantly reduced by numerically replacing one of the
droplets by a mirror droplet via a collision plane. With gas film thicknesses h ≈ λ to
be expected, however, a full spatial resolution of the problem remains infeasible due
to the viscous time step limit. In order to correctly account for the effect of the thin
gas film, a subgrid scale model was applied at the collison plane. Note that, while
the thickness of the gas film between the droplets becomes very small during the
collision process, the lateral film extension permits the application of a continuum
model. Indeed, the so-called lubrication approximation is valid and was shown to
accurately capture the relevant physics [12]. For a given film thickness h, the pressure
p is governed by

∇ ·
((

h3

3
+ C1λh

2 + C2λ
2h

)
∇ p

)
= η

(
∂t h + ∇ · (hu�

))
, (19)

0.500 ms 0.510 ms 0.850 ms 0.840 ms 1.000 ms 0.990 ms 1.285 ms 1.290 ms

sm005.0 sm051.1 sm051.10.500 ms0.375 ms0.370 ms0.175 ms0.180 ms

Fig. 8 Comparison of experiments (gray, reproduced from [23] with permission, Copyright by AIP
Publishing) and direct numerical simulation (blue, [21]) for bouncing (top row, We = 9.33, Re =
110.36) and coalescence (bottom row, We = 13.63, Re = 134.24) of binary droplets for varying
time instances
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where u� = [u�, v�]T denotes the lateral interface velocity and the coefficients Ci

account for the slip of the lateral velocity at the collision plane [6]. At the lateral
boundary of �gap, Dirichlet boundary conditions for the pressure are applied. The
local film thickness h is obtained from the volume fractions in the three cell layers
above the collision plane, and determines the dynamic extension of the lubrication
domain. E.g., for a collision plane with normal ez and base point (0, 0, zlub), one
obtains

�gap(t; zlub) := {(x, y) ∈ R
2 : (x, y, zlub) ∈ � and h(t; x, y) ≤ hlub}, (20)

where hlub is chosen to cover two to three layers of cells. The numerical investigations
were conducted resorting to two realisations of the collision plane.

5.1 Collision with a Symmetry Plane

Aiming at the numerical prediction of transition, we have conducted numerical inves-
tigations for a series of Weber numbers between 7.77 and 18.8 [21]. As stated above,
the binary collision numerically corresponds to a single droplet colliding with the
domain boundary, where symmetry conditions were applied for the velocity. This
approach was found to be very well suited for capturing the physics for prescribed
collision outcome, cf. again Fig. 8. The procedure works as follows: once the film
thickness h reaches a certain threshold (≈ 3 cells), the surface forces exerted by the
mirrored interface induce an artifical rupture of the gas film, yielding coalescence
for all We. If the symmetry of the volume fraction field is replaced by a Dirichlet
condition for the volume fractions, for analogous reasons, one always obtains only
bouncing. Thus, switching between these two strategies at some user-defined time
(if the gas film is sufficiently thin), allows to compute the desired outcome. For an
unspecified collision outcome, however, no convergence with mesh refinement could
be obtained. Above some threshold resolution, only bouncing was observed in the
numerical simulations of configurations for which experiments show coalescence.
It was found that the minimum gap height (≈ 200 nm) did not reach physically rea-
sonable levels (≈ 70 nm), thus inhibiting coalescence. From a follow-up series of
numerical experiments and comparison to [5], it was conjectured that this numerical
artifact is caused by imposing symmetry boundary conditions at the collision plane,
suggesting to shift the collision plane into the interior of the computational domain.

5.2 An Artificial Interior Collision Plane

For the collision with the domain boundary described above, the lubrication pressure
was coupled to the flow solver in two steps: after the original time stepping scheme
shown in Fig. 4 is performed, the bulk pressure at the boudary of �gap serves as a
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Fig. 9 Initial distribution of degrees of freedom (left, involving only 4 of 12 processors), load bal-
ancing scheme and balanced distribution (involving all processors) (illustrated for the configuration
of Fig. 10, where the colors correspond to the individual processors)

Dirchlet boundary condition for Eq. (19). Since�gap ⊂ ∂�, the resulting lubrication
pressure is then in turn applied as a boundary condition for the pressure projection in
the bulk, such that applying the resulting gradient ensures a divergence-free velocity.
An internal collision plane, i.e. �gap �⊂ ∂� (left panel in Fig. 10), however, requires
two modifications: firstly, the lubrication pressure cannot be prescribed as boundary
condition for the bulk pressure. Instead, the lubrication pressure exerts a surface force
(analogous to the CSF-model for the surface tension, cf. Sect. 3). Secondly, in pre-
liminary numerical experiments, it was found that employing an intermediate bulk
pressure as a local boundary condition for the lubrication equations induces numer-
ical noise. In order to alleviate this influence, by taking into account the rotational
symmetry, the local values are replaced by an average, say pBC, over the boundary of
�gap. Equation (19) translates into a linear system whose solution is computed by a
standard GMRES scheme [35]. The drawing in Fig. 10 (top-left) illustrates that, as a
result of the Cartesian domain decomposition of the flow solver FS3D, the collision
plane only intersects a subset of the parallel processes. Furthermore, the domain�gap,
within which the lubrication equation is solved, dynamically deforms along with the
flattening of the droplet, implying potentially large spatial load imbalances. For an
efficient solution, a load balancing scheme for deformable domain was designed and
implemented. Figure 9 illustrates the concept. In comparison to the Gauss-Seidel-
type approach of Sect. 5.1, the computational effort was reduced significantly.

While the droplet deformation in Fig. 10 qualitatively coincides with the top
row in Fig. 8 (collision with domain boundary), the modified subgrid-scale model
allows to additionally obtain physically reasonable minimum film thicknesses for an
appropriate choice of pBC, even for a very coarse spatial resolution; see the diagram
in Fig. 10 (top-right). However, recall that the boundary condition pBC resorts to the
bulk pressure, whose absolute value does not necessarily carry any physical meaning
for incompressible flows, since only the gradient is employed for the projection;
cf. Fig. 4. Contrary, the lubrication pressure enters the model directly. Thus, any
offset strongly influences the simulation outcome and a consistent intrinsic choice
of pBC is subject of ongoing research.
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Fig. 10 Illustration of interior collision plane with processors (left) and minimum film thickness
over time (right;We = 3.47; FEM: courtesy of M. Chubynsky) with vertical lines corresponding to
the instants shown in the bottom row

6 Spattering Collisions at High Weber Numbers

In high energetic head-on collisions of two droplets with the same diameters and
material properties (We ≥ O(100)), the rim of the collision complex formed on the
collision plane becomes increasingly unstable with increasing Weber numbers [34].
If theWeber number is high enough, it yields substantial disintegration into secondary
droplets. In order to prevent the thin liquid lamella emerging at high energy collisions
from unphysical rapture, the stabilisation method of [9] has been further improved
[20].With this approach, interface tension forces are correctly calculated also at liquid
interfaces with a neighbouring, additional interface. Since the numerical simulation
of binary droplet collisions at high Weber numbers requires a high grid resolution, a
domain adjustment technique based on [8] can be used to reduce the computational
effort. With a small white noise disturbance (1% of the initial relative velocity of
the droplets) exerted to the initial velocity field, simulation results are in excellent
agreement with the corresponding experiments forWe = 443 [20]. A comparison of
the results is reproduced in Fig. 11. These high-resolution calculations offer detailed
insights into areas of the collision complex that are not accessible with experimental
methods. Furthermore, the comparison of a Fast-Fourier Transform analysis (FFT)
combined with statistical techniques applied to the VOF simulation’s results with
theoretical predictions based on [44] revealed that the rim instability in binary droplet
collisions is completely dominated by the Plateau-Rayleigh instability [20].

Simulations of binary droplet collisions at still higherWeber number (We = 805 in
the following) require evenhigher grid resolutions.Grid independence studies need to
be performed to determine the necessary resolution. The white noise signal imposed
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Fig. 11 Comparison of experiment (top, [22]. Reprinted with permission, Copyright by the Ameri-
can Physical Society) and direct numerical simulation (bottom, [20]) for head-on collision of binary
droplet atWe = 443 and Re = 6207.3

on the velocity field as initial disturbance, however, is grid-dependent as higher
frequencies are resolved on a finer grid. Therefore, a function for the description
of the initial disturbance which can be transferred to equidistant grids of different
resolution is constructed. This function should have the non-regular structure of a
white or coloured noise signal and consider all spatial directions equally. In [36], a
first idea of this function has been presented and is given here in more detail. The
noise function, written exemplarily for the first component,

unoise (x̃1, x̃2, x̃3) = A
Imax/3∑
i=0

5∑
k=0

3∏
l=1

cos
((
3i + πk,l

)
�x̃l (1 + aR6i+k) + ω6i+k

)
(21)

is imposed on each component of the velocity field, where πk,l refers to the l-th
component of the k-th permutation of (1,2,3). The spatial coordinates are normalised
by multiplication with 2π and division by the maximum length of the computational
domain. The imposed disturbance is normalised by A := 1

2 ||unoise||. Due to the mul-
tiplication with a random number Rk ∈ [−1, 1], the summands are incommensurable
with probability 1; thus, a regular structure of the noise signal is avoided. The factor
a ∈]0, 1[ prevents the suppression of individual frequencies, for example in case of
Rk = −1. The addition with random numbers ωk ∈ [0, 2π ] in the argument of the
cosine function prevents a local amplification of the signal. The factor � ∈]0, 1]
allows the representation of intermediate frequencies. The maximum frequency that
can be represented is determined by the cell width. According to sampling theory,
to reproduce a signal with the maximum frequency fmax, the sampling frequency
must be more than twice as high [37]. Thus, the maximum representable frequency
in the normalised domain fmax ≤ N/2, where N is the number of grid cells in the
direction of the largest extension of the computational domain. The largest possible
frequency in the argument of the cosine function is f̄max = (Imax + 2)�(1 + a). The
upper limit of the sum (21) can thus be expressed as
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Fig. 12 The noise signal unoise (x̃1, x̃2, x̃3) resolved on a 256×256×64 grid reveals a frequency
spectrum which is comparable to the one of the white noise signal (left) and can be transferred to
higher grid resolution, 512×512×128 (right); factor a = 0.95, � = 0.1

Imax ≤ 3

⌊
1

3

(
N

2�(1 + a)
− 2

)⌋
. (22)

To evaluate the 6Imax/3 summands per spatial direction, 12Imax random numbers
are required. To validate the noise function, the comparison of the frequency spec-
trum of unoise (x̃1, x̃2, x̃3) with the spectrum of the previously used perturbation on a
256×256×64grid is shown inFig. 12 (left). The signalunoise is normalised here by the
factor uvar/ Ã, where uvar is the variance of the original disturbance function, Ã the
arithmetically averaged amplitude of the disturbance function unoise. Furthermore,
the noise signal with a maximum frequency corresponding to the grid resolution
256×256×64 is transferred to disturb the initial velocity field on a grid with twice
as many nodes in each direction (cf. Fig. 12 (right)). The agreement between the two
disturbance signals is excellent.

A grid convergence study was performed for droplet collisions with We = 805.
Using symmetry conditions, the problem could be reduced to a quarter of a droplet.
Its radius has been resolved by 0.11Nx cells in a domain of Nx × Nx × Nx/4, where
Nx ∈ (512, 1024, 2048). However, the results do not yet show convergence. The
collision complex initially spreads faster on grids with higher resolution. This finding
indicates that there are additional physical effects on the smallest time scales that
are not yet understood. One such effect might be the ageing of the interface. For
further analysis we benefit from detailed insights into the evolution of the collision
complex, the growth of liquid fingers on the rim and the detachment of secondary
droplets. Figure 13 (left) shows the velocity field at time t = 0.54 ms, where the
first drops have already detached. Fluid is still flowing from the disc into the rim
at high velocity. The detailed view of the rim region in Fig. 13 (center) illustrates
that the viscous dissipation in the fluid is very high in a narrow transition region.
The detailed view in Fig. 13 (right), which shows the pressure field in the area of
the rim, confirms that fluid is flowing from the disc into the rim. The constrictions
between two adjacent finger-forming structures are also characterised by a reducecd
pressure. This causes them to grow together, whereas the high pressure in the area
of the depicted single finger structure increases its growth in subsequent timesteps.
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Fig. 13 Top view on spreading collision complex at t = 0.54 ms. The rate of local viscous dissipa-
tion (kg m2 s−3, left) and the pressure difference to the ambience (kg m−1 s−2, right) are mapped
onto the contour plot f = 0.5

7 Conclusions

This project within the SFB-TRR75 was driven by the desire to understand small-
scale phenomena in binary droplet collisions as a basis for new and improved multi-
scale models of larger processes, which involve droplets under extreme conditions.
The investigations’ concern were droplet collisions with immiscible liquids, the rim
instability during spattering collisions at high Weber numbers and the regime tran-
sition between bouncing and coalescence in head-on collisions. In each of these
different scenarios, the collision process is of multi-scale nature in itself: For colli-
sions of immiscible liquids, triple lines and thin films of the two interacting liquids
and ambient gas are present. The local forces in the vicinity of the triple line deter-
mine the overall collision outcome. Looking at collisions at high Weber numbers
a liquid rim develops corrugations, which grow into liquid fingers and eventually
pinch off to form satellite droplets. At the same time the rim is contracted by the sur-
face tension forces of the extremely thin liquid lamella. Droplets approaching each
other at low Weber numbers expel the thin gas film in the gap between the droplets.
Coalescence can only occur if the Van-der-Waals forces come into action at gap
thicknesses below 100 nm, a scale at which the flow in the gas film can be described
by the rarefied flow equations and slip between gas and liquid becomes relevant.
To allow for valid and accurate numerical simulations of such collision processes,
the capabilities of the Volume-of-Fluid method were enhanced with new approaches
like an efficient and topology-capturing PLIC algorithm for three immiscible vol-
ume fractions, an enhanced lamella detection and stabilisation algorithm for head-on
collisions as well as a subgrid-scale model for computing the pressure in thin gas
films based on lubrication approximation. However, due to the multi-scale charac-
ter of the phenomena during droplet collisions, sufficient grid resolution remains a
challenge: The collision outcome for immiscible droplets strongly depends on the
modelling of the surface forces, where the mesh resolution and the choice of the
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scaling density proved to be important. However, the described methods enable a
detailed calculation of droplet collisions of immiscible liquids also for asymmetric
collisions. Also high energetic droplet collisions reveal a strong influence of the grid
resolution. Direct Numerical Simulations were employed there to rigorously show
that the Plateau-Rayleigh instability pattern dominates the rim instability - this is
valuable for the development of analytical models for predicting the onset of spatter
and the secondary droplets’ spectrum. Moreover, experimentally inaccessible data
such as the local dissipation rates in the liquid throughout the collision process were
obtained. Some challenges remain, caused by the multi-scale and multi-physical
character of droplet collisions under extreme conditions. Predicting the transition
between bouncing and coalescence, rather than computing the fine details retrospec-
tively, still requires a more consistent coupling between the different solvers for
the different governing equations, and a two-phase subgrid-scale modelling seems
promising. A challenge of general nature is the simulation of flow instabilities, since
the latter act as amplification systems, highly sensitive to disturbances in the fields.
At this point, the introduction of carefully computed artificial noise is a key step
enabling further research. Last, but not least, numerical simulations are restricted to
the physics included in the underlying mathematical models. Here, we found indi-
cations for additional dissipative mechanics, being present in the experiments but
not in the numerical simulations. Such discrepancies occur, if new surface area is
generated at high local rates. This poses another extreme condition which deserves
further investigation. To conclude, analysing binary droplet collisions on the small
scales enhances the understanding and modelling applied on larger scales which
enable predictions ranging from spray processes to weather forecast.
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Investigation of the Behaviour
of Supercooled Droplets Concerning
Evaporation, Sublimation and Freezing
Under Different Boundary Conditions

Jonathan Reutzsch, Verena Kunberger, Martin Reitzle, Stefano Ruberto,
and Bernhard Weigand

Abstract Phase change processes of supercooled droplets at different boundary con-
ditions are presented. This study is a summary of the current developments within
subproject B1 of the SFB-TRR 75 with the focus on evaporation, sublimation, and
freezing of supercooled droplets. To this end, new numerical methods to describe the
phase transition were developed and novel strategies dealing with the challenges of
droplets under extreme conditions are presented. The numerical solution procedure
of all phase changes are summarized in a compact way within this work. In order
to validate the numerical models, experiments were conducted. For this, new exper-
imental setups and approaches were developed. These comprise a test chamber for
optical levitation of supercooled droplets, which is able to trap a droplet by means of
a laser beam at subzero temperatures and variable ambient humidity. Comparisons
of the numerical simulations and the conducted experiments are presented for sev-
eral phase change processes. The results are in very good agreement and proof the
capability of the methods.

1 Introduction

Phase change processes in clouds are one of the most important driving factors of
precipitation, such as rain or snow, and have a great influence on our daily weather.
The understanding of these processes is crucial for the development of weather and
climate models and of reliable weather forecasts [40]. Especially the small scales,
such as droplets and their interactions in the atmosphere, strongly affect the behaviour
of the macroscopic systems [5, 39]. However, there is still a lack of knowledge
regarding the processes in clouds at high altitude [28, 62]. Within these, a range of
phenomena are encountered which in turn are responsible for the evolution of the
water cycle [64]. Among them are the freezing of supercooled droplets, collision
and coalescence events, evaporation and sublimation processes, droplet growth due
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to condensation, or the formation of larger structures, such as snow or hail [25].
Acquiring a deeper understanding of those events as well as developing new models
and strategies was the aim of this study.

The main focus is put on the behaviour of droplets in extreme conditions, particu-
larly at low temperatures. In high altitudes, where the atmosphere cools down to less
than−40 ◦C[77], liquid droplets are still present in ametastable state,which is termed
supercooled. In an unsaturated ambiance evaporation processes can occur, whereas
when the surrounding air is oversaturated condensation takes place. If droplets cool
down even further, droplet freezing inevitably begins. Two different types of freezing
processes exist. On the one hand, homogeneous freezing, when a sufficiently large
nucleus is spontaneously generated, and on the other hand heterogeneous freezing,
where a seed particle initiates the solidification [75]. In an analogous way, depending
on the ambient conditions, the frozen droplets can subsequently groweven further due
to deposition or decrease in size because of sublimation. The growth of ice strongly
depends on the pressure and temperature boundary conditions in the surrounding and
various crystallized structures can evolve [7].

In order to investigate supercooled droplets under extreme ambient conditions
and to study the mentioned phase change processes, experimental and numerical
methods are deployed in this work. The combination of both allows precise insight
into the physics of droplets. Furthermore, the synergy of numerical simulations and
experiments can provide detailed information about the phase change processes. The
present work represents a summary of multiple studies within the third funding phase
of the subproject B1 of the Collaborative Research Centre SFB-TRR 75. To classify
the complete compilation and outcome of the project, a brief overview of previous
works concerning phase change processes of droplets is given in the following. It
is split into experimental and numerical studies and subdivided into the respective
characteristics of phase change.

Many numerical studies focusing on multiphase flows exist in literature.
Two approaches are prevalent, which are front-tracking [72] and front-capturing
methods[20, 60]. A classification of both can be found in [33]. When dealing with
evaporation, a lot of numerical approaches in the literature provide deep insight into
its mechanisms [14, 18, 19, 46, 47, 68, 73]. The most promising approaches, which
are also able to deal with complex three-dimensional structures as well as extreme
conditions, are conducted using the Volume-of-Fluid (VOF) method [49, 58, 78].
The same accounts for investigations of solidification and melting processes, where
auspicious results were obtained with this method in [32] and within the SFB-TRR
75 [42, 44]. Nevertheless, various other approaches exist, particularly for investi-
gating crystal growth of water [1, 8, 10, 59, 67, 74]. In contrast to evaporation
or freezing, numerical studies regarding sublimation are rare in literature. Besides
large-scale investigations [30, 64] for geophysical models only a few small-scale
approaches exist [27, 45, 70].

Various experiments were reported that study the supercooled environment in
clouds. Thesewere conducted inwind tunnels and cloud chambers, amongothers [38,
66]. In order to study the phase change of droplets more closely, experiments with
single droplets were conducted. Several experimental studies have been performed
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on the evaporation of droplets under ambient conditions in electrodynamic traps
[24, 26] and by means of acoustic levitation [48] as well as on the evaporation of
droplets at low Reynolds numbers [79]. Only few literature can be found concerning
the investigation of the evaporation of supercooled water droplets (SWD) [51, 71].
More broadly investigated is the behaviour of ice crystals which included experi-
mental studies on evaporation and melting of different shapes of ice crystals [36],
sublimation [35, 65] and growth of ice crystals [65]. Furthermore, sublimation exper-
iments with frozen droplets or spheres were conducted [52, 70]. Several works have
focused on the freezing of droplets. The probabilities of freezing on contact was
investigated [2] as well as heterogeneous nucleation and contact freezing of levi-
tated droplets [13, 23, 37]. Additionally, studies were performed to determine the
nucleation time and freezing behaviour of SWDs [11, 29, 52, 61].

The following sections will outline the numerical and experimental investigations
of the evaporation, sublimation and freezing of droplets within the subproject B1 of
the Collaborative Research Centre SFB-TRR 75.

2 Experimental Methods

2.1 Experimental Setup

The experiments are conductedwith an optical levitation setup as described inRoth et
al. [52] and Ruberto et al. [56]. The stable optical trapping through radiation pressure
was first investigated by Ashkin [4]. Figure 1 shows the setup of the cooling chamber
as well as the optical setup. A laser beam focused by a lens is directed through the
levitation chamber. The droplet is levitated above the focus and the position of the
droplet within the chamber can be varied when the lens is moved. The laser has a
wavelength of 532 nm, that is hardly absorbed bywater, so the droplet does not heat up
during the experiments. The chamber can be cooled down to –40 ◦C by a cryostat. A
U-shaped temperature profile develops in the chamber, that is qualitatively shown in
Fig. 1 next to the experimental setup. Droplets were trapped in the region of constant
temperature. As the droplet is cooled down to ametastable state, it is important to use
purified water so that it does not freeze due to impurities. In order to avoid pollution
of the atmosphere inside the chamber and convection from outside, a very slow flow
of dry nitrogen (99,999%) passes through the chamber. It is controlled by precise
mass flow meters. The volume flow rate is variable but chosen such that only low
Reynolds numbers are reached. This flow is needed for achieving steady conditions
in the chamber, so that evaporated mass from the droplet can be transported out and
no saturation is reached inside the chamber. To study phase-change behaviours with
different relative humidities, the nitrogen can be humidified in an appropriate setup.
These conditions, relative humidity and temperature, are monitored before and after
the experiment.

The droplets are produced by a droplet-on-demand generator which is driven by
a piezo-electric ceramic. Recently, the in-house built generator was exchanged with
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Fig. 1 Left side: Schematic of the experimental setup, indicating the temperature profile along
the chamber height. Right side: Optical setup to record the light scattering and shadowgraphy and
signal path, adapted from [55]

a commercial one [69] which allows for more controllable conditions and increased
repeatability for future experiments. As the droplet is levitated, it has to fall into the
test chamber along the centre of the laser beam. Thus, the generator is mounted onto
two precise linear position stages. The position of the levitated droplet is monitored
by a position sensitive device (PSD). A second PSD sensor is mounted alongside the
first. It monitors the split-beam of the scattered light after a Wollaston prism which
will show the depolarisation of the light due to the freezing of the droplet. Once the
droplet is levitated, the measurement starts with a delay in order to ensure that the
droplet attained the ambient temperature.

2.2 Observation Techniques

Thedroplet inside the test chamber canbeobservedby two techniques.When the laser
reaches the droplet, the light scatters. This light scattering in the forward hemisphere
is recorded by a CCD line camera and is shown in Fig. 2. The light is collected by a
lens in the focal plane of the camera so that a specific scattering angle is recorded on
the same camera pixel. The recorded intensity distribution is converted to intensity
over scattering angle. The scattering image is dependent on the droplet diameter
which will show a smaller fringe spacing and higher number of maxima for a larger
droplet diameter [15]. The following equation was used to determine the droplet
diameter, D, for evaporating droplets [15]

D = 2 λ
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(
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�
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)
+ n sin

(
�

2

) [
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Fig. 2 Light scattering recorded from a SWD, which froze at t = 0 s. The intensity signal is plotted
over the camera pixel

in which n is the refractive index, λ the laser wavelength in m, � the camera mount-
ing angle in ◦ and �� the angular fringe distance in ◦. The refractive index was
derived from a correlation as a function of the laser wavelength λ and the fluid tem-
perature [16, 56]. The fringe distance is averaged over several maxima of a line.
The accuracy of the measurements is about ±2% for droplet diameters in the range
of 20 µm < D < 60 µm [56]. Below 20µm, the accuracy decreases as the intensity
of the maxima is lower and, therefore, the noise increases. As mentioned above,
the number of maxima decreases for lower droplet diameters which leads to larger
uncertainties in �� [56]. As mentioned above, the number of maxima decreases for
lower droplet diameterswhich leads to larger uncertainties in�� [56]. It is important
that the image of the line camera is not overexposed as the position of the maxima
is then lost [55]. The line camera was triggered with a frequency of 5000 Hz and
for a period of 12s. This method is mainly used for the observation of evaporating
droplets and derivation of the evaporation rate. When the droplet freezes, the scatter-
ing image shows a dramatic difference and the pattern of the maxima becomes more
indistinct and chaotic. Nevertheless, it was still possible to derive the sublimation rate
from the scattering images by adapting the evaluation code. As mentioned above, the
moment of freezing is detected by an increase of intensity on the PSD sensor after
the Wollaston Prism. As the scattering image is chaotic, the droplet is also observed
by shadowgraphy. A LED illuminates the droplet and the shadow is recorded by a
CCD camera with a frequency of 2 Hz and a magnification of M = 36.4 [54]. The
size of the droplet can be derived from the shadow images by image processing. An
algorithm identifies the size of the area of the shadow by the number of pixels that the
droplet comprises or a circle can be computed that fits the area around the droplet.
From the area and the circle around the droplet, its size and the decrease in diameter
over time can be derived.
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3 Numerical Methods

All developed methods and conducted numerical investigations are done using the
in-house software package Free Surface 3D (FS3D) [12]. This Direct Numerical
Simulation (DNS) code is based on the mentioned VOF method and solves the
incompressible Navier-Stokes equations on a Marker and Cell (MAC) grid. In addi-
tion, the energy equation is included, which is mandatory when dealing with phase
change processes. The interface reconstruction is achieved by applying the Piecewise
Linear Interface Calculation (PLIC) scheme. The code is highly parallelized using
MPI as well as OpenMP and is run on the High-Performance Computing Center
(HLRS) in Stuttgart. Main focus from the numerical side is put on the three types
of phase change: solidification, sublimation, and evaporation. The introduced new
developed methods and approaches are based on works of Reitzle et al. [44, 45]
(solidification and sublimation) as well as Reutzsch et al. [49] (evaporation).

3.1 Conservation Equations

For all phase change algorithms the basic equations are similar. Several assumptions
are made, such as neglecting radiation and viscous dissipation, pure substances,
Newtonian insoluble fluids, and local thermodynamic equilibrium at the interface.
Furthermore, a Fickian diffusion model is used for the diffusive fluxes. The mass
conservation for every species j reads

∂(ρ
j
p)

∂t
+ ∇ · (ρ j

pu) = ∇ · (ρ̄D∇X j ) , (2)

with the partial density ρp, average density ρ̄, velocity u, diffusion coefficientD, and
the mass fraction X . For an incompressible, pure fluid within a Eulerian one-field
formulation it simplifies to ∇ · u = 0. This can be used to formulate the momentum
balance equation in differential form as

∂(ρu)

∂t
+ ∇ · (ρu ⊗ u) = −∇ p + ∇ · S + ρg , (3)

where p denotes the pressure, S = μ
(∇u + (∇u)T

)
the viscous part of the stress

tensor with the dynamic viscosityμ, and g the gravitational acceleration. Finally, the
energy equation reads

∂

∂t

(
ρcpT

) + ∇ · (
ρcpTu

) = ∇ · (λ∇T ) + q̇ ′′′ . (4)

Therein, cp is the specific heat capacity at constant pressure, T the temperature, λ

the thermal heat conductivity, and q̇ ′′′ a volumetric heat source. A two-field approach
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is used where an energy equation is solved for each phase. The balance equations
are coupled at the interface with jump conditions as additional constraints in mul-
tiphase flows. In the following, we distinguish between the continuous phase (c)

and the disperse phase
(
d
)
. In addition, whenever necessary, a further differentiation

is made regarding the phase change cases solidification (so), sublimation (su), and
evaporation (ev). The mass jump condition can be written as

ṁ ′′ = ρc (uc − u�) · n� = ρd (
ud − u�

) · n� , (5)

with the area-specific mass source ṁ ′′, the interface velocity u� and the respective
normal vector n� . The disperse phase represents the solid for solidification and
sublimation, and analogously the liquid for evaporation cases. The continuous phase
is synonymous considered to the gaseous phase (gp) for sublimation and evaporation,
and to the liquid phase for solidification. For sublimation and evaporation, the gaseous
phase can be split further into inert gas (g) and vapour (v) and the interface velocity
can be derived from the mass source (see [45]) as

V� = −ρ
gp
�

ρd
D

1

1 − Xv
∇Xv · n�. (6)

Note that in order to evaluate the term∇Xv · n� information about the condition at the
interface need to be known. For sublimation processes, an expression for the solid-
gaseous equilibrium was derived [43, 45], whereas for evaporation the saturation
condition for the pure substance was used. Themomentum jump condition simplifies
to the well-known Young-Laplace equation

pd − pc = κσ , (7)

where κ represents the interface curvature and σ the surface tension. The energy bal-
ance across the interface (see [43] for the contained simplifications and assumptions)
yields

ṁ ′′�h = −λc�T c · n� − λd�T d · n� , (8)

with the specific latent heat �h, which obviously differs for all cases.
For solidification processes, containing liquid

(
l
)
and solid (s), the character of

growth is of greater interest. The surface energy density determines strongly the
morphology of a crystal. The boundary condition for the energy is computed with
theGibbs-Thomson equation in this case.Considering the anisotropicmean curvature
H� that contains information about the (possibly anisotropic) surface energydensities
it reads
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T� = Tm

[
1 − 1

ρ�hs
(σ0H�)

]

+
(
clp − cs

)
T�

�hs

[
T� ln

(
T�

Tm

)
− (Tm − T�)

]
, (9)

with the interface temperature T� , melting temperature Tm , and latent heat of fusion
�hs. For detailed information the reader is referred to [45]. The energy equation for
solidification at the interface, also known as Stefan condition, can be derived as

ṁ ′′ [�hs − (
clp − cs

)
(Tm − T�)

] = −λl�T l · n� + λs�T s · n� . (10)

Note that terms of higher order were neglected in this formulation. For the precise
modelling of the local thermodynamic equilibrium at the interface, the anisotropic
surface energy density, and a detailed derivation of all boundary conditions the reader
is referred to already mentioned studies [44, 45, 49].

3.2 Numerical Approach

The complete basic numerical scheme of the used code is described in great detail
in the work of Rieber [50] and several extensions are given by many other authors
e.g. [12, 17, 41, 58]. Thus, only a brief overview of the necessary approaches is
given here. Due to the formulation of the VOF method, additional scalar variables
fi are introduced, which contain information about the volume fraction within each
cell. They are defined as

fi (x, t) =

⎧⎪⎨
⎪⎩
0 in the continuous phase,

]0; 1[ in interface cells,

1 in the disperse phase.

(11)

Depending on the phase, fi describes the fraction of the liquid ( f1), the vapour ( f2),
or the solid ( f3) phase. Due to the one-field character of the VOF method, material
properties can be expressed using just one equation. Considering all volume fractions
the density, for instance, reads

ρ(x, t) =
3∑

i=1

fi (x, t)ρp,i +
(
1 −

3∑
i=1

fi (x, t)

)
ρg . (12)

The densities ρp,i refer to the partial densities of the liquid, vapour, and solid phase.
The transport of the VOF variables is done via the equation

∂ fi
∂t

+ u · ∇ fi = 0 . (13)
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Note that diffusion is additionally considered for the transport of the vapour phase
inside the inert gas. Advection is done using an operator-splitting technique [63],
where the three dimensional transport is achieved by three single one-dimensional
steps. Details regarding the necessary divergence corrections steps can be found
in [50]. The fluxes are obtained in interfacial cells using the PLIC algorithm.

Furthermore, for phase change processes the movement of the interface is inter-
preted as a consequenceof aflux. In contrast to previous approaches [42, 58] this leads
to more stable simulations as well as circumvents complex redistribution. Hence, the
movement of the interface is done using an additional transport equation, which reads

∂ fi
∂t

+ ∇ · ( fiu�) = fi∇ · u� . (14)

The velocity field at the interface u� is related to the local interfacial velocity via
V� = u� · n� . For the evaluation of the fluxes a geometrical unsplit advection scheme
is applied [44]. The gradients of volume fractions, which serve as the basis to derive
the interface velocity, are obtained by means of second order finite differences cou-
pled with a tridiagonal interpolation scheme [42].

Taking the definition of the density and substituting it into the continuous and
disperse part and considering the global mass conservation, an expression for the
volume conserving velocity uvol depending on the mass source ṁ ′′′ can be derived
as

∇ · uvol = ṁ ′′′
(

1

ρc
− 1

ρd

)
. (15)

Note that in case of solidification the difference in densities of the phases is neglected
and, hence, a solenoidal velocity field is retained. For evaporation the possible move-
ment of the liquid interface also has to be considered for the convective step. A mass
averaged velocity is necessary which is a consequence of the solution of the momen-
tum equations. Two methods to obtain the velocities for the gaseous and liquid phase
were developed by Reutzsch et al. [49]. The basic idea is to split the parts into the
respective amounts of vapour and inert gas and connect them with the mass source
term. An averaging with the volume fractions as well as a more precise approach
using cell wetting is proposed.

The momentum equations are solved in several steps. The detailed procedure is
described in [50]. In a first step, the convective part is handled using the before
mentioned operator-splitting method. The viscous part is discretized using central
differences and a pressure projection scheme is applied in order to obtain a solenoidal
velocity field [9]. For rigid bodies, which are relevant for solidification and sublima-
tion cases, further treatment is necessary (see [42]).

The diffusive parts are solved using the newly developed approach by Reitzle
et al. [45]. The energy equation is solved for all phase change processes, using a
two-field approach in order to gain more precise values at the interface [43, 57].
Diffusive mass transfer is only considered for the vapour field in sublimation or
evaporation simulations. The basic idea is to set Dirichlet boundary conditions on the
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sharp interface for the concentration fields. The gradient is obtained by an accurate
geometrical approach evaluating an inverse distance interpolation scheme in the
vicinity of neighbouring cells. The resulting system of linear equations is finally
solved with a Red-Black Gauss-Seidel algorithm.

The convective part of the energy equation is again solved using the splitting
algorithm in a semi-implicit formulation. A TVD-limiter from van Leer [76] is used
in order to interpolate the values onto the cell edges. The fluxes are obtained in a
similar way as the VOF variables.

3.3 Solution Procedure

Due to the complexity of the code the complete time integration scheme is not
presented here and the reader is referred to the afore mentioned literature for a
detailed description. In general, it is possible to use first or second order accurate
schemes within FS3D.

An abstracted, simplified sequence of steps for all possible phase change processes
is shown in Fig. 3. Note that the depicted procedure gives only a rough overview and
several steps are summedupwithin one sub–item.Thenewmethods developedwithin
this project dealing with solidification, sublimation, and evaporation were validated
extensively. Due to the high complexity, multi-stage procedures were applied in
order to validate not only the single terms and routines, but also their interactions
for all kinds of setups. The respective simulations, evaluations and comparisons to
experimental results or analytical models are not presented here. They can be found
e.g. in the works of Reitzle et al. [43–45] and Reutzsch et al. [49] along with the
complete, detailed description of all routines.

4 Results

4.1 Solidification Simulation

A three dimensional simulation for the hexagonal anisotropic growth of a water
crystal has been conducted successfully. It is described in detail in [44], a short
summary is presented in the following. The initial setup contains a spherical seed
with a radius r0 = 8.206 µm slightly larger than the stable radius in a liquid water
environment with a supercooling of �T = 10K. The cubic domain has a dimension
of 30r0, where a Dirichlet boundary condition for the temperature is applied at a
sphere with a radius of 15r0 in order to minimize the influence of the cubic domain.
The material properties of the solid were evaluated at the melting temperature, the
liquid properties were taken at a reference temperature T = T∞, where T∞ denotes
the ambient temperature. In addition, a slight rotation of the prismal energy was set
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Fig. 4 Temporal evolution
of the solid particle
represented by partly opaque
PLIC surfaces

Fig. 5 Rendered
visualization based on PLIC
surface data at t = 1.2 µs

to ensure that no dendrite is directly aligned with any coordinate axis. The temporal
evolution of the crystal growth from the spherical seed is shown in Fig. 4. In addition,
the three-dimensional ice crystal after t = 1.2 µs is depicted in Fig. 5. The hexagonal
structure as well as constrictions of the crystal in the prismal planes are clearly
visible. This behaviour is also observed in literature (cf. [6]). Furthermore, it leads
to the evolution of crystal forms, such as capped-cylinders or hollow needles.

4.2 Sublimation Simulations and Experimental Results

Investigations concerning sublimationof frozendropletswere conductednumerically
and experimentally. A detailed description of the numerical setup as well as the test
chamber is given in [45]. An ice particle at 236.15K with a diameter of 50 µm in a
slow air flow was investigated. Sublimation rates were measured and simulated at
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Fig. 6 Comparison of experimentally (dots) and numerically (triangles) obtained rates of sublima-
tion β over relative humidity �ice with respect to ice. A linear fit (solid line) to the experimental
results was calculated using a forced constraint β(�ice = 100%) = 0. The uncertainties in the
experiments in the vertical direction incorporate the 95% confidence level, whereas the uncertainty
in the horizontal direction is due to the accuracy of the humidity sensor

varying ambient humidity � and compared subsequently. The material properties
for all components were obtained from literature [3, 31, 53]. A numerical setup with
a spatial resolution of 5123 grid cells was chosen that represents a small part of the
experimental test chamber. The experiments were conducted at relative humidities
with respect to ice of �ice1 = 66%, �ice2 = 69%, and �ice3 = 70%. The results
were obtained by averaging at least 10 independent measurements. Again, detailed
values are presented in [45]. Whereas the experiments could not be conducted at a
broad range of humidity, the simulations were performed between 0 and 80%. The
sublimation ratesβsu are compared and results are shown inFig. 6.One can clearly see
that there is a linear trend of the sublimation rate as was already assumed in literature
(e.g. [70]). The comparison of numerical and experimental results shows that the
numerical model is able to predict the sublimation rates very well. The remaining
differences occur probably due to uncertainties in the boundary conditions and the
remaining simplifications in the numerical model. The maximum sublimation rate
at 0% was found as β�=0 = 19.87µm s−2.

The experiments were conducted at around T∞ = 236K which was the temper-
ature at which homogeneous nucleation occurred. At this temperature, it proved
difficult to control and measure the humidity as the conditions inside the chamber
were already supersaturated with the residual humidity and the humidities in Fig. 6
resulted from freezing at the chamber entry. Moreover, the accuracy of the humidity
sensor was not high at such low temperatures and no dew point monitors could be
used due to space restrictions in the chamber.
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Fig. 7 Time evolution of a levitated drop from the liquid to the frozen state showing a spike. After
120 s, the droplet shrank and the spike disappeared due to sublimation, leaving the droplet almost
shperical again

In Fig. 7, shadow images of a first liquid and then frozen droplet are shown. In the
experiments, when the droplet froze, it deformed and a spike appeared on the outside
of the droplet. In literature, it is reported that this spike can eject ice particles or in
case of larger droplets, the droplet can shatter due to high pressure inside [21, 66].
This is a very important process in cloud formation [22]. In comparison, the droplet
is also shown after 120s when it is reduced in size and the spike has disappeared
due to sublimation. The measurements of the ambient conditions and sublimation
rate include some uncertainties. For the temperature, it was ± �T∞ = 0.4K and
± �φ = 4% for the humidity over ice. The uncertainty in the sublimation rate was
determined as the standard error of the mean with a 95% confidence interval.

4.3 Evaporation Simulations and Experimental Results

A similar procedure as for the before mentioned sublimation investigation was
applied for the evaluation of evaporation of supercooled droplets. The experimental
setup is described in detail by Ruberto et al. [55] whereas further information about
the numerics can be found in Reutzsch et al. [49]. In contrast to sublimation, the
control of the ambient conditions of the experimental setup was easier. Therefore,
it was possible to conduct an expanded systematic study on the evaporation rates.
Supercooled droplets were levitated at various temperature regimes. In addition, the
ambient humidity could be varied in a larger range. Hence, measurements between
T∞ = 253.15K and T∞ = 268.15K have been performed with a humidity between
25% and up to 95% and the corresponding evaporation rates βev were measured.
The new evaporation model was applied to perform comparative simulations. The
numerical setup was adapted to the experiments and is shown schematically in Fig. 8.
The domain, consisting of the levitated droplet, an air flow from the left side, as well
as several boundary conditions, has a resolution of 512 × 256 × 256 cells. Thus, the
droplet is resolved with about 26 cells per diameter. Material properties were taken
from the literature (cf. Sect. 4.2).

The results of the experiments as well as the simulations are depicted in Fig. 9.
For three different ambient temperatures in the test chamber at T∞ = 268.15K,
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T∞ = 263.15K, and T∞ = 253.15K several points were measured and simulations
have been conducted. The humidities, as mentioned before, were varied. In the frame
of the numerical investigation, even a complete dry atmosphere, as well as a saturated
ambiance were set up and simulated for each case. The experimental linear fit for
all temperatures is also depicted with the respective lines. The results are in very
good agreement for all cases. The maximum deviation between the linear fits and
the simulations is about 5%. In addition, a comparison with the well known D2-
law [34] is promising. Worth mentioning is that also an older evaporation model of
the authorswas able to predict similar evaporation rates [55, 56].However, the current
evaporation model was mainly developed to cope with all ranges of extreme ambient
condition, even with higher evaporation rates and strong surface deformations. The
latter problems cannot be described with our previous models.

There are several uncertainties in the measurements. In case of the temperature
the uncertainties originate from the accuracy of the thermocouple, an uncertainty due
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to the droplet position in the chamber and the stability of the ambient temperature
in the chamber [54]. Furthermore, a mean value as well as the standard error of the
mean (SEM)were calculated from themeasurements of the ambient conditions in the
chamber for all of the measurements of a set temperature. This gave an uncertainty
in the temperature of �T∞ ≈ 0.4K. The SEM for the humidity was low and the
uncertainty stems mostly from the probe with �� = ±6% or lower. The SEM of
the evaporation rate was calculated with a Student’s factor for a 95% confidence
interval [54].

5 Conclusions

The investigation of phase changes of and in supercooled droplets is of fundamental
interest for the understanding of the processes in clouds at high altitudes and the
development of modern climate models. The focus in this work lies on the phase
transitions evaporation, sublimation, and freezing. Due to the metastable state of
supercooled droplets, the extreme conditions and the complexity of this topic, sev-
eral approaches to increase the knowledge within this field were considered and
multiple studies have been conducted: On the one hand, numerical models were
developed, which are capable of dealing with all three phase transitions mentioned
above. These newly developed methods, which comprise fully consistent treatments
of the processes, were summarized and the solution procedures were collated in a
neat arrangement for the first time. On the other hand, experimental investigations
were performed simultaneously. An experimental setup was built, which traps single
droplets through optical levitation. The test chamber is able to realise conditions
far below the freezing point of water and, thus, emulate the temperature encoun-
tered in clouds at high altitudes. Sublimation and evaporation rates of frozen and
supercooled droplets were measured. Subsequently, they were compared with the
simulation results gained by means of the developed numerical methods. The exper-
imental and numerical results showed a very good agreement.

Acknowledgements The authors kindly acknowledge the financial support by the Deutsche
Forschungsgemeinschaft (DFG) within the SFB-TRR75, project number 84292822. Furthermore,
the authors kindly acknowledge the High Performance Computing Center Stuttgart (HLRS) for sup-
port and supply of computational time on the CrayXC40 platform under theGrant No. FS3D/11142.

References

1. Al-Rawahi N, Tryggvason G (2004) Numerical simulation of dendritic solidification with
convection: three-dimensional flow. J Comput Phys 194:677–696. https://doi.org/10.1016/j.
jcp.2003.09.020

2. AlkezweenyAJ (1969) Freezing of supercooledwater droplets due to collision. JApplMeteorol
Climatol 8(6):994–995. https://doi.org/10.1175/1520-0450(1969)008<0994:FOSWDD>2.0.
CO;2

https://doi.org/10.1016/j.jcp.2003.09.020
https://doi.org/10.1016/j.jcp.2003.09.020
https://doi.org/10.1175/1520-0450(1969)008<0994:FOSWDD>2.0.CO;2
https://doi.org/10.1175/1520-0450(1969)008<0994:FOSWDD>2.0.CO;2


Investigation of the Behaviour of Supercooled Droplets … 165

3. Aly FA, Lee LL (1981) Self-consistent equations for calculating the ideal gas heat capac-
ity, enthalpy, and entropy. Fluid Phase Equilib 6(3):169–179. https://doi.org/10.1016/0378-
3812(81)85002-9

4. Ashkin A (1970) Acceleration and trapping of particles by radiation pressure. Phys Rev Lett
24:156–159. https://doi.org/10.1103/PhysRevLett.24.156

5. Bailey M, Hallett J (2004) Growth rates and habits of ice crystals between –20 and –70◦C. J
Atmos Sci 61(5):514–544 (01 Mar 2004)

6. Barrett JW, Garcke H, Nürnberg R (2012) Numerical computations of faceted pattern forma-
tion in snow crystal growth. Phys Rev E 86(1):011604. https://doi.org/10.1103/PhysRevE.86.
011604

7. Bartels-Rausch T, Bergeron V, Cartwright JHE, Escribano R, Finney JL, Grothe H, Gutiérrez
PJ, Haapala J, Kuhs WF, Pettersson JBC, Price SD, Sainz-Díaz CI, Stokes DJ, Strazzulla G,
Thomson ES, Trinks H, Uras-Aytemiz N (2012) Ice structures, patterns, and processes: a view
across the icefields. Rev Mod Phys 84(2):885–944. https://doi.org/10.1103/RevModPhys.84.
885

8. Beckermann C, Diepers HJ, Steinbach I, Karma A, Tong X (1999) Modeling melt convection
in phase-field simulations of solidification. J Comput Phys 154:468–496. https://doi.org/10.
1006/jcph.1999.6323

9. Bell JB, Colella P, Glaz HM (1989) A second-order projection method for the incompressible
Navier-Stokes equations. J Comput Phys 85(2):257–283

10. Chen S, Merriman B, Osher S, Smereka P (1997) A simple level set method for solving Stefan
problems. J Comput Phys 135(1):8–29. https://doi.org/10.1006/jcph.1997.5721

11. Duft D (2011) Laborexperimente zurMikrophysik derWolken. TechnischeUniverstät Ilmenau,
Doctoralthesis

12. Eisenschmidt K, Ertl M, Gomaa H, Kieffer-Roth C, Meister C, Rauschenberger P, Reitzle M,
SchlottkeK,WeigandB (2016) Direct numerical simulations formultiphase flows: an overview
of the multiphase code FS3D. J Appl Math Comput 272(2):508–517. https://doi.org/10.1016/
j.amc.2015.05.095

13. EttnerM,Mitra SK, Borrmann S (2004) Heterogeneous freezing of single sulfuric acid solution
droplets: laboratory experiments utilizing an acoustic levitator. Atmos Chem Phys 4(7):1925–
1932. https://doi.org/10.5194/acp-4-1925-2004

14. Gibou F, Fedkiw R (2005) A fourth order accurate discretization for the laplace and heat equa-
tions on arbitrary domains, with applications to the stefan problem. J Comput Phys 202(2):577–
601

15. GlantschnigWJ, Chen SH (1981) Light scattering fromwater droplets in the geometrical optics
approximation. Appl Opt 20(14):2499–2509. https://doi.org/10.1364/AO.20.002499

16. Harvey AH, Gallagher JS, Sengers JMHL (1998) Revised formulation for the refractive index
of water and steam as a function of wavelength, temperature and density. J Phys Chem Ref
Data 27(4):761–774. https://doi.org/10.1063/1.556029

17. Hase M (2005) Numerische Berechnung dreidimensionaler Transportvorgänge an
angeströmten, sich verformenden Tropfen. Ph.D. thesis, Universität Stuttgart

18. Haywood RJ, Renksizbulut M, Raithby GD (1994) Numerical solution of deforming evaporat-
ing droplets at intermediate Reynolds numbers. NumerHeat Transf Part A-Appl 26(3):253–272

19. Hernández J, López J, Gómez P, Zanzi C, Faura F (2008) A new volume of fluidmethod in three
dimensions–part I: multidimensional advection method with face-matched flux polyhedra. Int
J Numer Meth Fluids 58(8):897–921. https://doi.org/10.1002/fld.1776

20. HirtCW,NicholsBD(1981)Volumeoffluid (VOF)method for the dynamics of free boundaries.
J Comput Phys 39(1):201–225. https://doi.org/10.1016/0021-9991(81)90145-5

21. Hobbs PV, Alkezweeny AJ (1968) The fragmentation of freezing water droplets in free fall. J
Atmos Sci 25(5):881–888. https://doi.org/10.1175/1520-0469(1968)025<0881:TFOFWD>2.
0.CO;2

22. Hobbs PV, Rangno AL (1985) Ice particle concentrations in clouds. J Atmos Sci 42(23):2523–
2549. https://doi.org/10.1175/1520-0469(1985)042<2523:IPCIC>2.0.CO;2

https://doi.org/10.1016/0378-3812(81)85002-9
https://doi.org/10.1016/0378-3812(81)85002-9
https://doi.org/10.1103/PhysRevLett.24.156
https://doi.org/10.1103/PhysRevE.86.011604
https://doi.org/10.1103/PhysRevE.86.011604
https://doi.org/10.1103/RevModPhys.84.885
https://doi.org/10.1103/RevModPhys.84.885
https://doi.org/10.1006/jcph.1999.6323
https://doi.org/10.1006/jcph.1999.6323
https://doi.org/10.1006/jcph.1997.5721
https://doi.org/10.1016/j.amc.2015.05.095
https://doi.org/10.1016/j.amc.2015.05.095
https://doi.org/10.5194/acp-4-1925-2004
https://doi.org/10.1364/AO.20.002499
https://doi.org/10.1063/1.556029
https://doi.org/10.1002/fld.1776
https://doi.org/10.1016/0021-9991(81)90145-5
https://doi.org/10.1175/1520-0469(1968)025<0881:TFOFWD>2.0.CO;2
https://doi.org/10.1175/1520-0469(1968)025<0881:TFOFWD>2.0.CO;2
https://doi.org/10.1175/1520-0469(1985)042<2523:IPCIC>2.0.CO;2


166 J. Reutzsch et al.

23. Hoffmann N (2015) Experimental study on the contact freezing of supercooled micro-droplets
in electrodynamic balance. Ph.D. thesis, Ruperto-Carola University of Heidelberg

24. Holyst R, Litniewski M, Jakubczyk D, Kolwas K, Kolwas M, Kowalski K, Migacz S, Palesa S,
Zientara M (2013) Evaporation of freely suspended single droplets: experimental, theoretical
and computational simulations. Rep Prog Phys 76(3). https://doi.org/10.1088/0034-4885/76/
3/034601

25. Houze RA (1993) Cloud dynamics. International geophysics series, vol 53. Academic Press
26. JakubczykD, ZientaraM,KolwasK,KolwasM (2007) Temperature dependence of evaporation

coefficient for water measured in droplets in nitrogen under atmospheric pressure. J Atmos Sci
64(3):996–1004. https://doi.org/10.1175/JAS3860.1

27. Kaempfer TU, Plapp M (2009) Phase-field modeling of dry snow metamorphism. Phys Rev E
79(3):031502. https://doi.org/10.1103/PhysRevE.79.031502

28. Khain A, Ovtchinnikov M, Pinsky M, Pokrovsky A, Krugliak H (2000) Notes on the state-of-
the-art numerical modeling of cloud microphysics. Atmos Res 55(3):159–224. https://doi.org/
10.1016/S0169-8095(00)00064-8

29. Krämer B, Hübner O, Vortisch H, Wöste L, Leisner T, Schwell M, Rühl E, Baumgärtel H
(1999) Homogeneous nucleation rates of supercooledwatermeasured in single levitatedmicro-
droplets. J Chem Phys 111(14):6521–6527. https://doi.org/10.1063/1.479946

30. Lehning M, Völksch I, Gustafsson D, Nguyen TA, Stähli M, Zappa M (2006) ALPINE3D: a
detailed model of mountain surface processes and its application to snow hydrology. Hydrol
Process 20(10):2111–2128. https://doi.org/10.1002/hyp.6204

31. Lemmon EW, Bell I, Huber ML, McLinden MO (2018) NIST standard reference database
23: reference fluid thermodynamic and transport properties-REFPROP, version 10.0. National
Institute of Standards and Technology. https://doi.org/10.18434/T4/1502528

32. López J, Gómez P, Hernández J (2010) A volume of fluid approach for crystal growth simula-
tion. J Comput Phys 229(19):6663–6672. https://doi.org/10.1016/j.jcp.2010.05.026

33. Marschall H, Boden S, Lehrenfeld C, Hampel U, Reusken A, Wörner M, Bothe D (2014) Vali-
dation of interface capturing and tracking techniques with different surface tension treatments
against a Taylor bubble benchmark problem. Comput Fluids 102:336–352. https://doi.org/10.
1016/j.compfluid.2014.06.030

34. Mills AF (2001) Mass transfer. Prentice Hall
35. Nelson J (1998) Sublimation of ice crystals. J Atmos Sci 55(5):910–919
36. Oraltay RG, Hallett J (1989) Evaporation andmelting of ice crystals: a laboratory study. Atmos

Res 24(1):169–189
37. Pander TJ (2015) Laboratory ice multiplication experiments in levitated microdroplets. Ph.D.

thesis, Ruperto-Carola University of Heidelberg
38. Pflaum JC, Pruppacher HR (1979) A wind tunnel investigation of the growth of grau-

pel initiated from frozen drops. J Atmos Sci 36(4):680–689. https://doi.org/10.1175/1520-
0469(1979)036<0680:AWTIOT>2.0.CO;2

39. Pruppacher HR (1967) On the growth of ice crystals in supercooled water and aqueous solution
drops. Pure Appl Geophys 68:186–195. https://doi.org/10.1007/BF00874894

40. Pruppacher HR, Klett JD (1997) Microphysics of clouds and precipitation. Kluwer Academic
Publishers

41. Rauschenberger P, Schlottke J, Eisenschmidt K,WeigandB (2011) Direct numerical simulation
ofmultiphase flowwith rigid bodymotion in anEulerian framework. In: ILASS—Europe 2011,
24th European conference on liquid atomization and spray systems, Estoril, Portugal

42. Rauschenberger P,Weigand B (2015) A Volume-of-Fluid method with interface reconstruction
for ice growth in supercooled water. J Comput Phys 282:98–112. https://doi.org/10.1016/j.jcp.
2014.10.037

43. Reitzle M (2020) A framework for the direct numerical simulation of phase change processes
of water at low temperature and pressure. Dissertation, Universität Stuttgart

44. Reitzle M, Kieffer-Roth C, Garcke H, Weigand B (2017) A volume-of-fluid method for three-
dimensional hexagonal solidification processes. J Comput Phys 339:356–369. https://doi.org/
10.1016/j.jcp.2017.03.001

https://doi.org/10.1088/0034-4885/76/3/034601
https://doi.org/10.1088/0034-4885/76/3/034601
https://doi.org/10.1175/JAS3860.1
https://doi.org/10.1103/PhysRevE.79.031502
https://doi.org/10.1016/S0169-8095(00)00064-8
https://doi.org/10.1016/S0169-8095(00)00064-8
https://doi.org/10.1063/1.479946
https://doi.org/10.1002/hyp.6204
https://doi.org/10.18434/T4/1502528
https://doi.org/10.1016/j.jcp.2010.05.026
https://doi.org/10.1016/j.compfluid.2014.06.030
https://doi.org/10.1016/j.compfluid.2014.06.030
https://doi.org/10.1175/1520-0469(1979)036<0680:AWTIOT>2.0.CO;2
https://doi.org/10.1175/1520-0469(1979)036<0680:AWTIOT>2.0.CO;2
https://doi.org/10.1007/BF00874894
https://doi.org/10.1016/j.jcp.2014.10.037
https://doi.org/10.1016/j.jcp.2014.10.037
https://doi.org/10.1016/j.jcp.2017.03.001
https://doi.org/10.1016/j.jcp.2017.03.001


Investigation of the Behaviour of Supercooled Droplets … 167

45. Reitzle M, Ruberto S, Stierle R, Gross J, Janzen T, Weigand B (2019) Direct numerical sim-
ulation of sublimating ice particles. Int J Therm Sci 145:105953. https://doi.org/10.1016/j.
ijthermalsci.2019.05.009

46. Renksizbulut M, Bussmann M (1993) Multicomponent droplet evaporation at intermediate
Reynolds-numbers. Int J Heat Mass Transf 36(11):2827–2835

47. RenksizbulutM,YuenMC(1983)Numerical study of droplet evaporation in a high-temperature
stream. J Heat Transf-Trans Asme 105(2):389–397

48. Rensink D (2004) Verdunstung akustisch levitierter schwingender tropfen aus homogenen
und heterogenen medien. Doctoralthesis, Friedrich-Alexander-Universität Erlangen-Nürnberg
(FAU)

49. Reutzsch J, Kieffer-Roth C, Weigand B (2020) A consistent method for direct numerical simu-
lation of droplet evaporation. J Comput Phys 413:109455. https://doi.org/10.1016/j.jcp.2020.
109455

50. Rieber M (2004) Numerische Modellierung der Dynamik freier Grenzflächen in Zweiphasen-
strömungen. Dissertation, Universität Stuttgart

51. RothN,AndersK, FrohnA (1994)Determination of size, evaporation rate and freezing ofwater
droplets using light scattering and radiation pressure. Part Part Syst Charact 11(3):207–211.
https://doi.org/10.1002/ppsc.19940110307

52. Roth N, Frohn A (1998) Size and polarization behaviour of optically levitated frozen water
droplets. Atmos Environ 32(18):3139–3143. https://doi.org/10.1016/S1352-2310(98)00049-
1

53. Rowley RL, Wilding WV, Oscarson JL (2007) Database tools for evaluating thermophysical
property data. Int J Thermophys 28(3):805–823. https://doi.org/10.1007/s10765-007-0235-6

54. Ruberto S (2020) Experimental investigation of the phase change of freely suspended super-
cooled water droplets. Dissertation, Universität Stuttgart

55. Ruberto S, Reutzsch J, Roth N, Weigand B (2017) A systematic experimental study on the
evaporation rate of supercooled water droplets at subzero temperatures and varying relative
humidity. Exp Fluids 58(5):55. https://doi.org/10.1007/s00348-017-2339-5

56. Ruberto S, Reutzsch J, Weigand B (2016) Experimental investigation of the evaporation rate of
supercooled water droplets at constant temperature and varying relative humidity. Int Commun
Heat Mass Transfer 77:190–194. https://doi.org/10.1016/j.icheatmasstransfer.2016.08.005

57. Schlottke J, Rauschenberger P, Weigand B, Ma C, Bothe D (2011) Volume of fluid direct
numerical simulation of heat and mass transfer using sharp temperature and concentration
fields. In: ILASS—Europe 2011, 24th European conference on liquid atomization and spray
systems, Estoril, Portugal

58. Schlottke J, Weigand B (2008) Direct numerical simulation of evaporating droplets. J Comput
Phys 227(10):5215–5237. https://doi.org/10.1016/j.jcp.2008.01.042

59. Sethian JA, Strain J (1992) Crystal growth and dendritic solidification. J Comput Phys 98:231–
253. https://doi.org/10.1016/0021-9991(92)90140-T

60. Son G (2010) A level-set method for analysis of microdroplet evaporation on a heated surface.
J Mech Sci Technol 24(4):991–997. https://doi.org/10.1007/s12206-010-0206-x

61. Stöckel P,VortischH, Leisner T, BaumgärtelH (2002)Homogeneous nucleation of supercooled
liquid water in levitated microdroplets. J Mol Liq 96–97:153–175. https://doi.org/10.1016/
S0167-7322(01)00340-3 Physical Chemistry of Liquids

62. Straka JM (2009) Cloud and precipitation microphysics: principles and parameterizations.
Cambridge University Press, Cambridge. https://doi.org/10.1017/CBO9780511581168

63. Strang G (1968) On the construction and comparison of difference schemes. SIAM J Numer
Anal 5(3):506–517. https://doi.org/10.1137/0705041

64. StrasserU,BernhardtM,WeberM,ListonGE,MauserW (2008) Is snow sublimation important
in the alpine water balance? Cryosphere 2(1):53–66. https://doi.org/10.5194/tc-2-53-2008

65. Swanson BD, Bacon NJ, Davis EJ, Baker MB (1999) Electrodynamic trapping and manip-
ulation of ice crystals. Q J R Meteorol Soc 125(555):1039–1058. https://doi.org/10.1002/qj.
49712555514

https://doi.org/10.1016/j.ijthermalsci.2019.05.009
https://doi.org/10.1016/j.ijthermalsci.2019.05.009
https://doi.org/10.1016/j.jcp.2020.109455
https://doi.org/10.1016/j.jcp.2020.109455
https://doi.org/10.1002/ppsc.19940110307
https://doi.org/10.1016/S1352-2310(98)00049-1
https://doi.org/10.1016/S1352-2310(98)00049-1
https://doi.org/10.1007/s10765-007-0235-6
https://doi.org/10.1007/s00348-017-2339-5
https://doi.org/10.1016/j.icheatmasstransfer.2016.08.005
https://doi.org/10.1016/j.jcp.2008.01.042
https://doi.org/10.1016/0021-9991(92)90140-T
https://doi.org/10.1007/s12206-010-0206-x
https://doi.org/10.1016/S0167-7322(01)00340-3
https://doi.org/10.1016/S0167-7322(01)00340-3
https://doi.org/10.1017/CBO9780511581168
https://doi.org/10.1137/0705041
https://doi.org/10.5194/tc-2-53-2008
https://doi.org/10.1002/qj.49712555514
https://doi.org/10.1002/qj.49712555514


168 J. Reutzsch et al.

66. Takahashi C, Yamashita A (1970) Shattering of frozen water drops in a supercooled cloud. J
Meteorol Soc Jpn. Series II 48(4):373–376. https://doi.org/10.2151/jmsj1965.48.4_373

67. Tan L, Zabaras N (2006) A level set simulation of dendritic solidification with combined
features of front-tracking and fixed-domain methods. J Comput Phys 211(1):36–63. https://
doi.org/10.1016/j.jcp.2005.05.013

68. Tanguy S, Menard T, Berlemont A (2007) A level set method for vaporizing two-phase flows.
J Comput Phys 221(2):837–853

69. microdrop Technologies GmbH: Tycho-Brahe-Kehre 1, D-22844 Norderstedt
70. Thorpe AD, Mason B (1966) The evaporation of ice spheres and ice crystals. Br J Appl Phys

17(4):541–548. https://doi.org/10.1088/0508-3443/17/4/316
71. Tong HJ, Ouyang B, Nikolovski N, Lienhard DM, Pope FD, Kalberer M (2015) A new electro-

dynamic balance (EDB) design for low-temperature studies: application to immersion freezing
of pollen extract bioaerosols. AtmosMeas Tech 8(3):1183–1195. https://doi.org/10.5194/amt-
8-1183-2015

72. Tryggvason G, Bunner B, Esmaeeli A, Juric D, Al-Rawahi N, Tauber W, Han J, Nas S, Jan
YJ (2001) A front-tracking method for the computations of multiphase flow. J Comput Phys
169(2):708–759

73. Tryggvason G, Lu J (2015) Direct numerical simulations of flows with phase change. Pro-
cedia IUTAM 15:2–13. https://doi.org/10.1016/j.piutam.2015.04.002. IUTAM symposium on
multiphase flows with phase change: challenges and opportunities

74. Udaykumar H, Mittal R, Shyy W (1999) Computation of solid-liquid phase fronts in the sharp
interface limit on fixed grids. J Comput Phys 153:535–574. https://doi.org/10.1006/jcph.1999.
6294

75. Vali G (1996) Ice nucleation—a review. In: Nucleation and atmospheric aerosols 1996. Perg-
amon. https://doi.org/10.1016/B978-008042030-1/50066-4

76. van Leer B (1979) Towards the ultimate conservative difference scheme. V: a second-order
sequel to Godunov’s method. J Comput Phys 32(1):101–136. https://doi.org/10.1016/0021-
9991(79)90145-1

77. Walker J (1977) Evolution of the atmosphere. Macmillan
78. Welch SWJ,Wilson J (2000) A volume of fluid basedmethod for fluid flowswith phase change.

J Comput Phys 160(2):662–682
79. Zhang S, Davis E (1987) Mass transfer from a single micro-droplet to a gas flow-

ing at low Reynolds number. Chem Eng Commun 50(1–6):51–67. https://doi.org/10.1080/
00986448708911815

Open Access This chapter is licensed under the terms of the Creative Commons Attribution 4.0
International License (http://creativecommons.org/licenses/by/4.0/), which permits use, sharing,
adaptation, distribution and reproduction in any medium or format, as long as you give appropriate
credit to the original author(s) and the source, provide a link to the Creative Commons license and
indicate if changes were made.

The images or other third party material in this chapter are included in the chapter’s Creative
Commons license, unless indicated otherwise in a credit line to the material. If material is not
included in the chapter’s Creative Commons license and your intended use is not permitted by
statutory regulation or exceeds the permitted use, you will need to obtain permission directly from
the copyright holder.

https://doi.org/10.2151/jmsj1965.48.4_373
https://doi.org/10.1016/j.jcp.2005.05.013
https://doi.org/10.1016/j.jcp.2005.05.013
https://doi.org/10.1088/0508-3443/17/4/316
https://doi.org/10.5194/amt-8-1183-2015
https://doi.org/10.5194/amt-8-1183-2015
https://doi.org/10.1016/j.piutam.2015.04.002
https://doi.org/10.1006/jcph.1999.6294
https://doi.org/10.1006/jcph.1999.6294
https://doi.org/10.1016/B978-008042030-1/50066-4
https://doi.org/10.1016/0021-9991(79)90145-1
https://doi.org/10.1016/0021-9991(79)90145-1
https://doi.org/10.1080/00986448708911815
https://doi.org/10.1080/00986448708911815
http://creativecommons.org/licenses/by/4.0/


Experimental Investigations
of Near-critical Fluid Phenomena
by the Application of Laser Diagnostic
Methods

Grazia Lamanna, Christoph Steinhausen, Andreas Preusche,
and Andreas Dreizler

Abstract Physics of supercritical fluids is extremely complex and not yet fully
understood. The importance of the presented investigations into the physics of super-
critical fluids is twofold. First, the presented approach links the microscopic dynam-
ics and macroscopic thermodynamics of supercritical fluids. Second, free falling
droplets in a near to supercritical environment are investigated using spontaneous
Raman scattering and a laser induced fluorescence/phosphorescence thermometry
approach. The resulting spectroscopic data are employed to validate theoretical pre-
dictions of an improved evaporation model. Finally, laser induced thermal acoustics
is used to investigate acoustic damping rates in the supercritical region of pure fluids.

1 Introduction

The physics of supercritical fluids is extremely complex and till today not fully under-
stood. This is due to a number of concurrent factors, which are briefly discussed
hereafter. First of all, a new theoretical framework is currently under development
that links closely the dynamics and thermodynamics of supercritical fluids. This
approach dates back to the pioneering work of Gorelli et al. [6, 7], who investigated
the propagation of density fluctuations in supercritical fluids as a function of pres-
sure and temperature. The authors found a direct correlation between the damping of
acoustic waves and the occurrence of extrema in thermodynamic response functions
(e.g. specific heat capacity cp, thermal diffusivity DT and kinematic shear νs and
volume µb viscosities). It was found that the maxima of cp, defining the so called
Widom line, divide the supercritical region in a liquid-like and in a gas-like sub-
region. In the gas-like area, the adiabatic propagation of sound waves was observed.
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Instead, in the liquid-like region, positive sound dispersion was detected, as result of
a complex interplay of acoustic and thermal waves [6]. Macroscopically, this occurs
when the measured acoustic damping rate � deviates from the classical counter-
part �c due to non negligible volume viscosities, as typically found in liquids [17].
Second, reliable experimental data for the supercritical region are still missing, thus
significantly hampering the validation of theoretical and thermodynamic models.
This is particularly true with respect to the determination of fluid temperature and
composition in two-phase mixing regimes. Third, the physical mechanisms control-
ling the transition from two-phase to single-phase mixing are still not understood.
In our previous investigations [9, 10], we analysed different theoretical models and
assessed their capability to predict the onset of single-phase mixing. The analysis
clearly showed that, in presence of large temperature and/or concentration gradients,
the role of evaporation cannot be neglected.

These preliminary considerations lie out the research path of the present work,
which is summarised in the following sections. First, we have focused on the study
of a single droplet at near-critical conditions. Contrary to sprays, droplets provide a
simplified configuration, for which analytical solutions can be obtained to describe
the simultaneous exchange of mass and energy at high-pressure conditions. Sec-
ond, we have built a high-pressure, temperature-controlled test rig, equipped with
an electrical droplet generator, to perform droplet experiments under controlled con-
ditions. Third, several laser diagnostic methods have been developed and improved
to enable the measurement of mean droplet temperatures and composition in the
wake of an evaporating droplet. Moreover, laser induced thermal acoustics (LITA)
has been extended to enable the measurement of the acoustic damping rates in the
supercritical region of pure fluids. Following the approach proposed by Mysik [17],
these measurements enable us, for the first time, to assess the importance of volume
viscosity in the liquid-like supercritical region and may lead to improved closure
models for modelling momentum transport and dissipation effects in supercritical
fluids. Finally, the temperatures derived from non-resonant, spontaneous Raman
scattering data and laser induced fluorescence and phosphorescence thermometry
(LIFP) data provided by Preusche et al. [23] are employed to validate the theoreti-
cal prediction of an improved evaporation model. It is important to emphasise, that
only the temporal evolution of the droplet temperature can be validated, since the
presented measurements do not allow droplet size investigations. Additionally, the
concentration field measured using non-resonant Raman scattering is compared to
direct numerical simulation of a free falling evaporating droplet at high pressure and
temperature conditions.
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2 Experimental Setup

Experimental investigations are performed using two heatable high pressure, high
temperature chambers. Two chambers are used since the investigations are performed
at two different laboratories. One chamber is optimized for spectroscopic inves-
tigations, while the other is used for phenomenological investigations as well as
measurements, using laser induced thermal acoustics. To distinguish between both
chambers the first chamber located at the Technical University of Darmstadt (TUDA)
is referred to as TUDA-chamber, whilst the second one located at the University of
Stuttgart (US) is named US-chamber. Both chambers are designed for investigations
of free-falling droplets in a near–critical environment. The droplet generator on top
of the high pressure, high temperature chamber can be replaced with a closed lid for
operation as homogeneous flow reactor for calibration purposes. The experimental
setups are operated as continuous–flow reactors. The inlet mass flow is controlled
using a Coriolis–based mass flow controller for carbon dioxide and carbon dioxide
mixtures or a heat–capacity based mass flow controller for other fluids. Pressurized
fluids are supplied through an annular orifice on top of the chambers. The pressure
is controlled using a pneumatic valve at the system exhaust. The pressure inside the
chamber is measured at the chamber exhaust by a temperature–compensated pres-
sure transducer with an uncertainty rated at±0.05MPa (US-chamber) or±0.03MPa
(TUDA-chamber). Temperature measurements inside the chamber are located at
three different heights using resistance thermometers (US-chamber) or type–K ther-
mocouples (TUDA-chamber) penetrating the metal core. Due to the temperature
dependent uncertainty of the resistance thermometers the measurement uncertainties
are calculated for each condition separately. The uncertainty of the type–K thermo-
couples is rated at ±1K. Both temperature and pressure are logged continuously.
To ensure no contamination from previous investigations, the chamber is carefully
evacuated before each set of experiments.

The US-chamber depicted in the upper part of Fig. 1 is built with heat–resistant
stainless steel (EN-1.4913). It is designed for pressures up to 8MPa and temperatures
up to 773K. For optical accessibility eight ultra-violett (UV)–transparent quartz
windows are placed at two different heights with an angle of 90◦ to each other.
The temperature is controlled using eight heating cartridges in the chamber body
and a heating plate with four cartridges below the chamber. The temperature in the
cartridges and the chamber body is hereby measured using type–K thermocouples.
The chamber encloses a cylindrical core with a height of 240mm and a diameter
of 40mm. A mineral–based silicate is used for thermal insulation. Additionally,
the bottom of the heating plate is insulated using a vermiculite plate. The TUDA-
chamber depicted in the lower part of Fig. 1 is designed for pressures up to 6MPa and
temperatures up to 553K. The chamber is built with temperature–resistant stainless
steel (EN-1.4571) and is optically accessible through four UV–transparent quartz
windows placed at an angle of 90◦ to each other. The temperature is controlled
using six heating cartridges in the chamber body. The temperature in the cartridges
is hereby measured using type–J thermocouples. The elevated pressure chamber
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Fig. 1 Horizontal and vertical sections of both chambers.Upper left:Vertical section through US-
chamber. Upper centre (section B—B): Horizontal section through US-chamber at centre of first
window. Upper right (section C—C): Horizontal section through US-chamber at fluid inlet and
annular orifice. Lower left: Vertical section through TUDA-chamber. Lower right (section D—
D): Horizontal section through TUDA-chamber at point of temperature measurement. A: annular
orifice; EI: electrical insulation; F: fluid inlet; G: graphite gaskets; H: heating cartridges; I: thermal
insulation; O: FFKM O–rings; S: spark plug; T: resistance thermometer; V: vermiculite plate; W:
quartz windows; WR: Willis O–rings

encloses a cylindrical corewith a height of 85mmand adiameter of 48mm.Adetailed
description of the droplet generator and its periphery aswell as an investigation on the
reproducibility of the droplet detachment, can be found in the works ofWeckenmann
et al. [32], Oldenhof et al. [18] and Lamanna et al. [9]. Ouedraogo et al. [20] presented
a numerical study of the detachment principle as well as the underlying physics.
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3 Experimental Methods

3.1 2D Raman Spectroscopy for Mixture Fraction
Determination

Spontaneous Raman scattering can be used to identify different substance molecules
due to their spectral response to common incident light [5]. In order to measure
the binary mixture fractions in the wake of the evaporating droplets, the Raman
Stokes shift response of the involved substances is used. The liquid injected sub-
stances feature more complex Raman scattering responses compared to the ambient
gas phase nitrogen (N2), which exhibits one vibrational stretching response at a
wavenumber shift of around 2330cm−1. However, only the carbon hydrogen (C-H)
stretching region of their response is evaluated at a wavenumber shift in the region of
around 2700–3000cm−1 for acetone, n-heptane, n-hexane and di-ethyl-ether. For the
fluoroketone FK-5-1-12, the filters are changed to include the wavenumbers of 400–
1400cm−1, which includes the C-H2 bending response. Generally, the spectral peaks
are not temperature or pressure invariant and shift in their wavelength slightly with
changes in those conditions (single digit wavenumbers) [30], but selecting broader
filter and integration bands can mitigate this.

The detection system, starting from the pressure vessel, uses an achromatic lens,
followed by a optic relay with two objective lenses. The relay is used to focus to
infinity and parallelize the incoming light as much as possible to minimize angle
dependent filtering. This leads into the filter section. First, the Rayleigh scattering at
532nm is blocked, subsequently the image is split spectrally by the image splitter.
Two additional filters on the two camera paths each then restrict the remaining signals
further spectrally, before they are imaged through objective lenses by two charge
coupled devices (CCD) cameras. Due to the used binning, best possible resolution is
approximately 33µm × 130µm (vertical×horizontal).Amore detailed description
of the optical setup is presented in [1]. TheN2 andC-Hfilter regions are the integrated
signals for two recording channels, Ssp and Samb, that are used to measure the mixture
fraction.

A pulsed neodymium-doped yttrium aluminium garnet (Nd:YAG) laser is used as
illumination source. Two 1µs apart, 7.5ns long laser pulses are shaped into a 130µm
thick (e−2), 12mm high vertical laser sheet. This sheet is subsequently trimmed by
an aperture edge to a height of approximately 7mm and forms the image plane above
the falling droplets as shown in Fig. 2. The intensity profile of the laser is changed
to approximately

(
M2

)
of 6–7, which produces a larger diffraction limited focus and

prevents laser breakthroughs in the dense gas while simultaneously allowing a wider
beam at the pressure vessel windows. The pulse energy is around 300mJ each.

The Raman cross-section of the substances represents an interaction probability
of the photons scattering off the substance molecules. They vary between substances
and their individual Raman response bands, as well as with changing temperature
[14]. This necessitates calibration of the relevant mixture fractions at variable condi-
tions, as the scattering intensities are proportional to the cross-sections. However, the
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temperature range in the experiments is relatively low (393–553K), and calibration
results showed no discernible temperature and pressure dependence for mixing with
nitrogen. The method is only shortly introduced. A more in depth explanation can
be read in Bork et al. [1].

3.1.1 Evaluation

For calibration, the mixture fractions are set with mass flows and evaporated into the
pressure vessel via an evaporator and temperature controlled tubing to prevent con-
densation. The target vapor mixture fraction inside the vessel can then be determined
with [1, 2]

xsp,set = Nsp

Nsp + Namb
= Ssp

Ssp(1 − k2) + k1Samb
, (1)

where xsp,set is the mass flow determined molar mixture fraction of the injected fluid
substance, Nsp is themolecule number density of the injectedfluid substance and Namb

is the molecule number density of the ambient gas phase substance. The scattering
intensity of nitrogen is proportional to its Raman cross-section,which differs from the
other substances. In order to correlate the measured signals (Ssp, Samb) to the number
ofmolecules, a scaling factor is introduced between themeasured injected substances
and nitrogen, k1. An additional factor, k2, deals with the cross-talk between the two
channels and is therefore subtracted proportionally with Ssp from the ambient signal.
This is evaluated per image pixel to account for local deviations of the imaging
system.

The two parameters k1 and k2 are fit to minimize deviations against xset using
non-linear least squares regression. The pressures 2, 4 and 6MPa and variable tem-
peratures ranging from 393 to 513K (depending on substance) are calibrated, with
mixture fractions increased until set point stability cannot be maintained or onset of
condensation. Comparing the factors k1 between the substances with C-H stretching
response shows that the scattering intensities are approximately proportional to the
number of C-H bonds using this detection method [2].

Finally, during the measurement of evaporating droplets, the wakes are imaged
identically to the calibration. The results are evaluated for xsp and a modified mixture
fraction result that is described in the following.

3.1.2 Relative Density and Adiabatic Mixing Temperature Estimation

The other way to interpret the wake behind the falling droplet involves the gas phase
further away from the droplet wake, but still inside the imageable field of view.
There, the mixture fraction of the injected liquid is very low or below the detection
threshold. Due to the calibration of the parameter k1, there is a correlation between
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the signal strength of nitrogen and the injected fluid. Additionally, since the injected
fluid presence is low, the cross-talk influence is low as well. These specific conditions
are used to create an approximate maximum signal value of this fluid in the following
way

Ssp,max = k1Samb,xsp=0. (2)

Ssp,max is the approximate maximum count value in the image of the injected
fluid, if it had the number density of the pure nitrogen that is actually imaged at that
position. In other words, the pure nitrogen signal Samb,xsp=0 at the edges of the camera
field of view is used to derive a pure injected fluid signal at this reference number
density. Referring to Fig. 2, this information would be derived from beyond the left
image border (from where the laser sheet enters), as the wake results are cropped to
the droplet wake. With this information, the alternative mixture fraction value xsp,l
is derived

xsp,l = Ssp
Ssp,max

, (3)

where the mixture fraction is calculated as the fraction of the injected fluid species
signal Ssp and its’ approximated maximum Ssp,max. This concentration result is erro-
neous, because the number density reference is that of pure nitrogen at the pressure
vessel conditions. The fraction of the locally correct concentration and this result is
used as a measure of number density increase due to mixing and temperature change

xsp
xsp,l

= N

N∞
. (4)

Using the Virial equation of state (EOS) together with Tsonopoulos’ model for
mixing and the second coefficient, as well as Orbey and Vera’s model for the third
coefficient [16, 19, 22, 31], the nitrogen and injected fluid mixture properties are
derived using an adiabatic mixing approach from the respective pure substance data
sourced from Refprop [12]. As reference points, the to be mixed pure nitrogen is
always at the relevant conditions of the pressure vessel. The pressure of the injected
substance is known, but not its temperature, since the injector temperature does not
represent the true fluid temperature at the time of the wake recording.

Using non-linear least squares regression, the mixed fluid’s relative number den-
sity is repeatedly re-evaluated as a function ofmixture fraction using different starting
enthalpies for the injected substance. This process finds a theoretical, pure liquid start-
ing enthalpy, that minimizes the difference between modeled and the experimentally
derived relative number density. The mixture is then adiabatically mixed using this
pure liquid enthalpy and the enthalpy from the ambient gas at pressure vessel con-
ditions. Finally, temperatures for each given mixture fraction can be approximated
using the EOS. So there is a correlation between the mixture fraction xSP and the
temperature of the vapour in the droplet wake. This can be seen in Fig. 2 in Section
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4.1. The actually measured vapour concentration never reaches the saturation condi-
tion, so temperatures for mole fractions past the measurement derived densities are
extrapolated using these EOS results. An example can be seen in Fig. 5 in Section 5.

However, the found injected substance temperature is not physical with respect to
the experiment, as the injection into the vessel is not an adiabatic process, furthermore
this consideration neglects all dynamic processes [1, 10]. Rather, the intersection of
the vapour-liquid equilibrium (VLE) of the mixtures and the adiabatic mixing line
is used to estimate the liquid phase temperature. Since the third Virial coefficient
derivation of Orbey and Vera [19] isn’t valid for polar fluids, this method wasn’t
strictly suited for acetone mixing. Furthermore, the employed enthalpy mixing rule
neglected excess enthalpy. To measure the liquid phase of the droplet independently
from this extrapolation, laser-induced fluorescence and phosphorescence thermome-
try was attempted with acetone. Additionally, a different EOS is then used to account
for polarity and excess mixing enthalpy.

3.2 Laser Induced Fluorescence and Phosphorescence
Thermometry

The fluorescence of a substance is the emission of a photon after the absorption of
another photon by the involved molecule. In contrast to scattering processes, the
molecule is now resonant to the incoming photon and enters a higher energy state.
In order to return to the ground state, the molecule may emit the photon from this
higher state. The two radiative processes that can happen are the fluorescence and the
phosphorescence. The fluorescence is a fast process, where the radiation is given off
in the order of nanoseconds. The phosphorescence emits from an intermediate lower
energy state. Time is needed to transition to this intermediate state and to emit the
photon, which now has less energy and is therefore, in general, red-shifted compared
to the fluorescence emission. The phosphorescence generally transpires in the range
of 10−6–100 seconds. Acetone can be excited with UV light and then emits both
fluorescence and phosphorescence as described. The spectral overlap between the
two radiations is significant. The temporal overlap is small, and through time gating
these two emissions can be separated sufficiently [2, 3, 24, 25].

In order to estimate the droplet temperature of acetone, the temperature dependent
quenching of the phosphorescence is exploited. This is normalizedwith the combined
fluorescence and phosphorescence response to reference the local UV energy area
density inside the droplet. However, the phosphorescence signal is relatively weak,
so the fluorescence signal is dominant in this normalization. The energy area density
dependent emission of the fluorescence is linear with respect to the employed mea-
surement energy (≥ 1.5mJcm−2). The phosphorescence response, however, exhibits
saturation effects starting below 1mJcm−2 [2, 3]. This necessitates an energy depen-
dent calibration.
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3.2.1 Evaluation

For calibration, the pressure vessel is filled with acetone and a vertical rectangular
UVprofile of approximately 8mm×2mm is imaged into the acetone using an optic 4f
relay and 320nm dye laser emission source. The absoprtion cross-section of acetone
is relatively low at this wavelength [34], which is advantageous due to the very low
absorption in the vapour phase. The UV light is therefore negligibly absorbed in the
nitrogen acetone vapour mixture towards the liquid droplet.

Similar to theRaman detection setup, a twoCCDcamera system is used.One cam-
era records the combined non-intensifiedfluorescence andphosphorescence response
and the other camera the intensified phosphorescence response, which is gated tem-
porally from the fluorescence using the intensifier gate. A 650nm short pass spectral
filter is responsible for blocking the trigger laser (emitting at 675nm), which is used
to start the recording chain on droplet crossing. The image splitter is now a 30% trans-
mission 70% reflection mirror. The stronger reflection signal is guided towards an
objective lens with image intensifier for the phosphorescence signal. This reduces the
necessary amplification. The fluorescence phosphorescence combination is imaged
using the 30% transmission signal, now imaged by an identical objective lens and
camera, but without image intensification. The time gate delay for the phosphores-
cence separation is set using the steep edge fall-off of the initial fluorescence signal.
It is set to 20ns after the 50% count level compared on the camera, compared to the
maximum. This maximum is reached when the entire fluorescence peak is imaged
from it’s beginning. A more detailed description of the setup is available in [23].

The acetone is now imaged in two different ways at variable temperatures and
pressures. The temperature is limited by either evaporation, both in the calibration
setup and when failing to generate droplets in the experiment, or the critical point
around 508K at 6MPa. The acetone then becomes supercritical during calibration,
which can not be achieved during droplet injection. Additionally, beyond 500K the
phosphorescence signal becomes very weak and imaging it becomes difficult even
with an image intensifier. The measured pressures are chosen to reproduce those of
the acetone and nitrogen droplet wake mixture fraction Raman experiment at 2, 4
and 6MPa. First, the timing is set so that the phosphorescence is recorded separately,
gated by the intensifier. This yields

V =
∑

SLIP,I,ROI∑
SLIP+LIF,ROI

. (5)

Here, the images are summedacross the pixels of the regionof interest (ROI)which
have count values above the background offset plus detection noise. The signal with
the subscript LIP,I is the laser induced phosphorescence response alone imaged by
the intensified camera, while LIP+LIF is both fluorescence and phosphorescence as
recorded by the non-intensified camera. In order to mitigate intensifier amplification
and liquid density based changes to the emission intensity, an amplification ratio
between the two cameras is recorded with the time gating on the intensifier changed
to include the entire fluorescence emission as well
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Vamp =
∑

SLIP+LIF,I,ROI,i∑
SLIP+LIF,ROI,i

VLIFP,i = Vi

V amp
. (6)

The amplification measurement is averaged over all frames i to generate the set-
point amplification factor V amp. The calibration measurement value is VLIFP,i and
the UV energy area density EUV. VLIFP,i is fit with a first order polynomial against
the energy area density for every pressure-temperature combination

VLIFP,E = AEUV + B TLIFP = CVLIFP,E(EUV) + D

GVLIFP,E(EUV)2 + HVLIFP,E(EUV) + I
. (7)

The fit parameters A and B are determined for every calibration set point. The
non-linear fit parameters C, D,G, H, I are fit for each queried EUV. The droplet
measurement value of V LIFP,i is then put into the equation for the estimated tem-
perature using LIFP TLIFP, with the fit parameters for an equivalent energy density
EUV to determine the temperature. This calibration method was found to be pressure
independent within discernible precision and accuracy [23].

Note that the temperature is only evaluated for the average of 500 droplets. This is
done to mitigate the influence of changing droplet topology and signal lensing of the
liquid phase. Additionally, signals that cross certain count thresholds are discarded or
lead to the entire image pair of the channels to be discarded. Otherwise, the lensing,
leading to higher local excitation energydensities, introduces strong systematic errors
into the temperature evaluation. The uncertainty was determined to be of the order
of ±3K [23].

3.3 Laser Induced Thermal Acoustics

Laser induced thermal acoustics (LITA) also more generally known as laser induced
(transient) grating spectroscopy (LIGS) utilizes the non-linear interaction of matter
with an optical interference pattern to measure independently and simultaneously
speed of sound, acoustic damping rates as well as thermal diffusivities. The optical
interference pattern is generated by two short pulsed excitation laser beams from a
pulsed Nd:YAG laser with an excitation wavelength λexc = 1064nm, a laser pulse
length of τpulse = 10ns and a 30GHz line–width. The excitation beams are crossed
with the same direction of linear polarization to produce a spatially periodic modu-
lated polarization/light intensity distribution. A third input wave is provided using a
continuous wave DPSS laser with a wavelength of λint = 532nm and a 5MHz line–
width to interrogate the resulting changes in the optical properties of the investigated
fluids and is scattered by the spatially periodic perturbations within the measurement
volume. All beams are focused into the probe volume using an AR–coated lens with
a focal length of f = 1000mm at 532nm. The scattered signal beam is spatially and
spectrally filtered using a coupler and single–mode/multi-mode fibres and detected
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by an avalanche detector. The voltage signal is logged with 20GS/s by a 1GHz
bandwidth digital oscilloscope.

A detailed description of the optical arrangement used for the presented investi-
gations as well as the spatial resolution of approximately 312mm in diameter and
less than 2mm in length in the x-direction can be found in the work of Steinhausen et
al. [28]. For a theoretical description of the generation of laser induced gratings the
reader is referred to Cummings et al. [4], Schlamp et al. [26] as well as Stampanoni-
Panariello et al. [27].

3.3.1 LITA Post-rocessing

The speed of sound can be extracted from a LITA signal using direct Fourier trans-
formation (DFT). Note that the speed of sound data is hereby obtained from the
frequency domain of the LITA signal using only geometrical parameters of the opti-
cal setup. Hence, no modelling assumptions or equations of states are necessary. As
described by Hemmerling et al. [8] the speed of sound cs can be estimated as follows

cs = ν�

n
. (8)

The dominating frequency of the LITA signal is ν and the constant n indicates the
resonant behaviour of the fluid. For resonant fluid behaviour n = 1, whereas in case
of non-resonant fluid behaviour n = 2. The grid spacing of the optical interference
pattern is denoted by � and is a calibration parameter for the optical setup. � can
be expressed as referred in Stampanoni-Panariello et al. [27] as

� = λexc

2 sin (�/2)
, (9)

where λexc denotes the wavelength of the excitation beams and � is the crossing
angle of the excitation beams.

As descripted in our previous work [28] the evaluation of LITA signals proposed
by Schlamp et al. [26] enables us after careful calibration to extract the speed of
sound cs , the acoustic damping rate � as well as the thermal diffusivity DT from the
shape of the LITA signal. Using the assumptions presented by Steinhausen et al. [28]
the time-dependent diffraction efficiency �(t) of a detected LITA signal shows the
following dependencies

�(t) = f (cs, t, t0, DT ,UeP ,U�, η̄,�, �, σ, ω) , (10)

where t0 indicates the time of the laser pulse, t the time, η̄ the beam misalignment
in horizontal y-direction. U� and UeP denote the approximate modulation depth
of thermalisation and electrostriction gratings, respectively, and the Gaussian half–
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width of the excitation and interrogation beam in the focal point is expressed as ω

and σ , respectively.
The calibration of the geometrical parameters of the optical arrangement, namely

the grid spacing of the optical interference pattern � and the Gaussian half–width
of the excitation beam ω, is done in well-known quiescent conditions. � is hereby
calculated using measurements in a pure nitrogen and pure argon atmosphere. A
DFT together with a von Hann window and a bandpass filter is used together with
Eq. (8). For the calibration of the Gaussian half–width of the excitation beam ω only
investigations in a pure argon atmosphere with pressures up to 4MPa are utilised.
Argon is chosen as the fluid for calibration because of two reasons. First, argon
shows non-resonant fluid behaviour leading to a simplified model of the LITA signal
independent from the thermal diffusivity (see [26, 28]). Second, for gaseous argon
the volume viscosity is negligible compared to the shear viscosity (see [13, 15]).
Therefore, the acoustic damping rate can be estimated using the expression for the
classic acoustic damping rate shown in Li et al. [13]

�c = 1

2�

[
4

3
µs + (γ − 1)

κ

cp

]
. (11)

The fluid density is indicated by �, γ is the specific heat ratio,µs the shear viscos-
ity, κ the thermal conductivity and cp the specific isobaric heat capacity. Curve fitting
of the LITA signal to the theoretical expression presented by Steinhausen et al. [28] is
achieved using a robust non-linear least–absolutes fit with the Levenberg–Marquardt
algorithm. For this purpose, the non-linear fit in Matlab R2018a (MathWorks) with
the robust option Least Absolute Residuals (LAR) is utilised.

4 Results

4.1 Raman Mixture Fractions

The results of the Raman campaign are quantitative mixture fractions in droplet
wakes of the measured substances, as well as the temperature estimations derived
from measurement number density considerations. Figure 2 shows examples for
n-hexane droplets in nitrogen atmosphere.

The adiabatic mixing temperature Tad.mix estimated from the experiment num-
ber density is put into context with the mixture VLE. The VLE is interpolated
from isotherms calculated with the Peng-Robinson EOS, Huron-Vidal mixing rule,
Mathias-Copeman alpha function and the non-random two liquid Gibbs free excess
model (personal communication J. Vrabec, Thermodynamics and Thermal Sepa-
ration Processes, University Berlin). The actual measured mixture fractions are
always far below saturation in all conditions. In order to have temperature infor-
mation beyond the actually measured mixture fractions, the EOS states are fitted to
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Fig. 2 n-hexane droplets in nitrogen atmosphere. Left: single droplet mixture fraction result for
nitrogen atmosphere temperature of Tch = 533K, injector temperature of Tinj = 473K and pressure
of pch = 6MPa. Horizontal x and vertical z distances are normalized to approximated droplet
diameter d. Right: number density data estimated adiabatic mixing temperature curves dependent
on mixture fraction. Varying ambient nitrogen temperature as shown, injector temperature fixed at
473K and a pressure of 6MPa

the experimental data and can be used as an extrapolation towards the dew line [1,
10]. Due to the involved assumptions and approximations, this temperature function
becomes more erroneous with rising mixture fraction.

4.2 Laser Induced Fluorescence and Phosphorescence
Thermometry

The number density data from the Raman experiments was fitted to an adiabatic
mixing model using the PC-SAFT EOS. This differs from the approach for other
fluids than nitrogen and acetone, where the previously described Virial EOS is used
for mixing. However, the potential is there to improve the other temperature approx-
imations as well using more advanced EOS. The advantages for using this EOS were
the inclusion of excess properties for the adiabatic mixing, in addition to the EOS
being fitted to experimental and molecular simulation data for the polar acetone and
nitrogen mixture. The results show agreement within 9K an can be read in Preusche
et al. [23].
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4.3 Laser Induced Thermal Acoustics

The validation of the calibration process of the grid spacing is depicted in Fig. 3. The
relative distribution of the ratio between the speed of sound data extracted from the
LITA signal using Eq. (8) and theoretical values taken from the National Institute
of Standards and Technology (NIST) database by Lemmon et al. [11] is shown.
Since the ratio between the measured and the theoretical value is chosen, a ratio of 1
indicates a perfect validation. Note that we omitted the distinction between the fluids
argon, nitrogen as well as the fluid mixtures for clarity.

Fig. 3 Relative distribution of the ratio between the measured speed of sound data and theoretical
values for pch = 2 to 8MPa and temperatures up to Tch = 700K (nitrogen −99.999% purity) and
pch = 0.5 to 8MPa and temperatures up to Tch = 600K (argon−99.998%purity and carbondioxide
−99.995%purity) as well as the investigated fluidmixtures argon-heliumwithmole fractions xAr =
0.9000 and xAr = 0.2000, argon-nitrogen (xAr = 0.8000), argon-carbon dioxide (xAr = 0.8000)
and nitrogen-carbon dioxide (xN2 = 0.7999) for ch = 0.5 to 8MPa and Tch = 301K.The calibration
resulted in a grid spacing of � = �cal = 29.47 ± 0.05mm. The speed of sound is calculated using
a DFT with Eq. (8). Thermodynamic data for validation are taken from Lemmon et al. [11]

The observed offset in the distribution for carbon dioxide is a result of residual
moisture in the experimental rig as discussed in Steinhausen et al. [28]. For all
other fluids and fluid mixtures the distribution in Fig. 3 shows a good agreement
between the measured speed of sound data and the theoretical values. Note that the
measurement uncertainty using a confidence interval of 95% of the acquired speed
of sound for all investigated fluids is below 2% while the width of the distribution is
approximately 3%. Therefore we estimate that the speed of sound can be extracted
with a relative uncertainty rated at 3% (95% confidence interval).

Figure 4 depicts acoustic damping rate ratios �LITA/�c,NIST for pure carbon diox-
ide (99.995% purity) at various temperatures for pressures between 0.5 and 8MPa.
For curve fitting the calibrated value for the grid spacing � = �cal = 29.47mm as
well as the calibrated values for the Gaussian beam width of the excitation beam
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Fig. 4 Acoustic damping rate ratio �LITA/�c,NIST over chamber pressure pch for pure carbon
dioxide (99.995% purity) at temperatures up to 600K temperature. Classical acoustic damping
rates are estimated using NIST database by Lemmon et al. [11]. Experimental and theoretical data
are taken from Li et al. [13]. Curve fitting input parameters: � = �cal = 29.47mm; σ = σth =
177mm; ωSM = ωSM,cal = 254mm; ωMM = ωMM,cal = 225mm

ωSM = ωSM,cal = 254mm; ωMM = ωMM,cal = 225mm are used. For the latter a dis-
tinction between a single-mode fibre with diameter of 4 mm (SM) and a multi-mode
fibre with diameter of 25 mm (MM) is implemented. The Gaussian beam width of
the interrogation beam is set to the theoretical value based on the specification of the
used laser source σ = σth = 177mm. Values are compared to the experimental and
theoretical investigations by Li et al. [13]. For pressures up to 1MPa our experimen-
tal investigation shows good consensus with data by Li et al. [13]. At higher pressure
the assumption of a linear pressure dependence seems to be not applicable and a
monotonic increase in the acoustic damping rate ratios �LITA/�c,NIST is observed.

5 Discussion

The importance of volume viscosities for complex fluids, such as carbon dioxide,
from sub- to supercritical fluid states is shown by the comparison of the measured
acoustic damping rate �LITA and the classic acoustic damping rate �c,NIST, which
neglects the contribution of the volume viscosity, shown in Fig. 4. For carbon dioxide
this is also true at low pressure conditions. As depicted, the acoustic damping rate
ratio shows an non-linear, monotonic increase. At near to supercritical pressures (6
to 8MPa) the measured acoustic damping rate �LITA exceeds the classic acoustic
damping rate �c,NIST by two orders of magnitude, which highlights the importance
of the consideration of the volume viscosity in supercritical fluid physics.
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Fig. 5 Comparison of Raman scattering, direct numerical simulation and theoretical concentration-
temperature profiles; Black line: extrapolated curve fit of the experimental concentration-
temperature data using an adiabatic mixing assumption together with the PC-SAFT EOS; Blue
line: VLE; Ambient nitrogen temperature 473K, injector temperature 473K and pressure of 6MPa.
Droplet diameter at t = 0.5s is 1.25mm. Image is taken from Steinhausen et al. [29]

The employed laser diagnostics methods, namely spontaneous Raman scattering
and laser induced fluorescence and phosphorescence thermometry enable a quan-
titative comparison of droplet evaporation processes with theoretical evaporation
models and direct numerical simulations. The Raman scattering investigations lead
to a concentration-density field in the droplet wake. By applying the PC-SAFT EOS
together with an adiabatic mixing assumption this concentration-density field can be
used to estimate a concentration-temperature profile in the wake of the droplet. To
compare the experimentally gained concentration-temperature profile of a n-hexane
droplet in a nitrogen atmosphere with direct numerical simulations, we extracted the
temperature and concentration of each numerical cell inside the region of interest
from the numerical data; for more detail the reader is referred to Steinhausen et al.
[29]. Figure 5 depicts the numerical data in red in a T ,x-diagram. The concentration-
temperature field estimated from the Raman scattering results are displayed in black.
Furthermore, an extrapolated curve fit of the experimental concentration-temperature
data is shown as a black line and the VLE is presented as a blue line. The latter is
computed using the PC-SAFT EOS.

The presented comparison shows reasonably good agreement. Hence, our pro-
posed method to extract temperature data from the Raman scattering results is sup-
ported by the direct numerical simulation. The extrapolated Raman temperature,
proposed by Lamanna et al. [10], is the intersection of the PC-SAFT based fit of the
experimental data with the VLE.



Experimental Investigations of Near-critical Fluid Phenomena … 185

Fig. 6 Comparison of the analytical model by Young [33] and modified Pinheiro et al. [21] with
LIFP measurement, Raman extrapolated temperature and the theoretical global thermodynamic
equilibrium. Ambient nitrogen temperature 513K, injector temperature 473K and pressure of
6MPa. Droplet diameter at t = 1s is 1.35mm

The performed spectroscopic investigations of free falling droplets are compared
with the temperature evolution predicted by the evaporation model from Young [33].
In Fig. 6, the evolution of the droplet temperature of a preheated, free falling acetone
droplet with an initial fluid temperature of 473K in a nitrogen atmosphere with an
temperature of 513K at 6MPa is depicted together with the estimated temperatures
using LIFP and spontaneous Raman scattering. The temporal evolution is hereby
estimated using an improved version of the evaporation model by Young [33]. To
account for convective effects a convection correction from Pinheiro and Vedovoto
[21] is applied. Additionally real gas effects are considered by taking the fugac-
ity as well as solubility effects into account. Note that the evaporation model by
Young [33] is a Langmuir type model following Onsager’s theory and heat con-
duction within the liquid phase is not considered. Hence, the surface temperature
of the droplet equals the liquid phase temperature. For a detailed description and
discussion regarding the selection criteria of evaporation model as well as the impor-
tance of non-equilibrium models the reader is referred to Lamanna et al. [10]. The
results show a good agreement between the Raman derived temperature estimation
(extrapolated Raman temperature) and the LIFP temperature results measured with a
droplet detachment frequency of 1Hz and the analytical investigations. Note, that the
evolution of the droplet temperatures, measured (circle and cross) or analytical (dash-
dotted), are significantly above the global equilibrium temperature (dashed line) for
the given conditions [23]. In case of an acetone droplet in nitrogen atmosphere, the
droplets would reach a wet bulb temperatures above the global equilibrium tempera-
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ture. The difference to the equilibrium is explained by the strong interdependencies
of energy and mass fluxes at high pressures droplet evaporation as has been shown
by Lamanna et al. [10]. Therefore, the evolution over time is strongly dependent on
substance parameters and dynamic conditions such as the forced advection due to
the fall velocity.

6 Conclusions

In the presented work, an experimental setup as well as three laser diagnostic tech-
niques for the investigation of relaxation phenomena in supercritical fluids and
near-critical droplet evaporation was introduced. By applying laser-induced ther-
mal acoustics in pure fluids from sub- to supercritical fluid condition the impor-
tance of volume viscosities was assessed. The experimental results clearly indi-
cate that volume viscosities should be considered when studying supercritical fluid
phenomena. Using spontaneous Raman scattering the concentration-density field of
a free falling evaporating droplet was measured and converted in a temperature-
concentration field and an estimated droplet temperature. Comparisons between the
extracted temperature-concentration field and a direct numerical simulation yields
reasonably good agreement. The estimated Raman temperature was validated using
direct LIFP thermography. Finally, both droplet temperatures measurements were
utilised to validate the theoretical prediction of an improved evaporation model
regarding the temporal evolution of the droplet temperature. The validation shows an
excellent agreement between the direct droplet temperaturemeasurement (LIFP), the
estimated Raman temperature as well as the theoretical predictions by the improved
evaporation model.
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Modeling and Simulation of a Turbulent
Multi-component Two-phase Flow
Involving Phase Change Processes Under
Supercritical Conditions

Dennis Kuetemeier and Amsini Sadiki

Abstract The present paper aims at developing a generally valid, consistent numer-
ical description of a turbulent multi-component two-phase flow that experiences
processes that may occur under both subcritical and trans-critical or supercritical
operating conditions. Within an appropriate LES methodology, focus is put on an
Euler-Eulerian method that includes multi-component mixture properties along with
phase change process. Thereby, the two-phase flow fluid is considered as multi-
component mixtures in which the real fluid properties are accounted for by a com-
posite Peng-Robinson (PR) equation of state (EoS), so that each phase is governed by
its own PREoS. The suggested numericalmodelling approach is validatedwhile sim-
ulating the disintegration of an elliptic jet of supercritical fluoroketone injected into a
helium environment. Qualitative and quantitative analyses are carried out. The results
show significant coupled effect of the turbulence and the thermodynamic on the jet
disintegration along with the mixing processes. Especially, comparisons between the
numerical predictions and available experimental data provided in terms of penetra-
tion length, fluoroketone density, and jet spreading angle outline good agreements
that attest the performance of the proposed model at elevated pressures and temper-
atures. Further aspects of transcritical jet flow case as well as comparison with an
Eulerian-Lagrangian approach which is extended to integrate the arising effects of
vanishing surface tension in evolving sprays are left for future work.

1 Introduction

Many industrial and engineering applications exploit thermo-fluid flow processes
under thermodynamically subcritical, trans-critical, or supercritical regimes. As is
well-known injection processes in transportation, propulsion, power generation and
other high temperature applications are commonlly used. Thereby, liquid fuels are
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preferred as they feature high energy density (energy per unit volume), and thus
mostly easy to store and transport. However, their use suffers from complex fuel
atomization phenomena (primary and secondary breakup), evaporation and mixing
that represent the major performance limiting factors of specific technologies in
which these fuels are utilized.

A widespread tendency is to obviate this limitation by moving the operating con-
ditions into supercritical state in which the fuel is able to evaporate directly without
phase change. Such a behavior is due to the liquid surface tension and the latent heat
which gradually diminish and even vanish when the ambient condition lies above
the critical point of the injected fuel. In this way, a higher specific energy conversion
can be achieved in combination with an improvement in the thermodynamic effi-
ciency, or heat and mass transport can be enhanced along with reduction of harmful
gas emissions (see [12, 26]). Examples of such techniques are found in propulsion
rocket engines, modern gas turbines, diesel engines, and also in supercritical drying,
cooling and cleaning, etc. Thereby, the majority of fuels reach supercritical condi-
tions for pressures in the range of about 1.5–3 Mpa. In modern aircraft combustors
the pressure is now exceeding values of 2–2.5MPa at cruise conditions and 5–6MPa
during ground power generation, takeoff, and landing, while even higher values are
expected for the future generation of gas turbines. In a naturally aspirated diesel
engine, air at close-to-atmospheric pressure is inducted during the intake stroke and
then compressed to a pressure of about 5MPa and temperature of about 900 K during
the compression stroke [7].

In such applications, when the fuel is injected as a compact, continuous stream
and not as a disperse cloud of individual droplets, dispersed droplets can also be
observed under supercritical pressure conditions. In fact, Roy et al. [43] experimen-
tally investigated an initially supercritical fluid injected into a supercritical pressure
environment. The jet undergoes for sufficiently low ambient temperatures phase sep-
aration leading to the formation of droplets and ligaments in the jet. Thismainly stems
from the interaction between the injectant and the surrounding gas, see also [55]. For
more details, the reader may refer to the works by Anitescu et al. [6], Chehroudi
[12], Klima et al. [21], Oefelein [33], and therein included references. Additional
observations have been reported in which the droplets undergo a gradual transition
from subcritical evaporation to mixing regime at different pressure and temperature
above the pure fuel critical point. This gives a hint to state that the fuel still stays
in the subcritical two-phase state for some time before fully entering the diffusion
mixing regime, and the transition time varies with fuel types and droplet size [14]. It
turns out that in the whole injection process, the combination of classical evaporation
regime for themain liquid core and transition to the dense gasmixing state is possible
at high ambient temperature especially for the droplets formed by possible primary
atomization near the nozzle or at the end of the injection events.

In a case of mixture evolving in a combustor that experiences a pressure above the
critical value of the mixture, the investigated mixture will behave as a supercritical
fluid. Since the critical pressure strongly depends on the composition of the mixture
in presence, the critical pressure for hydrocarbon-gas mixtures, for example, can
reach very high values beyond the application relevant pressure levels. Furthermore,
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only in rare cases the liquid fuel is preheated to supercritical temperatures before
injection into the combustion chamber. For hydrocarbons, these are in the range
of 400-500 K [20]. After the injection, other processes may occur in the combus-
tion chamber, such as heating by the combustion products and evaporative cooling.
Therefore, the occurrence of subcritical and supercritical phenomena in combustion
chambers might likely be expected in vicinity of the injector [14, 16, 26]. Due to
the complexity of the evolving multi-scale and multi-physical processes, and to the
urgent need of designing and improving the performance of the involved technolo-
gies, understanding and modelling of supercritical process or processes implying
supercritical region of the fuel have become a relevant issue.

Focusing on numerically based investigations, various approaches for the spray
simulation, namely the Eulerian-Lagrangian (EL) method, the Eulerian-Eulerian
(EE) or multi-fluid approach and the Transported Probability Density Function (T-
PDF), are usually applied. A recent review is provided by Ries and Sadiki [42].

Reported investigations of supercritical injection processes range from individual
jets (e.g. [17, 24]) to sprays in the entire combustion chamber [50]. Mixing processes
within such configurations were examined on different numerical scales by means
of direct numerical simulations (DNS) [11, 27, 47], Large Eddy simulations (LES)
[23, 33, 49] or Reynolds Averaged Numerical Simulation (here RANS) descriptions
[10, 48]. Thereby, the main focus was on the mixture formation [23], the phase
separation [39, 40] or the effects at the phase boundary [15, 28]. For the model
validation in this class of investigations the detailed study by Chehroudi [12], who
neatly generated and compared various experimental data from different liquid and
gas jets as function of pressures, remains state of the art. The contribution by Mayer
et al. [26] can be considered as standard configuration for non-reacting flow studies.
The fuel flow system is usually described as a single phase dense gas with real
gas effects within an Eulerian framework. This method, also known as single fluid
mixing (SFM) model, corresponds to a so-called homogeneous EE model. As it is
valid to decouple real and ideal fluid behavior, Banuti [8, 9] suggested an extension
by considering a multi-fluid mixing (MFM) modeling.

Focusing on LES modeling, some studies report on a priori investigations that are
based on a gaseous phase description while taking into account real gas properties.
Two aspects are essentially addressed, namely the inclusion of necessary physics in
subgrid scale (SGS) models into the governing filtered equations and into the real
fluid EoS. First, the consistency of existing classic LES models primary designed
for atmospheric environments was evaluated ([11, 27, 47]). Then, a posteriori val-
idation has been reported. Finally, first comparisons with experimental data in the
supercritical range were carried out by e.g. Miller et al. [27, 28], Petit et al. [38].
All these investigations were limited to comparisons of prediction obtained with
different SGS models developed for subcritical flow situations in connection with
various real gas descriptions. It turns out that LES modelling based on single-fluid
mixture models is not able to provide a detailed description of all fluid states, such as
liquid, gaseous, supercritical up to multi-phase mixtures including spray dynamics
and phase changes. Furthermore, the consideration of SGS in dealing with the real
fluid EoS has been often neglected as reviewed by Ries and Sadiki [42].
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Despite the limitations observed with single fluid models, several researchers
employed the pure Eulerian modeling within the framework of LES (e.g. [23, 28,
38, 46]). The broad consensus is that LES allows an accurate prediction of such
supercritical fluid flows,whereby speciesmixing and combustionwithin supercritical
injection conditions could be addressed in a satisfactory way (e.g. [18, 33, 51, 52]).

In the case of coexistence of supercritical states and multi-component subcriti-
cal two-phase states, Matheis and Hickel [25] presented and evaluated a two-phase
model for Eulerian LES of liquid-fuel injection and mixing at high pressure. This
model is based on cubic EoS and VLE (vapor-liquid equilibrium) calculations via a
homogeneous mixture approach. Such an approach holds only for dense and moder-
ately dense high-pressure injection cases which feature typically high Weber num-
ber and low Stokes number. The droplet diameters are small and surface tension is
low giving raise to droplet vaporization time scale and droplet inertial time scales
sufficiently small compared to hydrodynamic time scales and of the order of the
computational time step [25]. For liquid fuel injection which includes dilute spray
region and intrinsically permits significant slip velocity between the dispersed liquid
and the gas phase, the above pure Eulerian approach with a single-valued velocity
for both phases is invalid.

A coupling between the Eulerian VLE-based two-phase model for the primary
jet breakup and an appropriate subsequent approach to describe the evolvement of
the spray is necessary.This allows to make a clear difference between the classical
multifluid model (EE) family [45] which is rather well suitable to describe two-phase
flow processes (see [22, 36]) and the pure Eulerian modeling appropriate for single
phase multi-species mixing. Indeed, in the latter the thermodynamic mixing process
is retrieved using either the SFM or the MFM models [9], whereas the multifluid
(EE) methods offer a versatile framework to deal with two-phase flows, as different
levels of disequilibrium between phases can be treated, and physical effects (e.g.
surface tension, phase change) easily be integrated [36].

Accordingly, the EE-methods are able to treat formation and disappearance of
interfaces, even though they may require several grid cells to capture the interface
while being subject to progressive interface smearing. The review paper by Ries
and Sadiki [42] and the comprehensive contribution by Pelletier [36] provide more
description details. Ping et al. [57] suggested recently an EE- multicomponent real-
fluid fully compressible four-equation model for two-phase flow with phase change.
Thereby, the balance equations for distinct species in gas and liquid phases are
considered, while a mixture momentum and mixture specific internal energy are
solved. They are completed by real gas equations of state for both gas and liquid
phases. As long as themulticomponent mixture is outside the vapor dome (i.e., single
phase), the system of governing equations is closed by PR EoS. Once, the mixture is
inside the vapor dome (i.e., two phase), the system is closed by the composite EoS
connected with the set of algebraic equations for each phase (equilibrium connection
constraints). In particular, in the composite EoS, each phase always follows its own
EoS (here Peng-Robinson), and the equilibrium connection constraints ensure that
the mixture speed of sound is always defined.
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Under supercritical/transcritical conditions, the most comprehensive spray sim-
ulation following an EL framework as adopted by Oefelein [33] and Yang [56]
represents an alternative to EE. Thereby both EE and EL methods adapted for super-
critical conditions have been employed, see also [54]. Nishad et al. [32] investigated
the effect of real gas behavior on the evaporation of isolated droplets subject to
transcritical operating environments. Thereby, a multicomponent evaporation model
has been developed and applied. The model includes following effects: (a) the gas
solubility in the liquid phase; (b) the diffusion inside the droplet, including internal
flow recirculation with effective thermal conductivity and mass diffusivity; (c) the
gradients on the gas phase side by Nusselt and Sherwood numbers using the effec-
tive film method; (d) the real gas behavior in the gas and liquid phases by using the
PR equation of state; (e) the spatial and temporal variation of the thermophysical
properties. In particular, the impact of Nu- and She-number correlations has been
appraised.

The present paper aims at developing a generally valid, consistent numerical
description of a turbulent multi-component two-phase flow that experiences pro-
cesses that may occur under both subcritical and trans-critical or supercritical oper-
ating conditions. Within an appropriate LES methodology, focus is put on an Euler-
Eulerian description method suitable for trans- and supercritical sprays under con-
sideration of multi-component mixture properties along with phase change process.

The paper is organized as follows. In Sect. 2, the LES-based numerical mod-
elling approach adopted is outlined. Thereby, the governing filtered equations, the
sub-grid scale models applied, the real fluid thermodynamic and transport models
are introduced. Subsequently, the numerical procedure and the numerical setup are
provided. In Sect. 3, the investigated configuration is outlined along with the com-
putational domain and the inflow/boundary conditions. In Sect. 4 relevant results of
this paper are presented and discussed before concluding and addressing open issues
and challenges in the last section (Sect. 5)

2 Methods and Models

In this section, the required Favre-filtered governing equations for LES and the
thermophysicalmodels are briefly introduced. Subsequently the numerical procedure
employed in this work is concisely described.

2.1 Governing Filtered Equations and Modeling

ALarge Eddy Simulation (LES) frameworkwith an incompressible low-Mach solver
capable to simulate configurations with Mach-numbers up to 0.35 is utilized. In
order to capture turbulent multiphase flow characteristics along with phase change
processes, the original low-Mach approach in accordance to Ries et al. [41] and
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Müller et al. [29], is developed and extended to obtain an Eulerian-Eulerian approach
for multi-species mixtures under consideration of multicomponent aspects in line
with [25, 44] and [57]. This results in the following set of governing filtered Eulerian-
Eulerian equations for mass, momentum, species and sensible enthalpy, respectively,
which is solved for the two phases considered as multi-species mixtures:
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+ ∂
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In these equations and throughout the paper, filtered variables are denoted by (∗̃)

while (∗SGS) represents sub-grid-scale quantities. In Eqs. (1)–(4) the phase fractions
αp of themixture are calculated byαp = ∂Vp

∂V with
∑

αp = 1,where the index p (with
p =liquid, gas) denotes the phase state. It is worth noting that once Eq.1 is written
for each phase, the phase change terms denoted as πp,Sκ

appear, but are constrained
by

∑
p πp,Sκ

= 0 for the whole mixture. On the left hand side of the equations, t
represents time and ρ̄ the density with ρ̄ = ∑

αpρ̄p. In particular, ũi represents the
mixture velocity components with i = 1, 2, 3 denoting the Cartesian coordinates, h̃
the sensible enthalpy and YS the volume fraction of each specie. According to the low
Mach approach, p̃ is the modified thermodynamic pressure in which sub-grid-scales
are not accounted for.

On the right hand side of these equations appear several flux terms, namelymolec-
ular contribution and its SGS counterpart for the stress tensor τi j , τ SGS

i j , the heat flux
q j , qSGS

j and the mass flux of species jS, j , j SGS
S, j , in Eqs. (2), (3) and (4), respectively.

These quantities are very complex and need to be modelled.
Dealing with Newtonian fluid flows, the molecular stress tensor obeys the New-

tonian law given as

τi j = −ν

(
∂ ũi
∂x j

+ ∂ ũ j

∂xi
− 2

3

∂ ũk
∂xk

δi j

)
, (5)

where δi j is the Kronecker-delta function. The mixture viscosity ν is determined by
means of the correlations of Chung et al. [13]:

ν = νp + νk , (6)

consisting of a temperature and a pressure depending viscosity νk and νp given as:
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νk = ν0

[
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G2
+ A6Y

]
, νp =

[

36.344 · 106 (MTc)
1
2

Vc
2
3

]

, (7)

respectively. In these expressions, ν0 is the dilute gas viscosity, Tc the critical tem-
perature of the mixture and Vc the critical volume. M , An , Go and Y represent lin-
ear functions depending on a set of empirical linear equations. Further information
regarding Chung et al. correlations can be found in [13].

As pointed out in [34, 42] and elsewhere, themolecular flux vectors for the system
consisting of multiple species Sκ ; (κ ∈ [1, N − 1]; N : number of species) can have
very complex forms based on the full matrices of mass-diffusion coefficients and
thermal-diffusion factors with consideration of the Soret and Dufour effects. As for
the viscosity, the thermal conductivity are computed using mixture rules. In this
paper, such molecular fluxes are simply modeled according to [34] as:

jSκ , j = −
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YSγ

ρD

T

∂T
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]
, (8)

where αI K and αh are transport coefficients associated to molar and heat fluxes. The
diffusion factor D is derived from Sc = ναDD, with mass diffusion factor αD , and
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In this Eq. (9) R stands for the universal gas constant, the quantitymSz ; (z = κ, γ )

are the molar mass of species Sz and mm the molar mass of the mixture, while vSz
expresses the partial molar volume of species z with vSz = (

∂v/∂XSz

)
and XSz the

molar fraction of species Sz given as XSz = mm YSz/mSz ). Relying on the low-Mach
solver approach, the quantity ∂p/∂x j is negligibly small. The heat flux vector is
modeled as:

q j = −λ
∂T

∂x j
− αI K R T

m

mS1mS2

j ′S1, j , (10)

where λ is the thermal conductivity.
Concerning the SGS counterparts, various modelling approaches and their con-

sistency have been discussed in Ries and Sadiki [42]. The modeling approach used in
the present paper follows the outcome from [42] by applying the simplest consistent
reduced framework provided by the zero-equation approach. Correspondingly, the
simple gradient approach is used for both the SGS stress tensor, the mass flux and
heat flux vectors as:

τ SGS
i j = −νSGS

(
∂ ũi
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+ ∂ ũ j

∂xi
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∂ ũk
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δi j

)
(11)

with νSGS the SGS kinematic viscosity expressed by the Smagorinsky SGS approx-
imation. Accordingly
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where � represents the filter width of the underlying numerical domain, and S̄i j =
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stands for the rate-of-strain tensor. C is a constant model coefficient
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) 3
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.With theKolmogorov constantαS = 1.5

this leads to C = 0.173. The mass and the heat flux vectors are modelled as
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∂ h̃
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respectively, where ScSGS is the SGS Schmidt number and Pr SGS the SGS Prandtl
number.

2.2 Thermodynamic and Transport Models

In the present study a heat transfer fluid [53] and more exotic fire extinguishing
fluid (see, e.g. [30]), fluoroketone is investigated under supercritical conditions. As
already pointed out above, constitutive equations or closures for ρ, μ, λ, Cp and
h as functions of local temperature and pressure are required. Once under super-
critical conditions, non-ideal gas behavior must be accounted for. The commonly
used Peng-Robinson equation of state (PR-EOS) [37] is employed in the present
study. With supercritical conditions are meant pressure levels above the mixtures
critical pressure as well as temperature higher than the mixture critical temperatures.
To remedy the limitations of the PR-EOS at operation conditions near the critical
point, a generalized volume translationmethod proposed byAbudour et al. [5] can be
applied. Non-ideal corrections of cp and h are thus expressed in terms of departure
functions derived from the PR-EOS, where the contributions from the hypotheti-
cal, ideal gas are calculated using the 7-coefficients NASA polynomials. Regarding
transport properties, the correlations of Chung [13], applicable for dilute and dense
fluids, are utilized for μ and λ as outlined above. Indeed, dealing with two-phase
flow considered as multicomponent mixtures, the Peng-Robinson equation of state
is applied separately for each phase of the multi-species mixture:

p = RT

ṽ − bm
− (αa)m

ṽ2 + 2bṽ − b2
(14)

with

α =
[

1 + (
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)
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T
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)]

. (15)
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Table 1 Operating conditions of fluoroketone and helium

Quantity Fluoroketone Helium

Tc in K 441.81 5.1953

Pc in N/m2 18.646 · 106 0.22746 · 106
ω 0.471 −0.382

ui in m/s 0.55 0.0

Ma �0.1 –

T in K 468.32 459.48

p in N/m2 25.17 · 106 25.17 · 106

In this equation,

a = 0.45724
(R Tc)

2

Pc
, b = 0.0778

R Tc
Pc

(16)

where Tc expresses the critical temperature, Pc the critical pressure andω the acentric
factor. The mixture parameters (αa)m and bm are defined by means of the Van-der-
Waals mixing rules:

(αa)m =
∑

κ

∑

γ

XκXγ (αa)κγ , (αa)κγ =
√

(αa)κ (αa)γ
(
1 − kκγ

)
,

bm =
∑

κ

Xκbκ ,

where kκγ is representing the binary interaction parameter.
Table 1 summarizes the initial critical and flow properties of fluoroketone and

helium under consideration in the investigated configuration in Sect. 3. The simula-
tion conditions are far from the vicinity of the critical point for helium. Fig. 1 shows
that the thermodynamic and transport models are in good agreement with the ref-
erence data owing to the fact that helium is by far more volatile in comparison to
fluoroketone.

It is worth mentioning that in subcritical conditions, the cubic Peng-Robinson
equation EOS is first solved resulting in three roots. The smallest positive one is
calculated to obtain the liquid molar volume. The remaining roots of the Peng-
Robinson EOS are used to determine the gas molar volume, which corresponds to
the larger root. Under single-phase conditions, the Peng Robinson EOS is calculated
only once and the real positive root is considered to obtain the molar volume. When
the phase molar volume is known, other values including phase density and mixture
density can be calculated. The phase composition can then be used for the calculation
of the thermal properties of each phase. In supercritical conditions the process follows
the same procedure with respect to the critical point of species and mixtures.
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Fig. 1 NASA fitted curves of relevant thermodynamic data in respect to data sets obtained from
REFPROP [4] and 3M [1]

2.3 Numerical Procedure and Setup

The governing filtered Eulerian-Eulerian low-Mach equations (Eqs. 1–4) are phase
dependent solved by calculating a chain of predictor-corrector steps. A combination
of PISO [19] and SIMPLE [35] algorithms is applied for coupling phase velocities
and pressure. A schematic representation of the solution algorithm is depicted in
Fig. 2.

Fig. 2 Flow chart of the low
Mach Eulerian-Eulerian
PISO-SIMPLE algorithm
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Beginning in the global SIMPLE loop, a density predictor is solved by means of
the continuity equation. Next, the phases in the simulation domain are rebalanced
according to thermodynamic states. Then, momentum is predicted using previous
iteration field variables. Moving into the PISO loop, the enthalpy equation is cal-
culated and temperature is iteratively derived. Then, the thermodynamic pressures
and temperatures are updated and eventually, the pressure equation is solved and the
velocity is corrected. Thewhole process is iteratively repeated in the related SIMPLE
and PISO loops until convergence is reached.

Regarding temporal as well as spatial discretization, a central differencing scheme
of second order is utilized for the convection terms. In addition a conservative sec-
ond order scheme is used for the Laplacian terms. The time derivative terms are
solved by a second order backward integration method. A preconditioned conjugate
gradient solver is deployed for the density predictor and geometric algebraic multi
grid solvers are utilized for pressure, momentum and enthalpy equations in order to
increase computation speed bymulti grid resolutions. Details about the discretization
procedure and the numerical schemes can be found in the OpenFOAM programmers
guide [3].

This Eulerian-Eulerian algorithm is implemented in the OpenSource computa-
tional fluid dynamics software framework, OpenFOAM Version 7.0 [2].

3 Investigated Configuration

The configuration under study corresponds to the experimentally investigated jet of
fluoroketone by Muthukumaran et al. [30, 31]. Fluoroketone finds applications as a
heat transfer fluid in cooling applications [53] and as fire extinguishing fluid.

3.1 Experimental Reference

In [30, 31] a supercritical elliptical jet of fluoroketone is injected into a high pressure
and temperature chamber, seeFig. 3.The chamber design is basedon the experimental
study of Roy et al. [43]. It features a 55mm square cross section and a chamber length
of 190.5mm. On each side a window in the chamber provides a field of observation
of 22mm width and 86mm length. The injector orifice is of elliptic shape with
a 4 to 1mm ratio. The elliptic inlet orifice is intentionally used to detect effects
of surface tension in the experiment. In the presence of surface tension the initial
elliptic jet is forced from the elliptic surface into a round surface. The chamber
is initially filled with helium at supercritical pressure and temperature. Finally the
elliptic jet of supercritical fluoroketone is injected into the chamber. The elliptic
jet evolves from a fully developed elliptic pipe flow with a hydraulic diameter of
dH ≈ 1.45mm, a corresponding Reynolds number of Re ≈ 13000 and a inlet Mach-
number Ma << 0.1.
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Fig. 3 Computational
domain embedded in a
drawing which corresponds
to the experimental setup
used in [30, 43]

3.2 Computational Domain, Initial and Boundary Conditions

In order to increase the computational efficiency and to avoid unnecessary compu-
tational costs, only a conical cutout of the experimental chamber, representing the
primary region of interest, is considered in the present study. By maintaining a suf-
ficient distance of the numerical domain to the walls present in the experimental
setup and under consideration of the fact that the ambient fluid in the chamber is a
quiescent medium of very low density, the effect of the wall is neglected in the simu-
lation domain. The chamber simulation domain consists of a conical domain with a
length of 90mm and a 5 dH diameter at the narrow inlet side gradually increasing to
a 10 dH diameter at the outlet end. A three-dimensional, block structured numerical
grid consisting of≈ 3million numerical control volumes, is employed after a prelim-
inary grid resolution study. The numerical grids finest solution is located at the inlet
walls and slightly spreads out radial and downstream in control volume dimensions.
The mentioned inlet data simulation numerical grid fits exactly to the inlet of the jet
injection simulation domain in order to avoid any numerical disturbances.

In particular a full simulation of the injector pipewas conducted to generate proper
inlet data for the jet injection case. For that purpose a elliptic pipe of 20 dH length
was utilized. By applying recycling boundary conditions at the pipe inlet/outlet a
numerically infinite elliptic pipe corresponding to the given diameters is simulated
and slices of the flow field are extracted from the middle section of the pipe. The
pressure gradient along the pipe flow direction, that drives the flow, is adjusted
dynamically to maintain a constant mass flux for the resulting inlet data. The latter is
recorded after two full passes of fluid through the simulation domain in order to avoid
artificial numerical artifacts in the inlet data that may result from minor fluctuating
inaccuracies in the initial conditions of the pipe simulation. In this elliptical cross
section a velocity field data set is subsequently stored in a database at each relevant
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Fig. 4 Inlet velocity
fluctuations umean
normalized by injection
velocity ui in m/s on the
inlet pipe centerline

time step, see Fig. 4. This inlet data set is interpolated with second order accuracy
in space and time in order to match the inlet of the jet and utilized as inflow condi-
tions of the jet simulation. On the outlet and conical domain shell surface, a velocity
inlet/outlet boundary condition is imposed to enable fluctuating fluxes of fluid from
the surrounding domain. Thereby, the incoming velocity is calculated from the inter-
nal cell value. In the opposite direction a Neumann condition is applied in the case
of outflow. At the walls next to the inlet orifice, a no-slip condition is utilized. In the
case of temperature boundary conditions, a Dirichlet condition is set for the inlet,
while Neumann conditions are imposed at the outflow and domain shell.

4 Results and Discussions

First, turbulent flow dynamics and thermal properties are examined in order to iden-
tify the distinctive features of the jet disintegration process under the operating super-
critical thermodynamic conditions.

Figure 5 depicts a spatial representation of the simulated elliptical fluoroketone
jet injection. The foreground contour represents the medium temperature, while the
turquoise colored contour is wrapping the main core of the jet. Moving downstream,
the jet begins to disintegrate and the main core vanishes. On the back plane the mean
temperature of the jet is shown. The increasing widening in the direction of flow,
as well as the slowly decreasing temperature profile of the jet is clearly visible. On
the lower plane an instantaneous image of the temperature is given. In contrast to
the mean temperature field, turbulent structures are clearly visible. In terms of the
temperature field, it ranges from high values at the core of the jet to small values in
the ambient helium. However no sharply defined interface exists in the temperature
distribution of the jet. Close to the inlet, the elliptic jet surface is nearly unaffected
by the surrounding. Further downstream, turbulent and diffusive effects begin to
influence the jet and lead to an increasing jet disintegration. Due to the absence of
surface tension in supercritical environments, finger-like structures begin to stretch
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Fig. 5 Representation of the medium temperature of the simulated jet (Contour in foreground).
Back plane: Mean temperature in K . Horizontal plane: Instantaneous temperature in K . Turquoise
contour: Potential core

Fig. 6 Experiment: Density of the fluoroketone jet in kg/m3 in the centerline axial plane, according
to [30]

out of the jet interface into the ambient helium atmosphere. Finally these structures
dissolve and accelerate the disintegration process of the temperature interface.

Figure 6 depicts the experimental result of an instantaneous shot of an elliptical jet
injection of fluoroketone into a helium environment. Some scattering effects due to
the utilized measurement methods are visible in the resulting density fields. The jet
has a visible length of x ≈ 60mm and is fully disintegrating in the observation area.
The main core of the jet breaks up at x ≈ 12mm downstream. It further disintegrates
and begins to fall apart at≈ 28mm. Themain core maximum density is 478 kg

m3 while
the spreading angle of the jet in between the two dashed lines amounts 20◦.
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Fig. 7 Simulation: Density of the fluoroketone jet in kg/m3 in the centerline axial plane

Fig. 8 Comparison of
density profile along
centerline of the
fluoroketone jet

Figure 7 shows an instantaneous shot of an elliptical jet simulation on the center
plane and the obtained jet spreading angle of 19 degrees. This value is slightly
narrower than in the experiment, suggesting that the velocity in downstream direction
is a little elevated in comparison to the experiment. The main core has a slightly
higher density of 493 kg

m3 in comparison to experimental data. One can observe a
constriction of the main core of the jet at x ≈ 13mm downstream. This fits very well
to the primary main core breakup in the experimental data from Fig. 6. A temporal
observation of the primary breakup shows that this point fluctuates from x ≈ 11 to
13mm, and the secondary breakup fluctuates subsequently from x ≈ 29 to 34mm. It
turns out that the secondary breakup is numerically well reproduced and the pseudo-
liquid pockets are more visible in contrast to the experiment. This is also depicted
in Fig. 8 which compares the density profiles along the centerline in experiment and
simulation. Thereby it is visible that the simulated density result is following the
global trend of the experimental data.

As pointed out above, some minor density aggregations are observable down-
stream the secondary breakup in contrast to measurement result. This indicates a
slightly over prediction and delayed full dilution of the mixture density in the wake
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Fig. 9 Isobaric mixture heat capacity at six different downstream cross sections, representing the
main core disintegration. (Red area: Disintegration interface)

flow as already seen in Fig. 8. This prediction divergence might be due to the still
coarser mesh resolution downstream and the more sensitive numerical capturing of
density fragments in comparison to the low experimental resolution under high pres-
sure conditions. Finally, to note is that the liquid jet is not forced into a round shape;
it rather preserves an elliptical shape until the disintegration process is completed.

Figure 9 displays the isobaric heat capacity of the mixture at six different down-
stream cross sections. Close to the injection (x = 5mm), the jet is expanding out of
the elliptic injection outline, due to the injection velocity differences across the injec-
tion cross section. The velocity is significantly larger in the inner section and therefore
the jet expands from the narrow diameter in radial direction. Further downstream the
main core becomes subject to turbulent and thermodynamic mixing processes and
thereby varies considerably in its shape, with a clearly defined interface. The inter-
faces fades out and finally disappears while the processes of turbulent mixing and
resulting jet disintegration take place.

To get further insights into the turbulent fluctuations, the flow field is examined.
Even though experimental data is not available, Figs. 10 and 11 allow to gain a view
of the velocity field. Figure 10 shows an instantaneous view of the velocity u/ui
of the fluoroketone jet in the main cross section, ranging up to a ratio of ≈ 1.1 in
good agreement with Fig. 4. One can recognize that tiny turbulent disturbances in the
sharp interface region (x ≈< 12mm) modulate the turbulent turn over in the further
downstream region and thereby initialize the turbulent mixing.

Figure 11 illustrates the fluctuations of velocity of the jet in terms of u
′
/umean

which indicates areas of high turbulent effects penetrating the jet interface. In the
sharp interface region these disturbing effects are more concentrated leading to the
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Fig. 10 Instantaneous velocity field u of the fluoroketone jet, in the centerline axial plane, normal-
ized by ui

Fig. 11 Fluctuations of velocity u
′
, of the fluoroketone jet, in the centerline axial plane, normalized

by umean

relatively intense breakup of the main core further downstream. It appears clearly
that under trans- and supercritical conditions very complex thermodynamic processes
occur in the fluid systems inwhich the fluid properties vary significantly. In particular,
the changes in entropy production are very large, so that an analysis using the second
law of thermodynamics appears essential in order to delimit sub-processes and iden-
tify the causes of possible inefficiencies of these sub-processes. Such an approach
has been utilized, and results have already been reported by Ries and Sadiki [42] for
similar configurations as investigated in the present paper.

5 Conclusions

Relying on a low-Mach Eulerian-Eulerian based real fluid systemmodelling, an LES
approach has been developedwhich is able to describe turbulent two-phaseflowfluids
with phase change as multi-component mixtures in which the real fluid properties are
accounted for by a composite Peng-Robinson equation of state. Thereby each phase is
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governed by its ownPREoS. The numericalmodel allowed to performqualitative and
quantitative analyses. The results showed significant coupled effect of the turbulence
and the thermodynamic on the jet disintegration along with the mixing processes of
a supercritical jet of fluoroketone fluid injected into an environment of helium.

To appraise the prediction capability of the model suggested, comparisons of the
achieved numerical results with available experimental data have been carried out.
The numerical simulations could reproduce correctly the jet disintegration regimes
as observed experimentally in terms of penetration length, fluoroketone mass density
and jet spreading angle. In addition, the effect chain of the evolving processes was
especially consistently reproduced under such operating conditions.

The prediction evaluation of the validated model needs to be further assessed.
For that purpose, simulations of trans-critical jet injection are being carried out. A
comparison of the expected results with those obtained from an Euler-Lagrangian
approach which is extended to integrate the arising effects of vanishing surface
tension is left for future work.
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Experimental Investigation of Transient
Injection Phenomena in Rocket
Combusters at Vacuum with Cryogenic
Flash Boiling

Andreas Rees and Michael Oschwald

Abstract The substitution of the toxic hydrazine in current high-altitude rocket
engines like upper stages or reaction control thrusters by green propellants is a major
key driver in the current technology development of rocket propulsion systems.Oper-
ating these kind of rocket engines at high-altitude leads to a sudden pressure drop
in the liquid propellants during their injection into the combustion chamber with
a near-vacuum atmosphere prior to ignition. The resulting superheated thermody-
namic state of the liquid causes a fast and eruptive evaporation which is called flash
boiling. The degree of atomisation is important for a successful ignition and a secure
operation of the rocket engine. The development and operation of a cryogenic high-
altitude test bench at DLR Lampoldshausen enables the systematical experimental
characterization of cryogenic flash boiling due to its ability to adjust and control the
injection parameters like temperature, pressure or geometry. Several test campaigns
with liquid nitrogen (LN2) were performed using two optical diagnostic methods:
First, flash boiling LN2 spray patterns were visualised by means of high-speed shad-
owgraphy and, secondly, we determined the droplet size and velocity distributions in
strongly superheated LN2 sprays with the help of a laser-based Phase Doppler sys-
tem (PDA). The experimental data generated within these measurement campaigns
provide defined boundary conditions as well as a broad data base for the numerical
modelling of cryogenic flash boiling like e.g. the publications [8, 9].

1 Introduction

One of the key elements in the current technology development of rocket propulsion
systems typical for cryogenic upper stage rocket engines like, e.g., the Vinci engine
of Ariane 6, for cryogenic reaction and control system thrusters or for orbital and
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manoeuvring system engines is the substitution of toxic propellants like hydrazine
by green propellants as well as the introduction of advanced ignition technologies
like laser ignition [17]. These kind of rocket engines are all operating at high-altitude
conditions. Hence, the used propellants are injected into a low-pressure atmosphere
within the combustion chamber prior to ignition due to the vacuum of space. This
means that the ambient pressure p∞ is below the saturation pressure psat (Tinj ) at
the corresponding injection temperature Tinj of the injected liquid fuel. During this
sudden pressure drop the liquid gets into a metastable thermodynamic state called
superheated. As a consequence of the superheated state, the liquid jet evaporates
eruptively and expands fastly, which is called flash boiling. The evaporation chills
down the two-phase flow and raises the pressure inside the combustor until the equi-
librium or the desired operation pressure immediately before ignition is reached. An
effective determination of ignition parameters for a secure operation of the rocket
engine without any destructive pressure peaks requires to know the actual condi-
tions of the propellants in the combustion chamber in terms of phase, temperature
distribution, atomisation behaviour and species.

1.1 Flash Boiling

The injection temperature Tinj and the chamber or back pressure pch are the dominat-
ing injection parameters for flash boiling in a given liquid. The degree of superheat
of a superheated liquid can be defined by those two parameters as the pressure ratio

Rp = psat (Tinj )

pch
(1)

or as the ratio of the temperature differences

�T ∗ = �T

�Tsat
= Tinj − Tsat (pch)

Tsat (pinj ) − Tsat (pch)
(2)

with the saturation temperatures Tsat (pch) and Tsat (pinj ) at the chamber pressure
pch and at the injection pressure pinj , respectively, according to Fig. 1. For high
degrees of superheat the injected jet is atomising close to or already in the injec-
tor which leads to the generation of a fine and wide-opened spray consisting of
small droplets. According to reference [40] aerodynamical effects on the jet break-
up can be neglected in flash boiling sprays. A new equilibrium state is reached after
the chill-down of the two-phase system to the saturation state at Tsat (pch) due to
evaporation and expansion. Some authors even observed solidification of storable
propellants during high-altitude injection due to strong chill-downs below the triple
point [34]. Due to the complex nature of these non-equilibrium processes during
the transient start-up phase of cryogenic rocket engines at high-altitude conditions,
detailed experimental data is required.
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Fig. 1 p-T phase diagram of
a superheated liquid injected
into a low-pressure
atmosphere with adiabatic
depressurization

1.2 State of Research

Liquid jet atomisation by the process of flash boiling is known since the beginning
of the 20th century [18, 36]. Within the automotive industry, flash boiling of storable
fluids like gasoline, diesel or similar substitute fuels were investigated in the last
three decades [1–3, 10, 29, 30]. An increase of engine efficiency and a reduction of
the exhaust emissions was reached by a stronger atomisation of the fuel due to an
artificial superheated state by its pre-heating. [30]. Flash boiling due to nucleation
within the liquid jet was observed as the predominant fuel atomisation mechanism
while cavitation in the injector can be neglected [1]. Two different kinds of nucle-
ation processes can occur which depend on the degree of superheat, the initial fuel
temperature, the ambient pressure, the fuel’s critical temperature and the geometry
[19, 31, 35]. The two types differ from each other by their mechanism and place
of origin: The so-called homogeneous nucleation takes place within the bulk liquid
itself, whereas the heterogeneous nucleation process needs a foreign phase like, e.g.,
at the interface between the nozzle wall and the liquid. The atomisation of a fuel can
be enhanced by forced flash boiling after mixing the fuel with low boiling liquids
of low concentrations [10]. Araneo and Dondè studied the injection of hydrocarbon
sprays generated by a multi-hole injector [2]. They found a relation between the
spray angle and the injection conditions by the analysis of backlight shadowgraphy
images. Phase Doppler Anemometry (PDA) measurements in hydrocarbon sprays
were performed by the same authors to show a similar break-up behavior of jets with
dissolved air compared to superheated jets [3]. Several models were developed for
the determination of the average spray droplet diameters in superheated water sprays
[32], to predict nucleation rates and droplet sizes in flash boiling hydrocarbon sprays
[29] or for the prediction of superheat within water sprays during a depressurization
transient [7]. In the context of process safety in other industrial sectors like nuclear,
chemical or process technology, studies about flash boiling of the storable liquids
water, refrigerants like R-134A, ethanol or further hydrocarbons were published [4,
7, 28, 33, 39]. It was found that the injection conditions like the injection pressure
and the diameter of the injector orifice influence the intensity of flash boiling besides
the degree of superheat [39]. By shadowgraph imaging the region of the actual axial
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and radial jet break-up was identified as remaining liquid core within the flash boil-
ing spray close to the injector orifice [28, 33]. Three characteristic break-up modes
of flash boiling water sprays were found and differentiated into an aerodynamical
break-up region, a fully flashing region and a transition region between both. These
regions were empirically quantified by the usage of the dimensionless Weber and
Jakob numbers derived from the injection conditions [4, 37]. The resulting corre-
lations were found to be valid also for the superheated fluids acetone, ethanol and
iso-octane within study [13]. In the same study an onset criterion basing on the clas-
sical nucleation theory for the inception of flash boiling as well as a model for the
prediction of the spray angle close to the injector orifice depending on the degree of
superheat and the dimensionless surface tension were developed. The difficult oper-
ating conditions due to the cryogenic as well as the high-altitude environments are
the reason for only few experimental studies concerning cryogenic sprays atomised
by flash boiling compared to storable fluids. In one of those few studies liquid nitro-
gen (LN2) sprays with about 10 s injection duration and varying injection conditions
were visualised bymeans of high-speed shadowgraphy [16]. Besidesmaximumspray
angles of about 140◦, the study revealed that the influence of the injection geometry
and the injection pressure on the spray angle evolution is negligible and that the
LN2 sprays are cooling down below the triple point why solidification occurs at
temperature measurement sensors which were positioned along the spray’s central
axis. An experimental study about laser ignition of a coaxially with gaseous hydro-
gen injected superheated liquid oxygen (LOX) jet was performed at test bench M3.1
at DLR Lampoldshausen within a model rocket combustion chamber under high-
altitude conditions [5]. However, the co-flow of the gaseous hydrogen suppressed
the spray widening and significantly narrower spray angles were observed compared
to flash boiling sprays of mono-component jets. During the first two funding periods
of the SFB TRR75 project the influence of two different injection configurations on
the flash boiling process of LOX jets was investigated at the same test bench facility.
A comparison of the results with the data of storable fluids in study [12] revealed
similar spray morphologies despite the strongly varying physical properties of the
used fluids. However, the injection system of test bench M3.1 is limited in terms of
controlling and adjusting the desired injection temperature since only the two dif-
ferent temperature levels Tinj = 94K and Tinj = 113K were achieved. Furthermore,
these temperatures were measured about 200 mm away from the actual injector and
they were very sensitive to ambient conditions because the injection system was not
thermally insulated from the atmosphere around the test bench.

In this chapter we provide a summary about the behaviour of flash boiling LN2
sprays in respect of their degrees of superheat and their injection conditions.With the
experimental data of these sprays we generate a comprehensive data base for further
numerical investigations about cryogenic flash boiling, like e.g. in the studies [8, 9].
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2 Experimental Set-Up

Since the adjustment and control of the injection temperature Tinj , especially, was
partly limited in the few experimental studies about cryogenic flash boiling and this
temperature is the dominating parameter for the flash boiling process besides the
back pressure pch , these two parameters have to be adjustable, controllable during
the injection period and reproducible for a systematic experimental investigation.
Hence, we are operating the newly built test bench M3.3 at DLR Lampoldshausen
[22, 25].

2.1 Cryogenic Test Bench M3.3

This test bench which is depicted in Fig. 2, can be divided into its three subsystems
media supply and pressurization system, a cryogenic temperature adjustment and
injection system (CTAIS) and a vacuum system. The first one serves as an interface
between the gas infrastructure of DLR Lampoldshausen and the test bench to dis-
tribute and pressurize all gases (nitrogen, helium, oxygen) needed for the operation
of the CTAIS, the second subsystem of the test bench. Basically, this system consists
of an inner pressure tank with the actual test fluid LN2 or LOX within an outer one
filled with the cooling agent liquid and gaseous nitrogen (GN2). The double-walled
and vacuum-insulated casing of the outer pressure tank can be seen in Fig. 2 on the
left and right. The temperature of the cooling agent within this thank is controlled by
evacuating or pressurizing the GN2 phase depending on whether the fluid has to be
cooled down or heated up, respectively: To reach a new saturation state after evac-
uation, LN2 vaporizes and the latent heat of vaporization necessary for this phase
change causes a loss of heat of the two-phase nitrogen system and consequently to
a decrease of its temperature. In the case of pressurization the new saturation state
is achieved by condensation of the gaseous nitrogen phase which releases its latent
heat of condensation and heats up the two-phased nitrogen. The inner pressure tank,
also called run-tank, with a volume of 0.5 L is much smaller and quickly reaches the
temperature of the surrounding cooling fluid. Apart from the run-tank, the injector
unit with a pneumatic run valve and an injector nozzle, a coriolis mass flowmeter and
piping in-between complete the test fluid feed and injection system, as can be seen
in the middle of Fig. 2. Hence, the whole feed and injection system is surrounded by
the cooling agent LN2/GN2 which ensures a homogeneous temperature distribution
from the run-tank to the injector nozzle. For the secure operation of the CTAIS, for
its temperature control and adjustment as well as to know the injection parameters of
the test fluid, the CTAIS is equipped with various temperature and pressure sensors.
Especially close to the injector a Pt100 temperature sensor as well as a dynamic
pressure sensor of the type 601A by Kistler are installed not further than about 30
mm upstream of the injector nozzle exit. For safety reasons the cable ducts of the
sensor cables inside the outer pressure tank are pressurized by gaseous helium which
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is also used as working fluid for the pneumatically triggered axial run valve of the
type Axius by Stöhr Armaturen. The supply pipes for helium, for the test fluid and
for the cooling agent as well as the sensor cables are connected to the media supply
and pressurization system by a hand hole positioned at the top of the outer pressure
tank. The third sub-system, i.e. the vacuum system, consists of a cylindrical chamber
with an outer diameter of 360mm, an inner diameter of 300 mm and a height of
225 mm from the injector nozzle exit to the bottom of the chamber. Four windows,
installed at an angle of 90◦ to each other, with a diameter of 100 mm each provide
an optical access to the interior of the vacuum chamber for spray visualisation and
optical measurement techniques. Because of the cryogenic operation conditions the
humidity of the ambient atmosphere condensates and freezes on the test bench’s
surfaces. This is why we are operating a window heating with warm GN2 to prevent
icing of the optical accesses. The copper pipes of the heating system can be seen on
the right-hand side of Fig. 2 below and besides the cylindrical window. The near-
vacuum atmosphere within the vacuum chamber for the high-altitude requirement
is generated by a vacuum pump with a pumping speed of 87.5 m3/h attached to
the chamber. To get rid of the humidity within the CTAIS, all its pipes, tanks and
vessels have to be evacuated before starting the chill-down process with LN2. The
latter takes, e.g., about 90 minutes until a target test fluid temperature of 90 K is
reached [24]. During the chill-down the gaseous test fluid nitrogen is filled into the
run-tank and gets liquefied in the meantime. In our study [24] we show that the
CTAIS allows a constant injection temperature Tinj during the whole injection time
of about 2 s without significantly being affected by ambient conditions surrounding
the test facility. In contrast to the former injection system at test bench M3.1, the
CTAIS of test benchM3.3 enables the adjustment of the injection temperature within
the range of 77K ≤ Tinj ≤ 96K with a reproducibility of ±0.6K for each test run
and a homogeneous temperature distribution in the whole feed line systems [21, 22,
25].

2.2 Injection Conditions

In our first measurement campaign we generate about 120 superheated LN2 sprays
with varying injection parameters and visualise these sprays with the help of high-
speed shadowgraph imaging. The respective temperature and pressure values are
listed in Table 1. The injector with a sharp edge, a length-to-diameter ratio of L/D =
2.9 and a diameter of Dinj = 1mm is used during the whole measurement campaign.
Further details about the injector can be found in references [23, 26]. From the
total amount of the generated sprays we are analysing 22 of them more closely.
Their injection conditions and Rp-values are listed in Table 2. Other parameters
of those sprays like their degrees of superheat �T and �T ∗ or their dimensionless
numbers like theWeber numbersWeg,l = ρg,lu2injDinj/σ for the gaseous and liquid phase,
the Reynolds number Re = ρluinjDinj/η, the Ohnesorge number Oh = √

We/Re and the
Jakob number Ja = ρlcp,l�T/ρg�hvap can be found in our study [26]. For their evaluation
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Fig. 2 Main sub-systems of DLR test benchM3.3: media supply and pressurization system, opened
CTAIS, vacuum system (left); opened CTAIS with test fluid feed and injection system, i.e. run-tank,
injector unit and sensors in-between (middle); chilled-down test bench during operation (right) [23]

Table 1 Range of the injection parameters of the generated LN2 sprays for high-speed shadowgra-
phy; republished with permission of Begell House Inc., from reference [26], permission conveyed
through Copyright Clearance Center, Inc

Parameter Value Tolerance range

Inject. temperature Tinj 76.6–95.6 K ±0.6K

Inject. pressure pinj 240–1210 kPa ±30 kPa

Back pressure pch 2.8–192.1 kPa ±3.3 kPa

Injector diameter Dinj 1 · 10−3 m ±5 · 10−5 m

Length to diameter L/D 2.9 ±0.2

Inject. velocity uinj 3.9–33.3 m/s ±3m/s

Degree of superheat Rp 1.4–191.4 ±30

we are using the density ρg and ρl of the gaseous and liquid phase, respectively, the
velocity of the liquid within the injector uinj, its diameter Dinj, the liquid’s surface
tension σ , heat capacity cp,l, heat of vaporization hvap and dynamic viscosity η.
The investigated 22 LN2 sprays are generated within the ranges of 4 < Weg < 856
for the gaseous Weber number, 1.73 · 104 < Wel < 8.30 · 104 for the liquid Weber
number, 3 < Ja < 2001 for the Jakob number, 8.19 · 104 < Re < 1.82 · 105 for the
Reynolds number and 1.45 · 10−3 < Oh < 1.74 · 10−3 for the Ohnesorge number.

In a second measurement campaign we generate LN2 sprays with a high degree
of superheat of Rp ≈ 60 to determine their droplet behaviour. Since the laser-based
PDA measurement technique is a point measuring method instead of a global one,
we set constant injection parameters for all of the sprays and the same injector as in
the first measurement campaign is used. The respective parameter values are listed
in Table 3. For comparison reasons we are using the definition of the degree of
superheat Rp according to Eq. (1) despite its obviously big tolerance range in our
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Table 2 Injection parameters of the 22 LN2 sprays for the high-speed shadowgraphy campaign

# Tinj pinj pc Rp

[K] [kPa] [kPa] [–]

1 82.9 816 61 3.0

2 82.7 808 51 3.5

3 82.9 815 46 4.1

4 82.6 803 41 4.4

5 82.7 802 32 5.7

6 82.9 802 26 7.0

7 82.3 805 15 12.0

8 81.9 810 6 28.4

9 82.6 404 60 3.0

10 82.1 397 54 3.2

11 82.9 408 45 4.2

12 82.7 404 41 4.4

13 81.9 400 30 5.5

14 82.7 407 26 7.0

15 82.7 409 14 12.7

16 83.2 403 4 52.3

17 86.2 420 7 39.2

18 84.8 390 3 74.3

19 84.7 400 3 80.0

20 89.4 610 3 108.3

21 95.6 620 3 191.4

22 86.6 800 192 1.4

analysed sprays. The huge range can be explained by deviations of the back pressure
pch which strongly affects the degree of superheat.

2.3 High-Speed Shadowgraphy

A high-speed shadowgraphy set-up with backlight illumination is used to visualise
theflashboilingLN2sprays [25–27].According to the scheme inFig. 3,we illuminate
the generated sprays from one side of the chamber. The light of a xenon light source is
bundled and directed by a parabolic mirror to one of the chamber windows in front of
which we are using a translucent frosted glass for a homogeneous spray background.
On the opposite side of the chamber we set-up the high-speed camera with its focus
on the central plane of the injector. The camera Photron Fastcam SA-X is set to
a frame rate of 10000 fps, a pixel resolution of 1024 × 1024 pixels and a spatial
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Table 3 Injection conditions of the used LN2 sprays for PDA

Parameter Value Tolerance range

Inject. temp. Tinj 89.7 K ±0.6K

Inject. pressure pinj 4.4·105 Pa ±0.4 · 105 Pa
Back pressure pch 73·102 Pa ±27 · 102 Pa
Inject. diameter Dinj 1·10−3 m ±0.05 · 10−3 m

Length-to-diameter L/D 2.9 ±0.2

Inject. velocity uinj 18.1 m/s ±3m/s

Chamber wall temp. Tw 196.6 K ±3.0K

Degree of superh. Rp 60 ±30

Degree of superh. �T ∗ 0.91 ±0.04

Weber number Weg 21 ±10

Jakob number Ja 746 ±395

Reynolds number Re 131952 ±22165

Fig. 3 High-speed backlight shadowgraphy set-up at test benchM3.3; republished with permission
ofBegellHouse Inc., from reference [26], permission conveyed throughCopyrightClearanceCenter

resolution of 0.02 mm/pixel. For further details about this optical set-up as well as
for the post-processing of the raw images we refer to our work [26]. In that study,
we also show that steady-state spray conditions are reached after a period of about
100ms < tinj < 120ms after triggering the start of the injection process. Hence, we
choose tinj = 120ms as steady-state evaluation time and all of the investigated sprays
are analysed at this time, except spray #8which is optically too dense at tinj = 120ms
and is analysed at tinj = 100ms instead.

2.4 Phase Doppler System

We set-up the PDA system by the manufacturer Dantec Dynamics in a so-called 2D
fibre configuration which allows the simultaneous measurement of the vertical and
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Fig. 4 Optical alignment of the 2D Fibre PDA system at test bench M3.3 (left) and used aperture
of the receiver probe (right) [23]

horizontal components of the droplet velocity and the droplet diameter distributions,
which is depicted in Figs. 4 and 5 (left). By moving the optical components, namely
the transmitter and the receiver probes, with the help of the 2D-traverse system
various measurement positions in axial and radial directions within the sprays can
be set. The geometrical alignment of the transmitter and the receiver probe to each
other is depicted on the left of Fig. 4. The given geometry of the vacuum chamber
in terms of its optical accesses allows a maximum intensity of scattering light by
the dominant first order refraction for an off-axis angle of ϕ = 12◦ between both
PDA probes. Tilting not only the receiver but also the transmitter with ϕreci = 5◦
and ϕtrans = 7◦, respectively, expands the maximum field of view which is limited
by the diameter and frame structures of the optical accesses. Basing on this field
of view we can specify the measurement position matrix according to the right-
hand side of Fig. 5. For each position of this matrix we generate at least one single
wide flashing LN2 spray and record the data for a time of 12 s. Hence, we can not
exclude small shot-to-shot variations between each test run at a certain measurement
position. The data recording is synchronized with the trigger signal for the start of the
injection process. As mentioned in Sect. 2.3, the steady-state of the injection process
starts at tinj = 120ms and, according to our study [24], ends after tinj = 220ms.
Consequently, the detected Doppler signals are evaluated within this duration by the
calculation of their arithmetical mean values. Two diode pumped solid state (DPSS)
lasers with a wavelength of 488 nm and 514 nm, respectively, are used within the
PDA system. We are operating both lasers at a power of approximately 9mW, each
measured at the position of the measurement volume prior to the first test run. The
receiver probe is equipped with a spatial filter in terms of a 100 µm slit. We can
quantify a systematical measurement error of ±26% for the diameter determination
as well as the maximum statistical errors �U = ±6.1m/s, �V = ±8.0m/s and
�D = ±3.3µm. For further details about the set-up, calibration and adjustment
procedures as well as error estimation we refer to our work [23].
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Fig. 5 2D Fibre PDA system at test bench M3.3 (left) and position matrix of measurement points
in wide flashing LN2 sprays (right) [23]

3 Results and Discussion

3.1 Shadowgraph Images Analysis

The shadowgraph images of a test series containing the 16 sprays #1 to #16 with
varying degrees of superheat from 3.0 ≤ Rp ≤ 52.3 but at a constant injection tem-
perature of Tinj = 82.5 ± 0.6K are depicted in Fig. 6. The first two rows of shad-
owgraph images with the sprays #1 to #8 show the influence of a growing degree of
superheat Rp on the spraymorphology by a gradual reduction of the back pressure pch
from 60 to 3.6 kPa. Their injection pressure is kept constant at pinj = 800 ± 30 kPa.
Lowly superheated sprays with Rp ≈ 3 still show aerodynamical break-up patterns
like large liquid ligaments. An example of the latter is highlighted on the left-hand
side of Fig. 7. Here, the relative motion of the surrounding chamber atmosphere
with the surface of the liquid jet is still a dominant factor for the break-up of the jet.
With growing degrees of superheat the jet collapse gets more and more eruptive and
produces sprays with wider opening angles due to the decreasing influence of the
chamber atmosphere and the simultaneous increase of internal energy in the liquid
jet. This energy dissipates by enhanced vaporization. A further increase of superheat
by back pressure reduction culminates in the heavily flash boiling sprays #7 and #8
with a bell-shaped spray pattern and opening angles of almost 180◦. Especially in
the highly superheated spray #8 with a degree of superheat of Rp = 28.4, the liquid
jet breaks up already at the injector outlet around a liquid core in axial and radial
direction. Such a liquid core is exemplarily shown on the right-hand side of Fig. 7. A
detailed analysis and model about the relation between these remaining liquid cores
and the degree of superheat is discussed in our publication [27]. Apart from these
liquid cores, no other liquid structures with a magnitude of one millimetre or more
remain in that highly superheated sprays. As discussed in our publication [26] the
heterogeneous nucleation is the predominant process of nucleation compared to the
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Fig. 6 Shadowgraph images of LN2 sprays #1-16 with varying degrees of superheat from 3.0 ≤
Rp ≤ 52.3 at Tinj = 82.5K

Fig. 7 Shadowgraph images
of LN2 spray #1 with
highlighted liquid ligament
(left) and of spray #8 with
highlighted remaining liquid
core (right)

homogeneous one for the sprays #1-#22 due to lower injection temperatures than
the minimum necessary temperature for the inception of homogeneous nucleation
according to references [6, 15, 19, 20].

The third and fourth rows of shadowgraph images in Fig. 6 with the sprays #9
to #16 show the effect of the injection pressure pinj on the spray pattern of flash
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Fig. 8 Experimental data of superheated acetone and ethanol by the study of Lamanna et al. [13] as
well as data of several LN2 sprays with respect to the break-up regime correlations from studies [4,
37]; republished with permission of Begell House Inc., from reference [26], permission conveyed
through Copyright Clearance Center

boiling LN2 sprays. Here, the pressure is reduced by half to a value of pinj = 400 ±
20 kPa. The other injection parameters like the temperature Tinj as well as the gradual
reduction of the back pressure pch are the same as in the case of the sprays #1
to #8. Obviously, the general trend of the spray evolution with increasing degrees
of superheat does not change significantly compared to the sprays #1 to #8, i.e. a
decline of larger liquid structures due to enhanced evaporation and a widening of
the spray. However, at low degrees of superheat the sprays #9 to #12 with the lower
injection pressure are wider than the sprays #1 to #4. The lower injection pressure
leads to weaker flow-dynamic effects of the chamber atmosphere on the surface of
the LN2 jet because of a lower flow velocity uinj in the injector and therefore a less
pronounced relative motion between the two phases [26]. Furthermore, the residence
time of the LN2 within the injector is higher, and therefore also the nucleation
rate, as a consequence of the lower injection pressure. Hence, the ratio between
flash boiling and aerodynamical break-up is shifted towards the more dominant flash
boiling process already at low degrees of superheat. For higher degrees of superheat
of Rp ≥ 12 the jet break-up is solely driven by flash boiling why the influence of
the different relative flow dynamics in the chamber nearly disappears and the spray
patterns look very similar to the ones at the higher injection pressure.

In Fig. 8 the dimensionless numbers Weg and Ja of superheated acetone and
ethanol sprays from reference [13] are depicted with respect to the three different
break-up regimes aerodynamical break-up, transition and fully-flashing according to
the studies [4, 37]. Taking into account our data about superheatedLN2 like the sprays
#16 to #21 as well as some more LN2 sprays with varying injection temperatures of
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Fig. 9 Four exemplary superheated LN2 sprays (#22, #10, #7 and #16) to demonstrate the clas-
sic break-up regimes a aerodynamical break-up, b transition regime and c fully flashing regime
according to study [4] and the new d wide flashing regime [26]

81K < Tinj < 93K demonstrates that our LN2 measurement campaign extends the
validity range of the break-up regime correlations by twoorders ofmagnitude towards
higher Weber numbers. The LN2 sprays #22, #10 and #7 are depicted exemplarily in
Fig. 9a–c to demonstrate the validity of the three break-up regimes aerodynamical
break-up, transition regime and fully-flashing regime, originally derived for storable
fluids, also for the cryogenic fluid LN2. Further details can be found in our work
[26].

Determining the spray angles at the axial distance L/D = 1 from the injector orifice
by analysis of the shadowgraph images reveals spray angles of θ > 170◦ for LN2
sprays with very high degrees of superheat in the range of 18 ≤ Rp ≤ 192 like the
sprays #8 and #16 to #21. In our work [26] we show that above a threshold angle of
θthresh ≈ 160◦ the spray patterns look the same as, e.g., the one of spray #16 and do
not significantly change any more despite increasing degrees of superheat. We call
the break-up mechanism of these wide-opened and very highly superheated sprays
wide flashing with the corresponding analytical correlation in terms of the Weber
and the Jakob number

Ja � = 330 We
− 1

7
g (3)

with the Jakobs number Ja, the Weber number of the gaseous phase Weg and the
factor

� = 1 − exp

[
−2300

ρg

ρl

]
. (4)

This curve is depicted as pink line in Fig. 8 and represents the transition from the fully
flashing regime according to reference [4] into the newly introduced wide flashing
regime [26]. A respective wide flashing LN2 spray is shown exemplarily in Fig. 9d).
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3.2 PDA Results

As listed in Table 3 in Sect. 2.2, the used wide flashing LN2 sprays for the PDA
measurement campaign are highly superheated with an injection temperature of
Tinj = 89.7Kand a resulting degree of superheat of Rp = 60. Their injection pressure
is held constant at pinj = 4.4 · 105 Pa. The spatial distributions of the two mean
velocity components vertical velocity U (left) and horizontal velocity V (right) as
well as the droplet mean diameter D10 in these LN2 sprays are depicted in Fig. 10.
Here, each data circle represents one single injection event and includes a colour
code for the velocity value while the circle size represents the mean diameter of
the droplet set at this position. The respective scales can be found in the figure.
In the near-injector region with −10 ≤ x/D ≤ 10 and 10 ≤ y/D ≤ 20 the highest
vertical droplet velocities with values ofU = 50 − 70m/s aremeasured. Since these
droplets are moving at significantly higher vertical velocities than the flow velocity
within the injector with a value of uinj = 18.1m/s, the explosive acceleration of
the droplets due to evaporation and their subsequent expansion due to the flash
boiling process is demonstrated. With growing radial direction the vertical droplet
velocities are decreasing strongly because of the dominant radial momentum in
the spray expansion from positions with x/D ≥ 15. The pronounced change of the
velocity magnitude between the spray’s central axis and its periphery is the result
of a complex interaction between non-equilibrium fluid transition effects and gas
dynamics: Due to the high degree of superheat the liquid nitrogen nucleates within
the injector and bubbles are generated already inside of it. As a consequence, the
flow within the injector becomes choked and the speed of sound of the two-phased
LN2 flow is reduced significantly. This leads to an under-expanded two-phase jet
behaviour with a Prandtl-Mayer expansion flow at the exit of the injector [8, 11,
13]. Multiple characteristic expansion waves around the spray axis lead to the strong
acceleration in this regionwhile towards the spray edges only a fewof themcontribute
to a significantly lower acceleration of the flow. After a vertical distance of y/D ≥ 30
from the injector exit after which the Mach disc is passed, the measured vertical
velocitiesU are getting considerably smaller and the deviation to the vertical droplet
velocities at the spray’s radial edges nearly disappears. This is due to aflattening of the
vertical velocity profile as a consequence of the normal shock uniformly decelerating
the flow in the radial direction. The right-hand side of Fig. 10 with the spatial profiles
of the mean horizontal velocities V is consistent with these considerations since
the measured horizontal droplet velocities at positions y/D > 40 become more and
more uniform and homogeneous because of the Prandtl-Mayer expansion system
with the decelerating normal shock [23]. The spatial distributions of both velocity
components reveal that the near-injector region is the zone with the highest droplet
velocities. Here, the transformation of the internal energy within the LN2 jet into
kinetic one takes place. [23].

Concerning the dropletmeandiameters D10, this near-injector region reveals small
droplets with diameters as small as D10 = 6.5µm with no clear trend especially at
the position y/D = 5 according to Fig. 10. However, the limitations of optical diag-
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Fig. 10 Spatial distributions of the mean vertical velocityU (left), the mean horizontal velocity V
(right) and of the droplet mean diameter D10 in wide flashing LN2 sprays [23]

nostic techniques like PDA in these optically dense regions is repeatedly observed
in literature [4, 14, 38]. Especially, the extensive presence of non-spherical parti-
cles and ligaments leads to low validation rates and biases the determination of the
droplet diameters. Downstream in the region 10 ≤ y/D ≤ 30 the biggest mean diam-
eters with values between 14µm and 18.5µm are measured within the centre of the
spray. Laterally, the droplets are getting smaller with measured mean diameters of
D10 ≤ 10µm. In line with the velocity measurements, the droplet size distribution
gets more and more uniform with mean diameters of D10 = 8 − 10µm at positions
y/D > 40. Reaching this monodisperse-like droplet diameter distribution shows that
the upstream existing non-spherical liquid particles disintegrate by further evapora-
tion and expansion during the flash boiling process.However, at the edges of the spray
at positions of x/D > 30 we observe an unsteady distribution with even increasing
droplet diameters. As can be seen in Fig. 11, at these spray positions flow interactions
between the LN2 spray and the windowmargins of the vacuum chamber occur which
affects the diameter measurement and leads to an increase in diameter. These effects
including recirculation flows are discussed in detail in our publication [23].

The analysis of the PDA measurement data reveals two separate droplet popula-
tions at certain measurement positions within the LN2 sprays. The major distinctive
factor of the two populations is a high mean vertical velocity of about U = 40m/s
for the so-called upper, or Hi-population while the one of the lower Lo-population
is much lower with values even below zero. This is exemplarily shown on the left of
Fig. 12 for the spray position x/D = 0 and y/D = 30. In contrast, however, the mea-
surement data of the horizontal velocity does not show any distinguishable droplet
populations. According to our data, we empirically choose a threshold value of
Uthresh = 5m/s for the separation of the Hi-population with vertical mean veloc-
ity values of U > Uthresh = 5m/s from the Lo-population with velocities below the
threshold. Besides the quite low vertical velocity range of −25m/s < ULo < 5m/s
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Fig. 11 Flow interactions
between a highly super-
heated LN2 spray and the
window margins of the
vacuum chamber

of the Lo-population, its droplet diameters are slightly smaller than the ones of the
Hi-population. As shown in detail in our work [23], the range of the Hi-population
with 10m/s < ULo < 70m/s is much higher and strongly depends on the axial dis-
tance from the injector. The measurement position matrix of Fig. 5 from Sect. 2.4 is
depicted on the right of Fig. 12 to show the local occurrence of the two droplet pop-
ulations: At every blue coloured measurement position both populations are clearly
distinguishable from each other. Furthermore, these positions coincide with flow
recirculation zones caused by the shock systems mentioned above and observed
in our studies [23, 26]. That allows us to conclude that the upstream direction of
motion of the droplets in the Lo-population is due to these recirculation zones and
the droplets’ capability to follow the gas flow of the wide flashing LN2 sprays. The
bigger droplets of the Hi-population, however, do not seem to be affected by those
zones of high-dynamic gas flows. Instead, their higher inertia ensures that they flow
along the initial flow trajectories which are characterized by the injection conditions
prior and during the injection.

4 Conclusions

With the analysis of more than 200 superheated flash boiling liquid nitrogen (LN2)
sprays by the optical measurement techniques high-speed shadowgraphy and laser-
based Phase-Doppler droplet diagnostics (PDA) we generated a comprehensive data
base about flash boiling LN2 sprays at high-altitude conditions which facilitates
further numerical modelling. The closer examination of 22 of those LN2 sprays
revealed an illustrative evolution of lowly superheated sprays with a narrow and tur-
bulent shape to highly superheated ones with big opening angles and fine droplets
depending on the injection conditions. Small changes like halving the injection pres-
sure, e.g., did primarily affect only lowly superheated sprays in terms of wider spray
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Fig. 12 Two droplet populations at the spray position x/D = 0 and y/D = 30 with their measured
vertical velocities U as functions of the time t and of the measured droplet diameter Ddro (left)
[22]; measurement position matrix in wide flashing LN2 sprays with local occurrence of Hi- and
Lo-populations (right) [23]

cones due to enhanced nucleation within the injector compared to the ones with a
higher injection pressure. With increasing degrees of superheat, these influences got
negligible due to the growing dominance of flash boiling. We successfully applied
correlations about break-up regimes derived for storable fluids on our test fluid LN2,
extended the validity range of these correlations by about two orders of magnitude
and introduced a new break-up regime called wide flashing regime for highly super-
heated jets. The droplet velocity and diameter measurements in wide flashing LN2
sprays by PDA revealed maximum vertical and horizontal mean velocities in the
highly energetic near-injector region. Here, the transformation of the liquid’s inter-
nal energy into kinetic one takes place and the spray expands as a consequence of the
evaporation processes. Due to the common known limitation of the PDA technique
in the near-injector region the measured droplet diameters in this region are statis-
tically not very reliable. However, the data rate increases drastically with growing
axial distance to the injector and an almost monodisperse spray pattern develops
with a homogeneous droplet distribution. Furthermore, at certain spray positions we
observed the existence of two separate droplet populations which are distinguishable
from each other mainly by the velocity magnitude, the direction of motion and also
slightly by the diameters of their respective droplets. The separation is caused by
recirculation zones due to the typical shock systems in flash boiling sprays and due
to spray interaction with the structure of the vacuum chamber.
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Modelling and Simulation of Flash
Evaporation of Cryogenic Liquids

Jan Wilhelm Gärtner, Daniel D. Loureiro, and Andreas Kronenburg

Abstract Rocket engine manufacturers attempt to replace toxic, hypergolic fuels
by less toxic substances such as cryogenic hydrogen and oxygen. Such components
will be superheated when injected into the combustion chamber prior to ignition. The
liquids will flash evaporate and subsequent mixing will be crucial for a successful
ignition of the engine. We now conduct a series of DNS and RANS-type simulations
to better understand this mixing process including microscopic processes such as
bubble growth, bubble-bubble interactions, spray breakup dynamics and the resulting
droplet size distribution. Full scale RANS simulations provide further insight into
effects associated with flow dynamic such as shock formation behind the injector
outlet. Capturing these gas dynamic effects is important, as they affect the spray
morphology and droplet movements.

1 Introduction

Recent developments of orbital manoeuvring systems and upper rocket stages, such
as the cryogenic Ariane 6 Vinci engine, aim to replace the conventional propellant
hydrazine with environmentally more friendly and operationally safer substitutes.
Such a substitute can be a conventional fuel such as hydrogen, methane or kerosene.
The replacement of hypergolic with conventional fuels requires a better understand-
ing of the process of injection and ignition under the extreme conditions that prevail
in space. Due to the near vacuum conditions in space, the typically cryogenic fuel
and oxidizer are injected into a superheated state, which leads to a rapid and strong
evaporation. This process of nearly instant evaporation of the liquid is called flash
boiling or flash evaporation. Understanding this process and subsequent mixing of
the two reactants is paramount to develop a stable and reliable ignition. Therefore, a
holistic approach is needed to numerically and experimentally investigate this pro-
cess since bubble nucleation at a nanometer scale, growth, breakup, coalescence at a
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macroscale and lastly the evaporation of droplets at amicrometer scale impose awide
range of scales that cannot easily be covered by conventional methods [35, 40]. Here,
we use in a first attempt the unsteady Reynolds averaged Navier Stokes equations
(RANS) to compute the complete injection process and direct numerical simulations
(DNS) to analyse the microscale processes, bubble growth, interaction, and spray
breakup. For large eddy simulations (LES) or RANS two general approaches exist to
model two phase flows. One possibility is to treat the continuous phase in an Eulerian
framework and the dispersed phase as Lagrangian particles. However, this poses the
problem that prior to spray breakup the continuous phase represents the liquid and
the vapour bubbles are treated as Lagrangian particles, while after spray breakup the
attribution of the two phases to the Eulerian and Lagrangian frameworks needs to
be reversed. Alternatively, both phases are treated in an Eulerian framework. Then,
the full set of mass, momentum, and energy equations are solved for each phase
individually and coupled with each other through exchange terms. The two phases
are distinguished by a mass or volume fraction with a transport equation that has to
be solved additionally to the other conservation equations [4]. Assuming that the two
phases are closely coupled and hence move at the same velocity allows to reduce
the set of equations to one common momentum and mass transport equation, the
so-called one-fluid approach. This simplification of the equation system requires the
assumption of zero slip velocity between the two phases and that both phases expe-
rience a common pressure [7]. The one-fluid approach has already been successfully
applied to simulate flashing sprays by several authors [19, 26, 30, 33, 34] and is
therefore used for all large scale simulations of this work.

In RANS or LES, the nucleation, bubble growth, and formed droplets have to be
modelled at the sub-grid scale. One commonly used model to describe flash evapora-
tion on the sub-grid scale is the homogeneous relaxation model (HRM). This model
considers the thermal non-equilibrium state of the flashing liquid by introducing a
relaxation time and relating the evaporation rate to the deviation of the current mass
fraction from an equilibrium value [3]. Finding a suitable description for the relax-
ation time is a challenging task, yet the model of Downar-Zapolski et al. [12], which
is an empirical fit to flashing water experiments, has shown a general applicability to
several fluids and injection conditions [18, 26, 29, 30]. Nevertheless, themodel coef-
ficients may require case specific adaptations which cannot be directly determined
a priori and thus, model verification is required for each case [20, 33]. Approaches
that attempt to model the effects at the phase interface, such as the Hertz-Knudsen
model or momentum conservation like the Rayleigh-Plesset equation are also used
to describe the bubble growth for flashing sprays [9]. Yet, these models only consider
a singular bubble in an infinite liquid medium, neglecting the strong interaction of
bubbles in flashing flows [10]. Further, these models require the knowledge of either
the bubble number or the current mean diameter, which is typically unknown for
large scale LES or RANS simulations. Due to these reasons there is a need for fur-
ther investigation of the bubble growth and interaction of flashing sprays to improve
the current models. One possible strategy to investigate the flashing process in detail,
and to create a database is the use of DNS simulations.
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Further modelling challenges arise due to shock structures that accompany the
injection of highly superheated liquid into the combustion chamber. Shocks in flash-
ing flows have been first associated with retrograde fluids [21, 39] and recently have
also been observed in non-retrograde fluids, such as ethanol, acetone [23] or propane
[31]. In the case of multi-hole injectors these shock structures can lead to severe
changes of the spray morphology e.g. spray collapse [15, 19, 31] and therefore it
is important to capture this phenomenon correctly. This highlights the complexity
of simulating flashing processes which require knowledge of the thermodynamic
processes on the smallest scales such as nucleation and bubble growth as well as
capturing macroscopic effects as shocks which affect the spray shape.

The chapter is organized as follows: Sect. 2 introduces fully compressible DNS
simulations that are used to deduce surface specific evaporation rates and to identify
important simplifications with respect to domain size that bubble-bubble interactions
induce. Section 3 providesDNSdata ondroplet size distributions after jet breakup and
suggests a simple correlation for the interface generation during the flash-evaporation
process. RANS simulations of the entire flash evaporation process including the
injector and combustion chamber are then presented in Sect. 4. For all simulations,
the computational setup mimicks conditions of the flash evaporation experiments
conducted at the German Aerospace Center (DLR) Lampoldshausen [32]. There,
liquid nitrogenwith temperatures between80 and120K is injected into a lowpressure
chamber with ambient pressures between 1000 and 1E+5.

2 DNS Simulation of Vapour Bubble Growth
and Interaction

To investigate the behaviour of bubble growth and bubble-bubble interaction in detail,
the vapour bubble growth is simulated with a DNS approach. A fully compressible
two phase DNS code with a discontinuous Galerkin spectral element method is used
[11] together with an approximative Riemann solver [14]. Further detail about the
numerical framework can be found in Dietzel et al. [11] and Fechter et al. [14].

Accurate DNS simulations resolving all relevant scales, however, is extremely
challenging and two important aspects are highlighted in the following: First, the
DNS code has to account for compressibility effects to accurately capture the early
stages of flash evaporation. As the vapour density and evaporation rate are directly
linked to the local pressure it is important to include local pressure fluctuations
induced by neighbouring evaporating bubbles. Secondly, direct simulation of the
phase change term is unfeasible as it requires resolution on a molecular scale and
thus the phase change terms appear in an unclosed form and require modelling. One
possible model to describe the phase change at the interface is the Hertz-Knudsen
model,

ṁ ′′ =
√

1

2πR

(
λe

ps(T )√
TL

− λc
pG√
TG

)
, (1)
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with the two coefficients λe and λc that are case specific. Therefore, these coefficients
have to be determined for the case of flashing cryogenic liquid. This is done by
simulating the growth of a single vapour bubble [11] and then applying the results
to bubble arrays [10].

2.1 Single Vapour Bubble Growth

To calibrate the Hertz-Knudsen model (HKM) such that it can be used in a full 3D
DNS simulation with multiple bubbles, the growth of a single bubble is compared
first with the solution of the coupled Rayleigh-Plesset and energy equations [25]. A
direct calibration of the two parameters λc and λe in the HKM is difficult and it is
therefore conventional to set λc = 0.99λe. The slight reduction of the condensation
coefficient is introduced to stabilize the simulation at the early stages of bubble
growth while the effect on the entire time interval is negligible. Further, as the early
bubble growth stage has only a negligible contribution to the overall volume change,
and as the bubble growth rate can vary over several magnitudes the parameter R∗

0 is
introduced to speed up the simulations. This parameter relates the starting radius of
the bubble, R0, in the 3D simulation to the critical radius Rcrit with,

R∗
0 = R0

Rcrit
. (2)

The critical radius equals the smallest radius for a stable nuclei and can be calculated
from [5],

Rcrit = 2σ

psat(T∞) − pL
. (3)

This gives the three independent simulation parameters: the pressure p, liquid tem-
perature TL and starting radius R∗

0 . It is more conventional to characterize flashing
flows by a superheat ratio Rp = psat/p (substituting p) and λe is then calibrated as
a function of superheat ratio, liquid temperature and starting radius.

The results show that the HKM can be calibrated to match the Rayleigh-Plesset
solutionwithin 10%of the integratedmass flux. The difference inmass flux, however,
is also due to minor density changes between the two models. Even though the
Hertz-Knudsen model can be calibrated for each computed single bubble case, the
evaporation coefficient is case dependent and a simple functional expression with
the input parameters, Rp, T , and R∗

0 seems elusive [11]. This is due to the high non-
linearity of the growth rate over the bubbles growth history and the changing driving
forces for bubble growth. Early growth is dominated by inertia effects while later
stages are dominated by heat diffusion. However, as indicated above, the later stages
of the growth process determine the volumetric expansion (and thus spray breakup)
and a representative λe can be approximated by
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λe = λe,RPE1.27(1 − exp(−0.0086R∗
end))

0.61 with λe,RPE = ṁ ′′(Rend)
√
2πR

psat√
TL

− 0.99 pv√
Tv

(4)

and R∗
end = 10R∗

0 [11]. Note that R∗
end denotes the bubble radius when the bubbles

start to merge and is related to the nucleation rates. This will be further discussed in
Sect. 3.

2.2 Bubble Interaction

In the previous section we have introduced a suitable calibration for the Hertz-
Knudsen model that can now be applied to full 3D DNS simulations of multiple
growing bubbles within a superheated jet. The initial conditions of the setup mirror
the relevant conditions of the flash boiling experiments conducted at the German
Aerospace Center (DLR) in Lampoldshausen using cryogenic liquids injected into
chambers at near vacuum conditions. Resolving the injector would require at least
2000 cells for the radius alone, thus rendering a full scale simulation unfeasible.
Consequently, the bubble growth and interaction is studied with a simplified setup
that considers only the tip of the jet. A comparison of 1D bubble columns, 2D liquid
jet slices, and 3D simulation of the jet tip showed that the simplified 2D simulation
captures the bubble dynamics, interactions and jet expansion sufficiently accurate
[10]. For all simulations the bubble spacing is set to 10 times the starting radius R∗

0
as the last decade of bubble growth determines 99.9% of the volumetric expansion.
Thus, R∗

0 determines the bubble size when bubbles coalesce and the jet breaks up and
it is directly related to the bubble density (or nucleation rate). We note here that no
expression exists that would allow for an accurate estimate of the nucleation rate as
known expressions can differ by more than 5 orders of magnitude. It is thus justified
to impose a nucleation rate (or R∗

0 or R∗
end ) in the DNS and use it as the only free

parameter in RANS or LES to match full scale simulations with experiments.
For illustration, the simulation results are shown in Fig. 1 for a 3D reference

case utilizing two symmetry planes and one dimension of freedom with the initial
temperature of 120 K, superheat Rp = 5 and radius R∗

0 = 50. The liquid is located
in the lower two-thirds of the column, the jet’s interface is indicated by the pale blue
rectangle and symmetry boundary conditions are used at the bottom of the domain. It
is immediately apparent that the outer most bubbles grow magnitudes faster than the
inner bubbles. This is due to pressure variations in the bubble column. The bubble
expansion induces pressure waves yielding much higher pressures when moving
away from the jet’s interface and thus reducing evaporation rates and bubble growth
for the inner bubbles. This finding is quantified in Fig. 2with a series of 3D simulation
with up to 125 bubbles. The figure shows normalized bubble growth as function of
their dimensionless distance to the jet surface x/Dbub. The normalization factor is the
bubble growth of a single bubble. We note that even the expansion of the first bubble,
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Fig. 1 Contour plots of the bubble column test case for three different time steps with five bubble
rows along the x-direction. The left and right planes show the time averaged pressure and the
density fields, respectively. The blue coloured iso-surfaces indicate the interfaces between bubbles
and superheated liquid. Adapted from [10] with permission from Elsevier

Fig. 2 Bubble expansion in
3D compared to the single
bubble growth (Rsb) in
respect to their normalized
distance to the jet surface.
Adapted from [10] with
permission from Elsevier

as seen from the jet surface, is reduced by more than 20% and that radial growth
of a bubble in the “fifth row” is reduced by 90 %. The importance of this finding
cannot be sufficiently stressed: bubbles that are further away than x/Dbub ≈ 5 − 10
from the jet surface at time of jet breakup have hardly grown and do not need to be
considered for the jet breakup dynamics [10].
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3 Spray Break-up

The simulations in Sect. 2 demonstrate that analysis of small bubble configurations
is sufficient to analyse breakup and subsequent droplet formation. The compressible
DNS cannot, however, capture the final stages of breakup and droplet formation and
additional DNS are needed. These final stages are likely to be within the inertia
driven stage [28] and are dominated by the dynamics at the time of the first bubble
coalescence when liquid structures burst and the first droplets form. It is therefore
justified to calibrate the fluid properties as well as the bubble growth rate towards this
instance in time and use an incompressible, multiphase solver such as Free-Surface
3D - FS3D [13] as only the efficiency of the incompressible treatment allows for the
entire breakup dynamics and sufficient resolution of satellite droplets and droplet
distributions. It follows that—similar to the DNS presented in Sect. 2—the ambient
pressure p, liquid temperature T , and final bubblemerging radius Rend (or nucleation
rate) determine the numerical setup. Details on the setup and also limitations of the
setup are discussed in Loureiro et al. [28].

3.1 Test Case Setup

The test cases examine a liquid blob that either represents an outer layer of the liquid
jet or has detached from the jet at the injector exit where a sudden pressure drop
occurs. In that location high superheat ratios are reachedwhich lead to highnucleation
rates and bubble growth. A first study [28] where a regular cubic lattice distribution
of the vapour bubbles was investigated, identified the three distinct breakup regimes
that were labelled “retracting liquid” (We ≤ 2), “ligament stretching” (2 < We ≤
20), and “thin lamella” (We ≥ 20) regimes. These regimes are categorized by the
characteristic Weber and Ohnesorge numbers,

We = 2RendρL Ṙ2

σ
and Oh = μ√

2RendρLσ
.

Here, σ is the surface tension and Ṙ the bubble growth rate determined by the
Rayleigh-Plesset solution as a function of Ṙ = f (p, T, Rend).

The regular cubic lattice arrays provide a unique characterization of droplet dis-
tance, they lead however, to a typically bi-disperse droplet size distribution with the
larger droplet size being imposed by the interstitial volume and the smaller one by
ligament shedding and local surface tension. Here, we therefore distribute the bub-
bles randomly to prevent any systematic bias for the droplet size. An example of the
spray breakup process in the ligament stretching regime with 512 initial bubbles is
shown in Fig. 3.
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Fig. 3 Time sequence of the spray breakup process and droplet generation. Break-up in the ligament
stretching regime with conditions TL = 120K , R∗

f = 5, We = 3.62, Oh = 0.104

3.2 Droplet Size Distribution

The process of bubble coalescence, pinching, ligament stretching and retraction to
form satellite droplets is qualitatively similar to the process observed for the cubic
lattice array [28] and thus confirms the regime classification. A typical droplet distri-
bution is shown in Fig. 4. Across the parameter range investigated here, we note that
the mean diameter is still close to the value that would be imposed by the interstitial
volume but subsequent pinching, stretching and retraction leads to a more realistic,
much wider distribution that can be approximated by a Gaussian. Note that the area
weighted (Sauter) diameters are shown. This reduces the effect of the very small
droplets that are generated when stretched ligaments pinch. This droplet size will be
determined by the cell size and is likely to be a numerical artefact. However, their
mass is negligible and they will contribute very little to any subsequent combus-
tion process. The figure further includes an analytical approximation for the droplet
diameter, Dref , that is based on the relation of the kinetic energy in the liquid to the
droplets volumetric surface energy. It is given by

Dref = 8σ

ρL Ṙ2
= 16

We
Rend. (5)

A comparison with the computed Sauter mean diameter allows to derive an expo-
nential fit based on a linear least-square regression of log(DA/Dref),

DA

Dref
≈ 0.294

√
We. (6)

This expression provides an estimate of the droplet size which is only based on the
geometric setup and the fluid properties.
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Fig. 4 (TL = 120K ,
R∗

f = 16, We = 13.38,
Oh= 0.05): Area weighted
droplet size distribution. The
limit of the mesh resolution
of 4 cells for a droplet is
marked by the line 4�x

Further analysis of the DNS (not shown here) provides an evolution for the surface
area of the interface between liquid and vapour phase. Loureiro et al. [27] observed
that (i) surface density is largely determined by bubble density (i.e. nucleation rate)
andWeber number and (ii) stays relatively constant after themajority of bubbles have
started to coalesce as surface creation by ligament pinching and surface destruction
by ligament contraction seem to balance. A functional dependence for the specific
surface area as function of time and We could be derived.

4 RANS Simulation of Flashing Sprays

The simulation of the entire injection process of flashing cryogenic liquids with
resolved interfaces is still unfeasible due to the wide range of scales involved. There-
fore, RANS or LES are a suitable alternative to get engineering relevant and yet
accurate information, but bubble growth and bubble/droplet dynamics occur at sub-
grid scale and need to be modelled. Models can be based on the findings highlighted
in Sects. 2 and 3 or on standard closures that use empirical fitting constants. As out-
lined in the introduction, the present simulations of the complete injection process
following the fluid from a high-pressure reservoir, through the injector, to the com-
bustion chamber are based on an Euler-Euler approach. To simulate the cryogenic
flash boiling a new solver has been developed in OpenFOAM [17, 36].
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4.1 Governing Equations

The governing equations for volume fraction, momentum and energy transport are
solved. In contrast to pure one-fluid solvers the energy equation is solved for each
phase separately, hence allowing a temperature difference between the two phases at a
single location. The choice tomodel the energy equation for both phases separately is
motivated by the assumption, that the vapour is generated at the saturation conditions
of the local pressure, thus the temperature of the liquid is much higher than that of
the vapour. As the evaporation rate model depends on the liquid temperature alone,
representation of the correct temperature difference is important [17]. Further, real
gas effects that appear in the modelling of the heat flux are not accounted for as
the very low pressure of the vapour justifies ideal gas assumptions. All other fluid
properties, such as saturation conditions, liquid density or viscosity are determined
using the thermodynamic library CoolProp [2]. To reduce the computational time
the thermodynamic properties are calculated in advance and tabulated, such that
required properties can be looked up during the run time of the simulation. More
detailed information about the derivation of the governing equations can be found in
Gärtner et al. [17].

4.1.1 Compressibility Modelling

Modelling the compressibility for the simulation of flashing flows is important, as
higher superheated sprays exhibit behaviours similar to under-expanded gaseous jets
with the same shock patterns [22, 31]. Typically, supersonic jets are simulated by
solving for the density field and obtaining the pressure with an appropriate equation
of state. Yet, this kind of solvers is not well suited for all Mach number conditions, as
would be present for the simulation of flashing sprays. Therefore, a pressure based
approach is chosen [8]. The pressure equation, as combination of momentum and
mass conservation, can then be written as

∂ψp

∂t
+ ∇ ·

(
ψp

H(U )

ap

)
− ∇ ·

(
ρ

ap
∇ p

)
= 0, (7)

where ψ is the compressibility of the fluid, ap are the coefficients of the veloc-
ity matrix and H(U ) represents the discretized momentum equation except for the
pressure gradient. For supercritical flows this is a suitable way as vapour and liquid
densities can be expressedwithρ = ψp [37], but it is no longer suitable for cryogenic
liquids. Further, the solution of this equation gives a mass flux whereas the transport
of the volume fraction requires a volume flux. Therefore, with the goal of preserving
the volume change in flashing flows which is responsible for the large spray angles,
the pressure equation of the developed solver is derived by first extracting the density
from the convective term of the continuity equation giving,
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Dρ

Dt
+ ρ∇ · (u) = 0, (8)

Dρ

Dt
+ ρ∇ ·

(
H(U )

ap

)
− ρ∇ ·

(∇ p

ap

)
= 0. (9)

The material derivative of density can be replaced by the total derivative of density
as a function of mass fraction, χ , pressure p, and enthalpy h,

Dρ

Dt
=

(
∂ρ

∂χ

)
p,h

Dχ

Dt︸ ︷︷ ︸
evaporation

+
(

∂ρ

∂p

)
χ,h

Dp

Dt︸ ︷︷ ︸
compressibility

+
(

∂ρ

∂h

)
χ,p

Dh

Dt︸ ︷︷ ︸
heat expansion

. (10)

The compressibility of the vapour-liquid mixture is much higher than that given by
the pure phase values and can be expressed by an inversely density weighted average
[4]. In analogy, the change of density with respect to enthalpy can be described and
finally combining the changes due to pressure and enthalpy gives

Dρ

Dt
=

(
∂ρ

∂χ

)
p,h

Dχ

Dt
+ ρ

(
αL

ρL

DρL

Dt
+ αG

αG

DψG p

Dt

)
. (11)

Here, αL denotes the liquid volume fraction, αL = VL/V . Note that the density of
the liquid is not replaced to avoid any numerical instabilities caused by the very low
compressibility of the liquid. This leaves the first term of Eq. (11) to be modelled.

The turbulent contributions arising from the Reynolds averaging of the governing
equations are modelled with a k-ω SST model for the momentum transport and with
the Reynolds analogy for the turbulent diffusion of the scalar and energy transport
equations. Further details can be found in Gärtner et al. [17].

4.1.2 Phase Change Models

Several models to predict the phase change in flashing flows exist. We first introduce
the homogeneous relaxation model (HRM) as the standard model that is used to
compute a reference case and to analyse the general structure of the flashing spray.
The HRMmodel relates the rate of phase change to the deviation of the mass fraction
from the local equilibrium value,

Dχ

Dt
= −χ

hL(p, T ) − hSL(p)

hSG(p) − hSL(p)

1

�
= ṁL

ρ
, (12)

with h denoting the enthalpies of liquid, the saturation state and the latent heat
(depending on its subscript). The model was originally proposed by Bilicki and
Kestin [3] and a formulation for the relaxation time, �, was found by Downar-
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Zapolski et al. [12]. In their work the authors derived a high and low pressure fit of
the relaxation time based on flashing water experiments,

low pressure fit: � = �0ε
β

(
psat(TL) − p

psat

)λ

, (13)

high pressure fit: � = �0ε
β

(
psat(TL) − p

pc − psat

)λ

. (14)

Here, ε is the void fraction, psat(TL) the saturation pressure based on the liquid
temperature, pc the pressure at the critical point and �0, β, and λ are empirical
coefficients. Despite being fitted to flashing water experiments, the description of
the relaxation time derived by Downar-Zapolski et al. [12] have shown a wide range
of applicability for several technical applications, fluids, and thermodynamic con-
ditions. Because of these reasons, the HRM model is applied for all LES/RANS
simulations to model the evaporation rate.

An alternative model could be derived from the DNS in Sects. 2 and 3. The cal-
ibrated Hertz-Knudsen model provides an expression for the surface specific evap-
oration rate of the bubble. The phase interface is, however, not resolved in RANS
or LES and requires modelling itself. Transport equations for the volume specific
interface surface exist, they are commonly referred to as Euler-Lagrange spray atom-
isation models (ELSA) [1, 24] and are available in OpenFOAM. Existing closure
for the transport equation of the sub-grid surface area employ source terms for inter-
face generation that account for turbulent liquid jet breakup due to viscous effects
at the interface, but they do not include surface generation through bubble growth
and coalescence that govern the dynamics of flash atomization processes. Here, the
correlations developed in Sect. 3 could be used. In addition, droplet size distribu-
tion would need to be specified after local disintegration of the jet and could also be
deduced from the DNS introduced in the same section. However, a reference solution
is sought first and results from the HRM model will be shown in Sect. 4.3.

4.2 Numerical Methods

The system of equations is solved by a combined semi-implicit method for pressure
linked equations (SIMPLE) and a pressure implicit with splitting operator (PISO)
loop called PIMPLE. The discretization schemes are run time selectable. Typically,
total variation diminishing (TVD) schemes such as van Leer limiter or OpenFOAM’s
limited linear are chosen for problems involving two phase flows. However, despite
having formal second order accuracy they cannot achieve this accuracy in real appli-
cations [6, 38]. Further, the implemented schemes in OpenFOAM do not guarantee
proper resolution of the shock front for all cases [17]. To solve problemswith disconti-
nuitieswhilemaintaining a high order of accuracy, weighted essential non-oscillating
(WENO) schemes are a suitable choice. To include this scheme in OpenFOAM a



Modelling and Simulation of Flash Evaporation of Cryogenic Liquids 245

computationally improved version was developed in Gärtner et al. [16] and is used
here for the momentum, enthalpy, and kinetic energy transport. Lastly, the volume
fraction transport is solved with a multi-dimensional limited with explicit solution
(MULES) procedure, which is an effective method to guarantee the boundedness of
the volume fraction. As the current work focuses on quasi stationary states, a first
order in time Euler integration is applied.

4.3 Shock Structure

The solver’s capability to resolve low and high Mach number regimes in flashing
flows has been validated by comparison with experiments of flashing acetone sprays
where the shock structures were visualized and where unambiguous measurements
of the shocks’ positions exist [23]. Gärtner et al. [17] demonstrated that the computed
lateral expansion of the shocks is accurate and that the solver is capable to predict
the shock size and position well.

After validating the solvers capability to capture supersonic conditions accurately,
the two cryogenic nitrogen sprays presented in Table 1 are simulated and compared
to shadowgraph images provided by DLR Lampoldshausen [17]. The simulation
domain consists of a twodimensionalwedge of the injector geometry and the attached
vacuum chamber with a minimum cell size of 10 µm.

A comparison of the velocity magnitude and the density gradient between simula-
tion and the shadowgraph images is presented in Fig. 5. Here, the characteristic bow
shock of an under-expanded jet is visible. In addition, a region with low velocity is
observed about 20 to 30 jet diameters downstream of the injector. This region of low
velocity is caused by the relative high velocity of the slip stream and the low velocity
in the core of the spray, which causes a shear layer that leads to a recirculation zone
in that region. Even though no velocity data is available from the experiments, the
shadowgraph images indicate the presence of such a recirculation zone by nearly
motionless or slightly upstream floating dark structures. This is visualized in more
detail for case LN2-2 in Fig. 6, where the velocity direction is marked by vectors and
the recirculation zone of the experiment is marked by a yellow square. Within this
recirculation zone droplets can accumulate and cause the dark structures visible in the
shadowgraph images. In conclusion, the recirculation zone visible in the numerical
results gives an explanation for the observed structures in the shadowgraph images
and reinforces the importance to include the compressible effects.

Additional to the shadowgraph images, the mass flow rate is provided and can be
used to validate the evaporation rate inside the injector.A comparison of themass flow
rate of the simulation and experiment show that the mass flow rate predicted by the
simulation is within the experimental uncertainty, see Table 1. Further, the results
confirm the simulation data that the liquid nitrogen already evaporates within the
injector, thus causing the pressure to increase and reducing the mass flow compared
to a non-flashing flow. Hence, including the injector and the upstream conditions is
important to capture the spray conditions correctly.



246 J. Wilhelm Gärtner et al.

Fig. 5 Velocity magnitude and magnitude of the vapour density gradient for the flashing liquid
nitrogen cases compared to the shadowgraph images.The locationof the nearlymotionless structures
are marked with a yellow square. Adapted from Gärtner et al. [17] with permission from Elsevier

5 Conclusions

Flash evaporation of cryogenic liquids is investigated numerically using DNS and
RANS approaches. DNS simulations of the vapour bubble growth, interaction and
succeeding spray breakup were performed to gain a detailed insight into the bubble
and droplet dynamics. In addition, RANS simulations featuring the full injection
process of the flow through the injector and in the combustion chamber have been
realized. Details on the numerics have been published in previous work [10, 11, 15,
17, 27, 28].
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Fig. 6 Shadowgraph image of case LN2-2 compared to the mass fraction field and the velocity
vectors coloured in respect to their velocity magnitude. The recirculation zone is marked with
a yellow box in the shadowgraph and simulation image. Adapted from Gärtner et al. [17] with
permission from Elsevier

Table 1 Boundary conditions of flashing cryogenic nitrogen sprays

Case Tinj [K] pinj [bar] pch [mbar] Rp [-] ṁExp [g/s] ṁSim [g/s]

LN2-1 89.7 4.4 73 48.1 10.6 (±1.8) 10.6

LN2-2 95.6 6.2 30 188.6 12.3 (±1.8) 11.1

The key results are:

• The Hertz-Knudsen model can predict the volume change of a growing bubble in
3D simulations.

• Only bubbles close to the jet surface grow significantly as the bubble expansion
causes pressure increases and thus reduced superheat and growth rates in the
interior of the jet. Bubbles at distances that are more than 10 bubble diameters
away from the jet interface can be neglected as they do not contribute to the jet
expansion and breakup.

• The characteristics of the spray breakup depend on theWeber andOhnesorge num-
ber and fall in regimes that can be labelled retracting liquid, ligament stretching,
and thin lamella regime.

• The order of magnitude of the resulting mean droplet diameter can be estimated
by a simple kinematic relationship.

• The mean Sauter diameter is largely determined by the interstitial space between
the bubbles at time of coalescence and the droplet size distribution is close to
Gaussian.

• Surface area generation by bubble growth and spray breakup is largely determined
by bubble number density and We. Secondary breakup leads to slow changes in
surface area only.
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• A RANS based solver has been developed and validated. Shock structures can be
well captured.

• Simulations and experiments agree with respect to the major flow features.

Futureworkwill providemore quantitative comparison (e.g. droplet velocities and
sizes) between simulations and experiments. The simple HRMmodel may not allow
to extract such information. An LES code with a one-fluid two-equation model for
the two-phases (one for the volume fraction and one for the surface area) exists. The
DNS resultswill need to be exploited to develop and implement a suitable source term
for the surface area transport equation that accounts for the specific characteristics
of flash atomization. Dietzel et al. [10] provide the surface area specific growth rates
as functions of local (LES-filtered) pressures and the DNS by Loureiro et al. [27]
provide surface generation terms due to the dynamics of the breakup process.
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Mass Transport Across Droplet
Interfaces by Atomistic Simulations

Matthias Heinen, Simon Homes, Gabriela Guevara-Carrion,
and Jadran Vrabec

Abstract Due to availability of powerful computers and efficient algorithms, phys-
ical processes occurring at the micrometer scale can nowadays be studied with atom-
istic simulations. In the framework of the collaborative research center SFB-TRR75
“Droplet dynamics under extreme ambient conditions”, investigations of the mass
transport across vapour-liquid interfaces are conducted. Non-equilibrium molecular
dynamics simulation is employed to study single- and two-phase shock tube scenar-
ios for a simple noble gas-like fluid. The generated data show an excellent agreement
with computational fluid dynamics simulations. Further, particle and energy flux dur-
ing evaporation are sampled and analysed with respect to their dependence on the
interface temperature, employing a newly developed method which ensures a sta-
tionary process. In this context, the interface properties between liquid nitrogen and
hydrogen under strong gradients of temperature and composition are investigated.
Moreover, the Fick diffusion coefficient of strongly diluted species in supercritical
CO2 is predicted by equilibriummolecular dynamics simulation and theGreen-Kubo
formalism. These results are employed to assess the performance of several predictive
equations from the literature.

1 Introduction

Since 1953,molecularmodelling and simulation has contributed substantially to ther-
modynamics andmaterials science as a numerical approach to investigate the thermo-
physical behaviour of matter. It is based on the interactions between molecules that
are described by force fields and aremodeled today on the basis of quantum chemical
data. This approach rests on statistical mechanics, which postulates that a macro-
scopic thermodynamic state in the sense of classical thermodynamics is represented
by the sumof its underlyingmicrostates. In otherwords,when studying amicroscopic
system by sampling a sufficient number of microstates under appropriate boundary
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conditions, all thermophysical properties of the corresponding macroscopic system
can be determined. The accessibility of physical properties with atomistic simula-
tions has been extended by the development of computer hardware and sampling
algorithms [4]. For instance, transport properties like the Fick diffusion coefficient
matrix of multicomponent mixtures, which are hardly measurable with experiments,
can be determined with equilibrium molecular dynamics (EMD).

Due to the fact that the interactions are considered for everymolecule individually,
the computational effort remains an issue for atomistic simulations. Although the
number of calculations can be reduced by considering the interactions only within a
certain cutoff radius, the effort is still large, which limits the accessible length and
time scales. The length scale is related to the atomic radius of the elements, i.e. a
molecular system consisting of a few thousand particles, a typical size for EMD
simulations, has an extent of a few nanometers only. The time scale is related to the
propagation speed of molecules, which for moderate temperatures is on the order of
a few hundred meters per second, depending of the molecular weight. To perform
a stable molecular dynamics (MD) simulation, the trajectory of every individual
molecule has to be followed with a sufficient temporal resolution. Consequently, a
time step on the order of a femtosecond is needed.

Systems consisting of a few hundred molecules, which are small from today’s
perspective, were a challenge in the past even for the most advanced computers.
Due to the exponential growth of computational resources and the development of
highly parallelised code [20], however, the accessible length and time scales were
significantly extended so that simulations of molecular systems on the micrometer
andmicrosecond scales are feasible today. These orders of magnitude are sufficiently
large to obtain results that are directly comparablewith computational fluid dynamics
(CFD) simulations. Especially due to the limitation of the accessible time scale with
atomistic simulations, such direct comparisons with CFD are particularly tractable
in situations where rapid physical processes are investigated. This condition was
favourable for the research topic of the collaborative research center SFB-TRR75
“Droplet dynamics under extreme ambient conditions”. Direct comparisons to mod-
els on a coarser level were a central element of the investigations of our group,
with the overarching goal to bring insights obtained on the microscopic scale to the
macroscopic scale. The aim was to improve the assumptions that have to be made in
continuummethods, especiallywhen consideringmultiphase systems in the presence
of interfaces. In the following, a selection of this work is presented, starting with the
investigation of single- and two-phase shock tube scenarios, considering a simple
noble gas-like fluid in Sect. 2. Next, investigations of stationary evaporation across
a planar interface of pure fluids are described in Sect. 3. In Sect. 4, a more complex
scenario is discussed, where liquid nitrogen evaporates into a hydrogen gas phase.
Finally, selected results on the Fick diffusion coefficient of supercritical fluids are
presented in Sect. 5.
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2 Shock Tube

The finite volume (FV) scheme is a numerical method for the discretization of the
Navier-Stokes equations. Due to its conservative properties, allowing for disconti-
nuities between the grid cells, it is widely used in CFD codes. The flux between grid
cells is nowadays determined by the solution of the Riemann problem. This idea
was proposed by Godunov in his pioneering work. Since then, the so-called Rie-
mann solvers have been continuously developed so that modern methods reduce the
computational effort by approximate solutions, while preserving the advantageous
properties of the Godunov scheme.

The most simple example for a Riemann problem is a classical shock tube sce-
nario, consisting of two homogeneous gas phases on different pressure levels that are
initially separated by a diaphragm. Once the diaphragm is ruptured, a shock wave is
exerted by the high pressure region and propagates through the low pressure region.
The Riemann problem solution for this scenario is well known. Hence, it was used as
a starting point for the present study, before considering the more challenging case of
a two-phase shock tube scenario, where the high pressure gas phase of the classical
single-phase shock tube is replaced with a liquid phase and the adjacent gas phase
has a pressure below the saturation pressure of the liquid.

The treatment of this case with CFD is much more complex, since the solution
structure of the Riemann problem has to be extended accordingly. The solution of
the Riemann problem with phase transition, starting from initial data for the inter-
acting phases, must find a path through the two-phase region, wherein the isotherm
and isentrope exhibit a Maxwell loop that entails an imaginary speed of sound. This
has mathematical consequences in the form that the hyperbolicity of the Euler equa-
tions is lost and the partial differential equations become hyperbolic-elliptic. Further
implications are discussed in Ref. [12].

Since no analytical solution for the two-phase shock tube exists and open ques-
tions with respect to both the modelling and the numerical treatment remain, it was
particularly interesting to generate a reference data set with NEMD simulation for
this case. The study was divided into two parts. First, two single-phase shock tube
scenarios were investigated to assess the general concept of a direct comparison
between NEMD and CFD simulations: A classical shock tube scenario with two
supercritical gas phases at different pressure levels and the expansion of one super-
critical gas phase into vacuum. Second, the more complex case of the two-phase
shock tube was investigated. Before selected results are presented in the following,
some common features are addressed.

In the according NEMD simulations, a simple molecular model, i.e. the truncated
and shifted Lennard-Jones (LJTS) potential, was used. It can be parametrized such
that it nicely mimics the thermophysical properties of the noble gases and methane
[23]. This model is computationally cheap in MD simulations and two accurate
equations of state for its thermophysical properties exist, which were used as an
input for theCFD simulations so that both themicroscopic (MD) and themacroscopic
(CFD) solutions considered exactly the same fluid.
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During NEMD simulations, spatially resolved temperature T , density ρ and
hydrodynamic velocity v profiles were sampled by employing a classical binning
scheme. To capture the dynamics of the shock tube processes, these profiles were
averaged over comparatively short time intervals of �t = 10 (20ps for argon) to
avoid blurring the rapidly changing profiles. The evolution of these profiles over
timewas compared to the profiles obtained fromCFD simulations. To achieve a good
statistical quality despite the short sampling time intervals, comparatively large inter-
face areas were considered by NEMD, yielding configurations comprising a total of
up to 3 · 108 particles. Moreover, the statistical quality was raised by a factor of two
by exploiting the spatial symmetry of the systems.

The macroscopic CFD solutions were obtained by solving the conservation equa-
tions with a discontinuous Galerkin spectral element method (DGSEM) [10], which
was implemented in the open source code FLEXI1. The associated work was done
by Munz and coworkers. Detailed comparisons between MD and CFD have recently
been published in Refs. [11, 12].

Results for the single-phase shock tube scenario are shown in Fig. 1, covering
the well known characteristics of this case, i.e. a shock wave, delimited by a shock
front, propagating into the low pressure region, followed by amaterial boundary with
lower propagation speed that initially separated the high and low pressure regions
as well as a rarefaction wave that travels in opposite direction into the high pressure
region. The comparison between results from MD and CFD simulations showed an
almost perfect agreement, which was a good motivation for the consideration of the
more complex scenario. Figure 2 shows results for one of the investigated two-phase
shock tube scenarios. The snapshots together with the density and velocity profiles
illustrate major aspects of the system behaviour. By colouring of the particles and
sampling partial density profiles, the spontaneously evaporated matter (red) can be
determined.

From the velocity profiles, it can be seen that this matter accelerated the initially
resting vapour phase (green) and thereby induced a shock wave. The magnitude of
the shock wave, i.e. the compression of the vapour phase, is weak compared to the
one observed in the single-phase scenario (note that the left plot of Fig. 2b shows
only the range of the vapour density). The shock front and the material boundary,
where the latter can be identified at the point where the partial density profiles cross,
smear out during their propagation because of diffusion.

A comparison of the results fromNEMDandCFD simulations is given in Fig. 3. It
clearly shows that the homogeneous equilibrium method simulation failed to repro-
duce the results fromNEMD,whereas results from the sharp interfacemethod show a
very good agreement, covering all characteristics of the density, velocity and temper-
ature profiles obtained from NEMD simulation. The temperature profiles, however,
revealed that reproducing the evaporative cooling effect by CFD remains an issue.
The NEMD results show a much more pronounced temperature drop at the vapour-
liquid interface. Consequently, also a deviation for the vapour density close to the
liquid phase was found.

1 https://www.flexi-project.org/.

https://www.flexi-project.org/
 -1461 58323
a -1461 58323 a
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Fig. 1 Results for the supercritical shock tube problem. a Snapshots of the MD system, rendered
by MegaMol [5], at three instances of time t = 0, 182 and 364 with an overall view of the initial
configuration (top) followed by magnified views on the right interface and low pressure region.
Particles constituting the initial high and low pressure regions are coloured red and green, respec-
tively. Black arrows mark the material boundary (MB) and the shock front (SF). b Comparison of
the results from MD simulations, the exact solution of the corresponding macroscopic Riemann
problem and the approximate solution by the DGSEM scheme. The Riemann problem was solved
with the LJTS or the PeTS equation of state. The grey rectangle indicates the region were shock
capturing was active [12]

3 Evaporation of a Pure Fluid

To gain further insight into evaporation processes, the evaporative mass transfer of
the pure LJTS fluid across a planar vapour-liquid interface was investigated. The
focus of the present study [13] laid on the influence of the liquid region. The bulk
liquid temperature as well as the thermal resistance were varied and their impact on
the evaporation process was analysed by carrying out large NEMD simulations with
up to 8.4 · 106 particles using the software ls1 mardyn [20].

A common method to investigate evaporation processes harnesses a symmetrical
molecular system. Such a system consists of two vapour phases surrounding a liquid
phase, cf. Fig. 4a. Besides imposing periodic boundary conditions at the volume faces
that are perpendicular to the interface, a vacuum is used to enforce a driving gradient
for evaporation. Since particles are deleted in the vacuum region, the total number
of particles in the system decreases, leading to a receding interface, which entails
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Fig. 2 Results for a two-phase shock tube scenario obtained from NEMD simulation. a Snap-
shots [5] of the MD system at four instances of time t = 0, 200, 400 and 600. Particles that were
initially constituting the liquid and vapour phase are coloured red and green, respectively. b Evo-
lution of density ρ and hydrodynamic velocity v profiles depicted at the same time instances as
the snapshots. Partial density and partial velocity profiles were sampled considering only particles
that were initially constituting the liquid (red) or the vapour phase (green), respectively. The total
density and velocity profiles (black) are the weighted sum of the partial ones

Fig. 3 Density ρ, velocity v and temperature T profiles at time t = 600 obtained from NEMD and
CFD simulations with both approaches, the sharp interface method (PeTS) and the homogeneous
equilibrium method (HEM). The initial conditions of the depicted case refer to the strongest non-
equilibrium considered in Ref. [12]
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(a)

(b)

Fig. 4 Snapshots [5] of systems for the investigation of evaporation. a Symmetrical method with
two vapour and one liquid phase as it is commonly used. b Present method to maintain stationary
conditions

several disadvantages. The receding interface allows only for a limited sampling
duration, since the liquid phase vanishes at some point in time. Moreover, it is not
possible to simulate very large systems because they require a long time to reach
quasi-stationarity.

In order to overcome these challenges, our collaborating partner Müller-Plathe
and coworkers [31] developed twomethods to simulate stationary evaporation, which
are based on sophisticated algorithms for particle insertions to replenish the liquid.
They showed that those algorithms could be used successfully in situations with
high evaporation rates and also for more complex molecules such as ethanol. To
guarantee smooth insertions, however, a few control parameters have to be specified
in a careful manner. Hence, for the specific case of stationary evaporation across a
planar interface a new method was developed that works without the need of any
parameters [9]. As shown in Fig. 4b, the system is constituted by one liquid and
one vapour phase. There is still a vacuum on the right-hand side, where particles are
deleted, but in contrast to the common method, these are replaced by a slab of liquid
that is pushed into the system at its left boundary. Hence, the total number of particles
within the system remains constant. Since the liquid slab is continuously replenished,
stationary conditions are guaranteed, facilitating arbitrarily long simulation runs.

This method is suited for the present parameter study, since systems with a large
number of particles were investigated. Besides the vacuum at the right boundary, a
thermostat in the bulk liquid constrained the system. In that thermostated region, the
velocity of the particles was scaled such that a specified bulk liquid temperature Tliq
was maintained. The second quantity which was varied in this study was the distance
Ln between the thermostat and the interface. After reaching stationary conditions,
all desired quantities, like density, temperature and velocity profiles, were sampled
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for about 106 time steps. The sampling was performed in bins with a width of 1/4
particle diameters. Further details on the methodology can be found in Ref. [13].

A stationary simulation is characterised by several quantities. The present study
focused on the particle flux jp and energy flux je that are constant over the simula-
tion volume under stationary conditions. Both fluxes were not sampled directly, but
calculated during post-processing. Quantities which were sampled directly include
the hydrodynamic velocity vz , density ρ and temperature T . Those profiles were
combined as follows to yield the particle flux jp

jp = ρvz .

While the particle flux rises with increasing bulk liquid temperature, it decreases for
a larger distance between the thermostated region and the interface Ln. Furthermore,
an asymptotic behaviour was observed, as the particle flux reaches a certain value
j∞p for a distance Ln extrapolated to infinity.

In analogy with the particle flux, the energy flux je was calculated by post-
processing using the directly sampled profiles. The following equation was used

je = (h + ekin) jp + q̇,

in which h is the enthalpy, ekin the kinetic energy and q̇ the heat flux. In order to
obtain the enthalpy h, an equation of state [8] was utilised to compute the enthalpy as
a function of temperature and density. The kinetic energy ekin was derived straight-
forwardly from the directly-sampled hydrodynamic velocity. The heat flux q̇ was
determined with Fourier’s law for which the thermal conductivity was taken from
two correlations [15, 16] and the directly sampled temperature and density profiles
as input parameters.

Fig. 5 Particle flux jp and
energy flux je over the
interface temperature TIP for
all conducted simulations
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Similar to the fluxes, the interface temperature TIP depends on the bulk liquid
temperature Tliq as well as on the distance between thermostat and interface Ln.
Nevertheless, when investigating the dependence of the fluxes on the interface tem-
perature, it turns out that both the particle flux and the energy flux depend under the
given boundary conditions solely on the interface temperature, cf. Fig. 5. Regardless
of the initial parameters, like bulk liquid temperature and distance between thermo-
stat and interface, simulations yield the same fluxes when their interface temperature
is the same. Under the present boundary conditions, this holds for the entire investi-
gated temperature range.

4 Evaporation of Liquid Nitrogen into Hydrogen

The injection process in liquid propellant rocket engines is a prominent example of
extreme conditions, which are characterised by high pressures and cryogenic injec-
tion temperatures. While the chamber pressure often exceeds the critical pressure
of the injected fluid, the injection temperature of one or both propellants is usually
below or close to the critical temperature of the pure fluid so that they are in a trans-
or supercritical state. Especially due to the high operating pressure, the experimental
conditions are very challenging and therefore the process-relevant quantities are dif-
ficult to access metrologically. Moreover, a better understanding of the atomisation
process is of great scientific and also economic interest due to the savings potential
through possible optimisations.

An early experimental work on this topic was carried out by Oschwald et al. [22],
where coaxial injection processes of liquid nitrogen (LN2) into gaseous hydrogen
(H2) at supercritical pressure were studied with Raman scattering. Nitrogen was
used as a substitute for oxygen in order to allow for an isolated observation of the
mixing processes with the exclusion of chemical reactions. Avoiding experimental
challenges, Müller et al. [19] investigated two of the test cases (D4 and E4) of Ref.
[22] with large-eddy simulations. For the transcritical injection conditions (E4), the
simulation results showed that thermodynamic states occur in the shear layer that
lie in the two-phase region, as indicated by a vapour-liquid equilibrium calculation.
These results, however, contradicted the findings of Dahms and Oefelein [3], who
proposed a model to predict the operating pressure where classical sprays transition
to dense-fluidmixing, based on aKnudsen number criterion using the interface thick-
ness as the representative physical length scale.While a lively discussion on this topic
continued in the rocket combustion community, Traxinger et al. [28] extended the
thermodynamic framework used in Ref. [19] to additionally account for multicom-
ponent phase separation by means of a vapour-liquid equilibrium model. Employing
this extended framework for the case of n-hexane injected into a chamber containing
nitrogen in a combined experimental and numerical study, results from both were in
good agreement, showing phase separation and the transition from a dense-gas to a
spray-like jet for the test cases where the a priori calculation predicted a two-phase
flow.
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Fig. 6 Isothermal phase
diagram of the binary
mixture H2 + N2 obtained by
molecular simulation
(squares and diamonds),
Peng-Robinson equation of
state (solid lines) and
experiment (crosses) [14].
The horizontal line marks the
pressure p = 4MPa of the
low pressure case NEMD
simulation

Contributing to the understanding of such processes, three NEMD simulations
were conducted in the present study, investigating a LN2/H2 interface exposed to
strong temperature and composition gradients, considering similar conditions as test
case E4 of Ref. [22]. The force fields selected to model the molecular interactions
of hydrogen and nitrogen have shown their validity in a prior study where the phase
behaviour of this binary mixture was investigated by EMD simulations, cf. Fig. 6.

While maintaining the same temperature and composition gradient for all three
NEMD simulations, the system pressure was varied p = 4, 12 and 20MPa. Since
the two highest pressures showed qualitatively similar results, the terms ‘low pres-
sure case’ (p = 4MPa) and ‘high pressure case’ (p = 12 or 20MPa) are used in
the following. Figure 7a shows a snapshot of the system’s initial configuration in the
low pressure case, consisting of two homogeneous and pure phases (LN2 and H2)
in physical contact through a comparatively large planar interface with an area of
(85 nm)2 to obtain sampling results with a high statistical quality. Hence, a configu-
ration comprised a total of ∼ 107 molecules. The LN2 and H2 phases had a width of
50 nm and 140 nm, respectively, yielding an overall extent of the system of 190 nm
in z direction.

Before these phases were brought into contact, they were both thoroughly equi-
librated by EMD simulation in the canonic ensemble. The liquid slab of LN2 had a
temperature of TN2 = 118K and the H2 gas phase had a temperature of TH2 = 270K.
Once the initial configurations were prepared, NEMD simulations were conducted to
follow the temporal evolution of the system, in particular the vapour-liquid interface.
During these simulations, the state of the bulk phases LN2 and H2 was controlled
within control volumes (CV) at the outer limits of the system in z direction, cf. Fig. 7a.
In both CV, the composition was controlled to maintain the fluids in their pure state.
This was achieved by identity change, i.e. hydrogenmolecules entering the CV in the
liquid phase were substituted by nitrogen molecules and nitrogen molecules entering
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Fig. 7 a Snapshot [5] of the initial configuration of the low pressure case (p = 4MPa), consisting
of a liquid nitrogen LN2 phase at a temperature of TN2 = 118K on the left and a supercritical
hydrogen H2 phase at a temperature of TH2 = 270K on the right side. The inset shows a magnified
view on the interface. Two control volumes (CV), in which the boundary conditions in z direction
were maintained, are marked by red rectangles. Temperature T , mole fraction of hydrogen xH2, yH2
and density ρ profiles are shown in panels b–d for the three pressure cases: p = 4MPa (black),
p = 12MPa (blue) and p = 20MPa (red). The grey area marks the interface region of the low
pressure case
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the CV in the gas phase were substituted by hydrogen molecules. The temperatures
TN2 = 118K and TH2 = 270K were controlled in the CV by velocity scaling. More-
over, the desired system pressure was maintained indirectly by imposing a constant
density within the gas phase CV by particle deletion. Finally, the liquid phase was
replenished from a liquid reservoir to maintain stationary conditions, cf. Ref. [9].

To investigate the system behaviour, the temperature T , hydrogen mole fraction
xH2, yH2 and density ρ profiles were sampled by NEMD simulation employing a
classical binning scheme. Because of the strong thermodynamic non-equilibrium
between the two phases in the initial configuration, a rapid transition from the step-
wise profiles to the profiles under stationary conditions was observed, cf. Fig. 7b–d.
These were attained after a time period of approximately 3ns in all pressure cases.
One of the striking features of the density profiles is that with increasing pressure
not only the gas density of the H2 bulk phase increased (almost linearly), but also
the density of the LN2 phase increased, indicating a compressible liquid. However,
this is not surprising since TN2 = 118K is close to the critical temperature of nitro-
gen Tc,N2 = 126K. Considering the transition from liquid to gas, a clear difference
between the pressure cases can be noticed. In the low pressure case, a sharp interface
with a thickness of only a few nanometers was observed, whereas the high pressure
cases show much broader and comparatively smooth transitions that span over tens
of nanometers, which can be identified as dense-fluid mixing. A similar observation
was made for the mole fraction profile xH2, yH2. The low pressure case shows a steep
gradient at the interface, which can be interpreted as a resistance for hydrogen to
dissolve into the LN2 phase, whereas the higher pressure cases show much broader
and comparatively smooth transitions, similar to the density profile. The temperature
profiles exhibit an overall similar course. However, a particular characteristic was
revealed at the interface. In the low pressure case, a temperature decrease towards the
interface was observed, leading to a minimum of 114.5K. This means that despite
a much higher temperature of the gas phase, a part of the enthalpy of evaporation
was supplied by the liquid phase. Conversely, in the high pressure cases, the liquid
phase was heated up, despite the evaporative cooling effect. This can be explained by
the much more intense thermal coupling between the liquid and gas phase at higher
pressure, predominantly due to the higher gas density.

To further asses these results, they were compared to an isothermal phase diagram
of the binarymixture H2 +N2 [14], cf. Fig. 6. The diagram shows the vapour pressure
over the hydrogen mole fraction xH2, yH2 for four isotherms. Since the critical tem-
perature of hydrogen is Tc,H2 = 33K, all isotherms are tied up to the vapour pressure
of pure nitrogen only. With increasing temperature, the two-phase region becomes
much smaller and recedes toward pure nitrogen so that at a certain temperature limit
the mixture is found to be supercritical at any pressure and composition. Considering
a pressure of p = 4MPa (low pressure case), a stable vapour-liquid equilibrium can
be found for all depicted isotherms, where with decreasing temperature the critical
point of the mixture becomes more distant to the 4MPa line. That means that the
evaporative cooling effect, leading to a decreased interface temperature of 114.5K,
stabilises the presence of the interface when assuming local equilibrium conditions.
Conversely, the increased interface temperature due to enhanced thermal coupling of
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the liquid and gas phase, as observed in the NEMD simulations of the high pressure
cases, leads to a reduced critical pressure of the mixture and thereby to a weakened
interface.

5 Diffusion in the Supercritical Region

Diffusion is one of the key processes in the context of mass transfer across interfaces.
For instance, evaporation of liquids into a vapour phase driven by a chemical potential
gradient is often rate-limited by diffusion [2].Mass transport of one component in the
presence of a stagnant gas, known as Stefan diffusion, often occurs during adsorption
and condensation operations [27]. Analyses of evaporation experiments in a Stefan
tube require the Fick diffusion coefficient near the infinite dilution limit, since the
evaporating species is present in extremely low concentrations at the top of the tube.
Therefore, it is important to identify adequate procedures to obtain reliable diffusion
coefficient data under these conditions.

This work focuses on the prediction of the Fick diffusion coefficient of various
solutes diluted in supercritical carbon dioxide (CO2), which is an environmentally
friendly solvent employed in various industrial processes [21]. The measurement of
diffusion coefficients in supercritical CO2 is experimentally challenging and many
techniques still require improvement to reach an adequate accuracy. Data availability
is thus limited, especially in the extended critical region. Driven by the lack of exper-
imental data, many models and correlations, mainly based on the Stokes-Einstein
equation or the rough-hard-sphere model, have been developed to predict the Fick
diffusion coefficient. An overview of the proposed predictive equations with their
strengths and shortcomings can be found in recent reviews [17, 26].

On the other hand, EMD simulation offers a physically sound route not only to
predict diffusion data, but also to gain an insight into the underlyingmolecular mech-
anisms. Therefore, EMD simulation and the Green-Kubo formalism were employed
here to predict Fick diffusion coefficients of methane (CH4), benzene (C6H6) and
toluene (C7H8) diluted in supercritical CO2 under near-critical conditions. The sim-
ulation results were subsequently compared with several predictive equations from
the literature.

Rigid, non-polarizable, Lennard-Jones (LJ) based force fields were chosen. If
required, superimposed point quadrupoles were used to account for the electrostatic
interactions. The description of the force fields and the corresponding parameters can
be found in Refs. [6, 18, 29]. To specify the unlike interactions between LJ sites, a
modification of the Lorentz-Berthelot combining rules given by σab = (σaa + σbb)/2
and εab = ξ

√
εaaεbb, was employed. The parameter ξ was obtained by adjusting the

sampled vapour-liquid equilibrium to experimental data for each binary mixture.
One way to obtain the Fick diffusion coefficient Di j is to calculate it from the

sampled Maxwell-Stefan (MS) diffusion coefficient -Di j employing the relation

Di j = -Di j · � , (1)
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where � is the so-called thermodynamic factor, which is given by

� = x1
kBT

(
∂μ1

∂x1

)
T,p

. (2)

Therein, x1 and μ1 are the mole fraction and the chemical potential of component 1,
respectively, and kB is the Boltzmann constant.

The thermodynamic factor is usually obtained from an equation of state or an
excess Gibbs energy model fitted to experimental phase equilibrium data. However,
it can also be estimated by molecular simulation, either by sampling the chemical
potential or Kirkwood-Buff integrals. In this work, the chemical potential was sam-
pled with Widom’s test particle method and the right-hand side of Eq. (2) was then
approximated by numerical differentiation.

The thermodynamic factor is defined to be unity at the infinite dilution limit where
both MS and Fick diffusion coefficients are equivalent. In the case of dense liquids,
the thermodynamic factor is usually approximated by unity near the infinite dilution
limit. However, in the extended critical region, the thermodynamic factor can largely
differ from unity even for strongly diluted mixtures.

Intra-,MS and Fick diffusion coefficients ofmethane, benzene and toluene diluted
in supercritical CO2 were sampled in the temperature range between 295 and 335
K along the isobar p = 9 MPa. The corresponding equations have been reported
previously, e.g. in Ref. [6], and are not repeated here. Figure 8 shows the tempera-
ture dependence of the different diffusion coefficients predicted for the three diluted
mixtures with a CO2 mole fraction of xCO2 = 0.99 mol·mol−1. The MS diffusion
coefficient predicted with Darken’s equation is also shown. As expected, the intra-
diffusion coefficient of CO2 is lower than that of methane and higher than that of ben-
zene and toluene because of the differingmolecular mass. Further, Darken’s equation
is consistent with the predicted MS diffusion coefficient for all regarded mixtures,
which suggests the presence of rather unspecific intramolecular interactions between
unlike species. In general, the diffusion coefficients increase with temperature. Note
that between 308 and 320 K, intra- and MS diffusion coefficients show a significant
step-wise variation with temperature, which is related to the likewise strong change
of the mixtures’ density in this temperature range.

On the other hand, the Fick diffusion coefficient shows a different behaviour,
which can be clearly observed for the mixtures with benzene and toluene, cf. Fig. 8.
An anomalous decrease of the Fick diffusion coefficient with rising temperature was
found, which can be explained on the basis of Eq. (1). The Fick diffusion coefficient
consists of two contributions, the hydrodynamic represented by the MS diffusion
coefficient -Di j and the thermodynamic contribution given by �. Although the MS
diffusion coefficient increases strongly with temperature, the thermodynamic factor
reaches values far below unity due to the proximity of the critical point. The combi-
nation of both effects yields the observed behaviour of the Fick diffusion coefficient.

A number of different expressions to predict the temperature dependence of the
Fick diffusion coefficient for strongly diluted binary mixtures is available in the
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Fig. 8 (left) Temperature dependence of the intra-, Maxwell-Stefan and Fick diffusion coefficients
for the mixtures (top) CH4 + CO2, (center) C6H6 + CO2 and (bottom) C7H8 + CO2 at p = 9 MPa
and xCO2 = 0.99 mol mol−1. (right) Simulation results for the Fick diffusion coefficient (green
squares) are compared with predictive equations (lines) by Sassiat et al. [24] (black), Wilke and
Chang [30] (blue), Catchpole and King [1] (green), He and Yu [7] (red) and Scheibel [25] (cyan)

literature, many of which were developed exclusively for supercritical CO2 mixtures.
Figure 8 shows the predicted Fick diffusion coefficient for the studied mixtures
employing the equations by Sassiat et al. [24], Scheibel [25], Wilke and Chang [30],
Catchpole and King [1] as well as He and Yu [7]. Further equations are not shown
for the sake of clarity. As can be seen, these equations yield significantly different
values for the Fick diffusion coefficient at temperatures above 315 K. Generally, the
equation proposed by Catchpole and King [1] yields the best agreement with present
simulation results for all mixtures in the regarded temperature range. Other predictive
equations showan acceptable agreementwith simulation only for temperatures below



266 M. Heinen et al.

315 K, e.g. the well-known Wilke-Chang equation [30]. In general, it was observed
that the predictive equations which explicitly include the solvent density perform
better. However, it is clear that a trustworthy equation to predict the Fick diffusion
coefficient under conditions regarded in this work is still to be developed.

6 Conclusions

With the overarching goal of transferring insight from the microscopic to the macro-
scopic scale, different studies were conducted by atomistic simulations to investigate
mass transport across vapour-liquid interfaces under various conditions related to
engineering applications.

Classical single-phase and two-phase shock tube scenarioswere investigatedusing
a model fluid (LJTS). As a reference data set, results of NEMD simulations were
compared with those obtained from CFD simulations, for which the collaborating
partner Munz and coworkers developed a new Riemann solver. By means of an
accurate equation of state for the LJTS fluid as input for the CFD simulations, a
direct comparison with the NEMD results became feasible. It showed an excellent
agreement for the single-phase shock tube scenario and also very good agreement
for the much more complex two-phase shock tube scenario.

The LJTS fluid was considered again for the investigation of the evaporation
process across a planar interface. With a newly developed method, which allows to
maintain stationary conditions for an arbitrarily long simulation time, it was possible
to study large systems of up to 8.4 · 106 particles of the LJTS fluid. Quantities like the
hydrodynamic velocity, temperature and density were sampled directly and used to
calculate further properties like the particle flux and the energy flux. Under the given
boundary conditions, it was shown that both fluxes solely depend on the interface
temperature.

The evaporation process across a planar interface was also studied for a more
complex case, i.e. the binary mixture of liquid nitrogen and gaseous hydrogen. The
conditions in the bulk phases were specified to correspond to the extreme conditions
encountered in liquid propellant rocket engines, i.e. with strong temperature and
composition gradients across the interface. The study focused on the question, under
which conditions the atomisation process transitions from a classical spray to dense-
fluid mixing. For this purpose, NEMD simulations were performed at three different
pressure levels. At the lowest pressure level, the interface remained stable, whereas
at the higher pressure levels, diffuse mixing was observed.

A detailed description of diffusion is important for the study of evaporation pro-
cesses. Intra-, Maxwell-Stefan and Fick diffusion coefficients of methane, benzene
and toluene diluted in supercritical carbon dioxide were predicted by equilibrium
molecular dynamics simulation and the Green-Kubo formalism. Under near-critical
conditions, it was observed that the Fick diffusion coefficient exhibits an anomalous
behaviour, which was explained by the decrease of the thermodynamic factor. Fur-
ther, several predictive equations for the Fick diffusion coefficient were compared
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with present simulation results. Although some equations were able to reasonably
predict the temperature dependence of the Fick diffusion coefficient at the studied
conditions, none of the studied equations could be established as reliable.
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Numerical Simulation of Heat Transfer
and Evaporation During Impingement
of Drops onto a Heated Wall

Henrik Sontheimer, Christiane Schlawitschek, Stefan Batzdorf,
Peter Stephan, and Tatiana Gambaryan-Roisman

Abstract In this study, hydrodynamics and heat transport during the impact of sin-
gle and multiple drops onto a hot wall are studied numerically. The heat transfer
in the vicinity of the three-phase contact line, where solid, liquid and vapour meet,
contributes significantly to the global heat transfer. The microscale processes in the
region of the three-phase contact line are analysed using a lubrication approxima-
tion. The results in the form of correlations are integrated into an overall model.
The impingement of drops on a macro scale is simulated using a numerical model
developed within the OpenFOAM library. The influence of dimensionless param-
eters, i.e., the Reynolds, Weber, Bond, Prandtl and Jakob numbers, as well as the
influence of pressure, on the transport phenomena is discussed. The analysis of the
influence of drop frequency and substrate thickness during the vertical coalescence
and the influence of the drop spacing during the horizontal coalescence of drops on
the hot surface complete the study. The results contribute to a better understanding
of the complex mechanisms of spray cooling.

1 Introduction

Spray cooling is a very promising technology for the cooling of electronic devices.
The hydrodynamic and heat transport processes that occur during the impact of a
spray onto a hot wall are very complex. The first step towards an understanding of
spray coolingmechanisms is the investigation of single andmultiple drops impacting
onto hot walls. The impact of single andmultiple drops onto hot walls is also relevant
to numerous additional industrial applications, such as falling-film evaporators, drop
impingement onto steam turbine blades, metal quenching and direct-fuel injection
[17, 18].
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Fig. 1 Different length scales of relevant hydrodynamic and heat transport processes during the
impact of a spray onto a superheated wall

If a drop impacts onto a superheated wall, strong temperature gradients and
extremely high local heat fluxes occur in the vicinity of the three-phase contact
line, where solid, liquid and vapour meet. The hydrodynamics and heat transport at
the macroscopic scale are influenced by the transport processes in the vicinity of the
three-phase contact line. To understand the complex mechanisms during the drop
impact, it is necessary to analyse the processes occurring at both the micro and the
macro scales (see Fig. 1).

Comprehensive reviews of current experimental, numerical and analytical studies
on the impact of a single drop onto non-heated walls are presented in [14, 19, 21,
23, 27]. Depending on the impact parameters, material properties and surface rough-
ness, six characteristic impingement scenarios have been identified: drop deposition,
prompt splash, corona splash, receding breakup, and partial and full rebound. If the
wall is heated above the saturation temperature, the outcome additionally depends
strongly on the wall superheat. Liang and Mudawar [17] identified four distinct
scenarios: film evaporation, nucleate boiling, transition boiling and film boiling.
Additionally, Breitenbach et al. [4] identified the thermal atomization regime. The
focus of the present work is on the drop impingement at moderate Reynolds, Weber
and Jakob numbers in the drop deposition and film evaporation regimes. Evaporation
into a pure vapour atmosphere is considered.

In this study, numerical simulations are used to study the impact of single and
multiple drops onto a hot wall with special consideration of the processes in the
vicinity of the three-phase contact line (micro region). The hydrodynamic and heat
transport processes in the micro region are analysed by means of a one-dimensional
lubrication model and direct numerical simulations. On the macro scale, hydrody-
namics and heat transfer during the drop impact over a wide range of dimensionless
parameters are studied. Both a compressible and an incompressible solver are used to
study the drop impact at different pressures. Furthermore, the influence of substrate
thickness and drop frequency during the vertical coalescence of multiple successive
impacting drops is analysed. Lastly, the horizontal coalescence of two simultaneously
impacting drops is studied. The numerical results are compared with experimental
results (see Gholijani et al. in this volume).
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2 Overview of the Numerical Model

The impact phenomena considered in this study take place on a millimetre scale.
The transport processes in the micro region are determined on a submicrometre
scale. This scale difference necessitates a modular modelling approach, in which the
micro region phenomena are considered separately, and the results are incorporated
into the macroscale model (see Fig. 1) in the form of correlations. A lubrication
approximation is used to simulate themicro region, and computational fluid dynamics
simulations are used for the overall macroscale model. Additionally, a full-scale
numerical simulation of the micro region has been used to determine the validity
limits of the lubrication approximation for the micro region description. Beyond
the applicability limits of the lubrication approximation, the full-scale numerical
simulation can be used for the description of transport processes in the micro region.

Most simulations presented here use the refrigerant perfluorohexane (FC-72) at
saturation conditions as a working fluid. The drop impinges onto a superheated
calciumfluoride glass (CaF2), allowing the simulation results to be directly linked and
compared with associated experimental results (see Gholijani et al. in this volume).

3 Modelling of the Micro Region

In this section, the micro region model in the framework of one-dimensional lubri-
cation theory is briefly described and results using this model are presented. The
influence of governing parameters on the output of the micro region model is anal-
ysed. Furthermore, a direct full-scale numerical simulation of the micro region is
performed.

3.1 One-Dimensional Lubrication Model

Potash andWayner [20] assumed in their concept of the contact line in an evaporating
perfectly wetting liquid that a thin adsorbed film of fluid molecules covers the appar-
ently dry wall (see Fig. 1). They suggested that the heat and mass flow at the apparent
contact line are determined by the film thickness distribution in a micro region, or
the region between the adsorbed film with thickness δad and the macroscopic menis-
cus. Stephan and Busse [26] have used the micro region approach to predict the
evaporation rate from a groove at the heat pipe evaporator. Herbert et al. [12] and
Schlawitschek [24] extended thismodel to account for the contact line velocitywithin
a moving reference frame, the effect of recoil pressure, and the Kapitza resistance
(a thermal resistance at the solid–liquid interface). A detailed and comprehensive
description as well as the discussion of the assumptions made during the derivation
of this model can be found in [1, 24]. Steady-state, incompressible Navier-Stokes
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equations and the energy conservation equation are used to model the micro region.
By using the one-dimensional lubrication approximation, a system of four coupled
first order ordinary, non-linear differential equations can be derived.

Thermal resistances at the solid–liquid interface (RKap), within the liquid (Rliq)
and at the liquid–vapour interface (Rint) are taken into account. Furthermore, the
effect of the augmented capillary pressure, which includes the vapour recoil and
the disjoining pressure, is included. The model allows for the computation of the
apparent contact angle θ , the film thickness distribution, and the integrated heat flux
Q̇mic as functions of the wall superheat, �T = Tw,mic − Tsat, and the contact line
velocity ucl. The model is restricted to perfectly wetting fluids and small contact
angles.

3.2 Influence of Contact Line Velocity and Local Wall
Superheat

The integrated heat flux and the apparent contact angle predicted by the one-
dimensional lubrication model of the micro region are depicted in Fig. 2 as functions
of contact line speed and local wall superheat. The apparent contact angle increases
with increasing wall superheat. This can be explained by the increasing evaporation
rate, which is balanced by the enhanced liquid flow from the macroscopic menis-
cus. The enhanced flow is possible due to the higher film thickness gradients. The
numerical predictions agree well with the experimentally observed static contact
angle of less than 3◦ under isothermal conditions and about 35◦ for a wall superheat
of �T = 10K [12]. The increasing wall superheat also leads to an increase in inte-
grated heat flux. The apparent contact angle increases with the contact line speed.
This can be explained by the fact that, in the reference frame fixed at the advancing

Fig. 2 Influence of the contact line velocity ucl and wall superheat �T on the apparent contact
angle θ (left) and integrated heat flux Q̇mic (right). The Kapitza resistance is neglected in this study
[1]
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contact line, the moving wall transports liquid out of the micro region. The pressure
difference between the macroscopic meniscus and the adsorbed layer is fixed by the
wall superheat. As a result, the required liquid flow rate from themacroscopic menis-
cus is reached by an increase in the cross-sectional area. The concomitant increase
in film thickness and of the thermal resistance of the liquid layer leads to a decrease
in integrated heat flux.

3.3 Influence of Material Properties and Pressure

It can be observed in Fig. 3 that the contact angle and integrated heat flux in the micro
region are very sensitive to changes in material properties. Material properties might
change with changing pressure or by using a different fluid. The variation of liquid
viscosity νl and thermal conductivity kl by an order ofmagnitude ormore has a strong
influence both on the apparent contact angle and integrated heat flux. However, this
is only relevant if a different fluid is chosen, since these properties only moderately
depend on pressure. In contrast, the saturated vapour density ρv, surface tension σ

and latent heat of vaporisation�hv strongly depend on the ambient pressure and have
a strong influence on the apparent contact angle as well as the integrated heat flux.
Furthermore, the figure illustrates that small changes in material properties resulting
from possible measurement uncertainties have a weak influence on the apparent
contact angle and integrated heat flux.

Fig. 3 Sensitivity of the apparent contact angle θ (left) and integrated heat flux Q̇mic (right) in
dependency of the material properties φ, exemplary for a static contact line and a wall superheat of
�T = 5K. Solid lines indicate a variation within the available data range in the literature; dashed
lines indicate additional variations [24]
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Fig. 4 Influence of the pressure p on the apparent contact angle θ (left) and integrated heat flux
Q̇mic (right) for a receding, static and advancing contact line [24]

The influence of the ambient pressure on the apparent contact angle and inte-
grated heat flux is shown in Fig. 4 and can be attributed to the change in the material
properties. For static and receding contact lines, the apparent contact angle increases
with pressure. For advancing contact lines, a local minimum of the apparent contact
angle at approximately 1 bar is predicted. One of the significant factors affecting
the increasing contact angle with pressure is the decreasing surface tension. The
integrated heat flux depends on pressure non-monotonically. This behaviour is deter-
mined by a combined effect of simultaneously changing differentmaterial properties.
In particular, the integrated heat flux decreases with increasing thermal resistance,
which is a combination of the resistance at the liquid–vapour interface, the resistance
of the liquid layer and the Kapitza resistance. The influence of pressure on the total
average thermal resistance as well as on its components is illustrated in Fig. 5. For
low pressures the thermal resistance at the liquid–vapour interface dominates, and
at high pressures the thermal resistance within the liquid dominates. The Kapitza
resistance has been calculated by Han et al. [10] for the combination of FC-72 and
chromium using molecular dynamics simulations. It has been found that the Kapitza
resistance is independent of pressure in the relevant range and is small compared
to the total resistance over the entire pressure range. The total thermal resistance
reaches a minimum in the pressure range corresponding to the maximum integrated
heat flux.

3.4 Full-Scale Numerical Simulation of the Transport
Processes in the Micro Region

Stationary, incompressible, three-dimensional Navier-Stokes equations and the
energy balance equation are solved numerically using the OpenFOAM library.
The momentum balance contains terms accounting for adhesion forces. Gravity is
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Fig. 5 Different thermal resistances of the micro region averaged over the length of the micro
region for different pressures, exemplary for a static contact line and a wall superheat of �T = 5K
[24]

neglected. In contrast to the one-dimensional lubricationmodel, the full scale numer-
ical model is valid for apparent contact angles up to 90◦. For larger apparent contact
angles, the computational domain and the boundary conditions would have to be
changed. A complete description of the numerical model can be found in [1, 3].

In [3], results of the direct numerical simulation are analysed and compared with
results from the one-dimensional lubrication model. A parabolic velocity profile
and a nearly linear temperature profile within the micro region for moderate wall
superheats is shown in the results of the direct numerical simulation. The calculated
apparent contact angle and integrated heat flux agree well with the results from the
one-dimensional lubricationmodel up to the apparent contact angle of 40◦. However,
the direct numerical simulation predicts slightly higher heat flux values than the one-
dimensional lubrication model, especially at high wall superheats. It has been shown
that the deviation between the results of the full-scale numerical simulations and the
lubrication model are mainly attributed to the assumption of one-dimensional heat
conduction.

The errors in the evaluation of integrated heat flux are acceptable for moderate
apparent contact angles, and the use of the lubrication approximation is justified,
taking into account the significant reduction of computational efforts in comparison
with the full-scale numerical simulation.

In addition, the full-scale numerical simulation has been used to study the micro
region evaporation on a nanostructuredwall consisting of periodically arranged cubes
with a side length of 5 nm. This side length is comparable to the adsorbed film thick-
ness. A part of the evaporating film near the curvilinear non-evaporating adsorbed
film is shown in Fig. 6. In [3], it is shown that the apparent contact angle is slightly
smaller for the structured wall than for the smooth wall. However, almost no change
in the integrated heat flow is observed. Hence, for a static contact line, the structure
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Fig. 6 Streamlines and temperature profile in the micro region close to the adsorbed film layer for
a static contact line and a wall superheat of �T = 5K on a nanostructured wall. Reprinted from
[3] with permission from ASME

of the wall can be neglected, as long as the length scale of the structure is on the
order of the adsorbed film layer or smaller. More details on the investigation of the
micro region using the full-scale numerical simulations can be found in [1, 3].

4 Macroscale Model

In this section, a macroscale model for simulation of a single drop impact onto a
smooth, hot wall is presented. The numerical model developed within the Open-
FOAM library is based on the interFoam solver. Hydrodynamics and heat transport
phenomena are described, and the influence of dimensionless parameters and of sys-
tem pressure on transport processes is analysed. Second, the macroscale model is
applied to study the impact of multiple drops and their coalescence on a smooth, hot
wall. Illustrative videos for different drop impact scenarios can be found in [25].

4.1 Model Description

The numerical model is based on the works of Kunkelmann [15] and Batzdorf [1].
Batzdorf [1] has applied themodel to the description of the drop impact onto a smooth,
hot wall. For a complete, comprehensive overview of the solver for incompressible
flow, the reader is referred to [1]. More information on the solver for compressible
flow developed by Schlawitschek [24] is given in Sect. 4.2.3.
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Fig. 7 Computational
domain and boundary
conditions for the 2D
axis-symmetric grid. The
opening angle of the wedge
is 5◦. A thermal boundary
layer in the vapour region
close to the wall is initialised
prior to the simulation.
Dimensions of the domain
are chosen such that
boundary conditions do not
influence the drop
impingement process [1]

It is shown in associated experiments in [6, 7] that no three-dimensional effects
(like splash) are observed for the investigated parameter range. Hence, a static, struc-
tured 2D axis-symmetric grid with local grid refinement at the solid-fluid interface is
chosen. Only for the case of the horizontal coalescence (Sect. 4.3.2), a dynamically
refined 3D grid is chosen. In Fig. 7 the computational domain and the boundary
conditions are illustrated.

The governing equations in the fluid region describe the conservation of mass,
momentum and energy. Source terms (	V, 	e) are added to the mass and energy
equations to account for heat and mass transfer at the interface. Gravitational and
surface tension forces (ρg, fσ ) are included in the momentum equation. The system
of transport equations has the form:

∇ · u = 	V (1)

ρ

[
∂u
∂t

+ (u · ∇) u
]

= ∇ ·
[
−p − 2

3
µ (∇ · u) I + μ

(∇u + (∇u)T
)] + ρg + f σ

(2)
∂ (ρcT )

∂t
+ ∇ · (ρcuT ) = ∇ · (k∇T ) + 	e (3)

In the solid region, only the energy conservation equation is solved:

∂ (ρcT )

∂t
= ∇ · (k∇T ) (4)
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An explicit Dirichlet-Neumann algorithm is used to couple the solid andfluid regions.
The volume-of-fluid method is used to track the interface. An additional compressive
term counteracting the numerical diffusion is included in the transport equation for
the volume fraction field F :

∂F

∂t
+ ∇ · (uF) + ∇ · [cF|u||nint| (1 − F) F] = 	vF (5)

By considering the iso-surface of F = 0.5, the interface is reconstructed continu-
ously. The evaporation model was developed by Kunkelmann and Stephan [16] and
further developed by Herbert et al. [12]. At the interface, the saturation tempera-
ture is assumed to hold for both liquid and vapour. Temperature gradients normal
to the interface are used to calculate the heat fluxes. The method developed by
Hardt and Wondra [11] is used to enhance numerical stability. The results of the
one-dimensional lubrication model of the micro region introduced in Sect. 3.1 are
incorporated into the macroscale simulation using parametrised regressions to accu-
rately calculate the contact angle θ , integrated heat flux Q̇mic and film thickness δ

in dependency of wall superheat �T and contact line velocity ucl in the range of
5K ≤ �T ≤ 20K and −0.1ms−1 ≤ ucl ≤ 2ms−1, respectively.

4.2 Single Drop Impact

A detailed description and validation of the model describing the single drop impact
onto a smooth, hot wall at ambient pressure, including the mesh independence study,
is given in [1].

4.2.1 Basic Hydrodynamic and Heat Transport Phenomena

The numerical prediction of the evolution of spreading radius Rcl and of solid-drop
heat flow Q̇, which is validated by comparison with experimental data, is shown in
Fig. 8. Details of the experimental setup and procedure can be found in [5, 12]. The
impingement process can be divided into three phases: spreading phase (I), receding
phase (II) and sessile drop phase (III). The kinetic energy of the impacting drop
leads to quick spreading on the surface. Kinetic energy is then partly converted into
surface energy and partly dissipated. After reaching themaximumcontact line radius,
surface tension forces the drop to recede, and the kinetic energy rises again. After
the receding phase, the drop oscillates around its stationary state with decreasing
amplitude.

During the spreading phase, the heat flow is dominated by convection due to
high spreading velocities. The maximum heat flow is reached before the maximum
contact line radius due to decreasing spreading velocities. The role of evaporation
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Fig. 8 Contact line radius Rcl (left) and heat flow Q̇ (right) over time for the impact of a sin-
gle drop (D0 = 0.977mm, u0 = 0.584ms−1) onto a smooth, hot wall (�T = 17.4K, q̇heater =
9500Wm−2). The total heat flow describes the heat transferred from the wall to the drop, the evap-
oration heat flow describes the heat transfer by evaporation, and the contact line heat flow describes
the heat transfer in the vicinity of the three-phase contact line [1]

Fig. 9 Exemplary heat transfer paths during the a spreading phase and b receding phase. The
thickness of the paths shows the proportion of the heat transferred. The corresponding isotherms
with a spacing of �T = 2K and streamlines are shown in a moving reference frame close to the
contact line [1]

increases during the receding phase. Especially at low velocities, the evaporation at
the three-phase contact line can contribute up to 50% of the overall heat transfer [12].

The role of heat transfer mechanisms during the spreading and receding phases
is illustrated in Fig. 9. During the spreading phase, the vortex in the vicinity of the
apparent contact line transports the cold liquid towards the wall. This enhances the
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convective heat transport. During the receding phase, the vortex changes its direction
and transports hot liquid from thewall to the liquid–vapour interface. This effect leads
to a decrease in the convective transport and to the enhancement of evaporation.

4.2.2 Influence of Dimensionless Parameters

In this section, the influence of dimensionless parameters, i.e., the Reynolds (Re),
Weber (We), Bond (Bo), Prandtl (Pr) and Jakob (Ja) numbers, on the evolution of the
spreading ratio (the relation between the drop footprint diameter and the initial drop
diameter, S) and the evolution of dimensionless cumulative heat transported from
the solid to the drop, E∗, during the single drop impact onto a hot wall, is presented.
Detailed discussions of the results can be found in [1, 13]. The significant influence of
the Reynolds number on the maximum spreading shown in Fig. 10 is attributed to the
competition between the inertial and friction forces during the spreading phase. The
amplitude of drop oscillations before reaching the mechanically stable sessile shape
increases with increasing Re. An increase in the Weber number leads to significant

Fig. 10 Influence of Reynolds (Re = ρlD0u0μ
−1
l , left) andWeber (We = ρlD0u20σ

−1, right) num-
bers on the spreading ratio (S = DclD

−1
0 ) and dimensionless heat (E∗ = 6Q(πρlD3

0hlv)
−1) for the

single drop impact onto an isothermal, hot wall (�T = 10K). Results are obtained by changing
the initial drop diameter D0, impact velocity u0 and gravitational acceleration g, and keeping all
other dimensionless numbers constant [1]
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prolongation of the receding phase, since the role of surface tension, which is the
driving force for the drop receding, decreases in comparison to inertiawith increasing
We.

Despite an increase in the maximum spreading ratio and thus the wetted area, the
dimensionless cumulative heat decreases with increasing Re, since increasing Re at
constantWe corresponds to larger drop volume (the denominator in the definition of
E∗). IncreasingWe leads to decreasing E∗ during the spreading phase and increasing
E∗ during the receding phase, which decelerates with increasing We.

Higher Bond numbers lead to higher maximal spreading and enhanced heat trans-
fer. Increasing the Prandtl number increases the spreading ratio as well, but leads to a
decrease in cumulative heat transfer. Increasing the Jakob number by increasing the
wall superheat leads to an increase in the apparent contact angle and, consequently,
to a decrease in the maximum spreading ratio and deceleration of the receding phase.
The transferred heat increases with increasing Jakob numbers. The dependence of
dimensionless parameters on the maximum spreading ratio and dimensionless heat
transfer has been summarised in the form of correlations [1].

4.2.3 Influence of Ambient Pressure

The analysis in this work is limited to reduced pressures of up to P∗ = pp−1
crit = 0.5.

The solver of the macroscale model has been extended to account for compressibility
effects and validated by Schlawitschek [24]. The governing equations in the fluid
region (Eq. 1–3) have been modified: a source term has been added to the mass
conservation equation to account for compressibility effects; the momentum and
energy balance equations have been modified to account for the variable density. The
density is calculated with a linearised Peng-Robinson equation of state. A complete,
comprehensive description of the compressible solver is given in [24].

In the study on low and high ambient pressure presented in Fig. 11, all impact
parameters are kept constant. The Reynolds, Weber, Bond and Jakob numbers
increasewith increasingpressure,while thePrandtl number decreaseswith increasing
pressure. The maximum spreading ratio slightly increases with increasing pressure,
which can be attributed to the dominant role of the Reynolds number. The dimen-
sionless cumulative heat increaseswith increasing pressure, although the dimensional
cumulative heat decreases with increasing pressure [24]. However, the dropmass and
the latent heat of evaporation, which constitute the denominator in the definition of
E∗, decrease at higher pressures stronger than Q. Further details related to the influ-
ence of pressure on hydrodynamics and heat transfer during single drop impingement
onto a hot surface can be found in [24].
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Fig. 11 Influence of low (left) and high (right) ambient pressure (P∗ = pp−1
crit) on the spreading

ratio (S = DclD
−1
0 ) and dimensionless heat (E∗ = 6Q(πρlD3

0hlv)
−1) for the single drop impact

(D0 = 1.0241mm, u0 = 0.2735ms−1) onto an isothermal, hot wall (�T = 10K) [24]

4.3 Multiple Drop Impact

In the spray cooling process, many drops impact successively and simultaneously
onto a hot wall. The interaction between the drops governs the hydrodynamics and
heat transport phenomena during spray cooling. In this chapter, the vertical and
horizontal coalescence of drops over a hot surface are studied numerically.

4.3.1 Vertical Coalescence

In this section, the impingement of chains of drops with identical impact parameters
onto the same location is studied numerically. The predicted evolution of the contact
line radius for the case of an impact of consequent drops onto a sessile drop has
been compared with experimental results and shows good agreement (see Fig. 12).
The experimental setup and procedure are described in [6, 7]. After the impact and
coalescence of two drops, the combined drop spreads. The maximum spreading
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Fig. 12 Contact line radius Rcl and heat flow Q̇ from the wall to the drop over time for four
successively impacting drops (D0 = 1.14mm, u0 = 0.54ms−1) onto a smooth, hot wall (�T =
9.8K, q̇heater = 2900Wm−2)

Fig. 13 Comparison between experiments (exp.) and simulations (sim.) of temperature (T ) and
heat flux (q̇) fields at the drop footprint as well as the side (exp.) and cross-sectional (sim.) views
during the vertical coalescence onto a sessile drop (D0 = 1.14mm, u0 = 0.54ms−1, �T = 9.8K,
q̇heater = 2900Wm−2)

radius increases with each subsequent drop impact, and the oscillations preceding
the sessile drop phase are more pronounced with each subsequent drop impact.

In Fig. 13, the snapshots of drop shape, wall temperature and wall heat flux
distributions at two time instants (the first around one millisecond after the impact of
second drop and the second close to end of the spreading phase) are shown. During
the advanced spreading phase, several rings of high heat flux are observed in both
experiments and simulations. The inner ring-shaped high heat flux region can be
explained by the formation of a wave-like flow within the liquid leading to enhanced
convective mixing of the liquid.

Guggilla et al. [8] reported a lower heat flow peak during the impact of a drop onto
a sessile drop compared to the first drop impact. In their experimental work, a 25mm
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Fig. 14 Left: Comparison of radial temperature profiles on the wall surface at the time just prior
to the drop impact onto a sessile drop (D0 = 1.14mm, u0 = 0.54ms−1). A thick substrate (4mm)
is compared to a thin substrate (24mm), both heated (�T = 9.8K, q̇heater = 2900Wm−2) and
unheated (�T = 9.8K, q̇heater = 0Wm−2). Right: Corresponding heat flow from the wall to the
drop

thin steel foil heated by electrical current was used as a substrate, and the impact
frequency was 20 drops per minute. In contrast, Gholijani et al. [6] reported a higher
heat flow peak after each consequent impact; their experiments were performed with
a heated, 4mm thick calcium fluoride substrate, and the drop frequency was varied
between 6 and 10Hz. To explain this apparent contradiction, the developed numerical
model has been used to study the influence of the substrate thickness on heat transfer
by using identical thermal properties of the substrate (see Fig. 14). For the thick
substrate, the input heat flux in the experiments of q̇heater = 2900Wm−2 is chosen
such that the dry substrate maintains a constant surface temperature. However, non-
constant surface temperatures are expected when imposing this input heat flux to
the thin substrate. Hence, for the thin substrate, a heated (q̇heater = 2900Wm−2) and
unheated (q̇heater = 0Wm−2) substrate is studied numerically. The corresponding
input heat flux to maintain a constant surface temperature on the dry, thin substrate
is expected to be somewhere between these two limits. As shown in Fig. 14, the
substrate temperature decreases significantly after the first drop impingement due to
the low thermal inertia of the thin substrate. As a result, the second drop spreads,
depending on the input heat flux of the heater, either on a warmer or a cooler surface.
Hence, the peak in the heat flow of the second drop can be significantly higher or
lower than the peak of the first drop. Further numerical studies reveal that this effect
is more pronounced for lower impact frequencies. Similar conclusions have been
drawn in a numerical study by Guggilla et al. [9].

Finally, the effect of the time interval between the first and the second impact on
spreading radius and heat flow has been studied and compared with the impact of a
single drop with double volume. The interval between the impacts has been chosen
in such a way that the second drop impacts onto the first drop during the spreading,
receding and sessile phases. As shown in Fig. 15, the highest maximal spreading
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Fig. 15 Contact line radius Rcl and cumulative heat flowQ from thewall to the dropover time for the
impact of the second drop during different impingement phases of the initial drop (D0 = 1.14mm,
u0 = 0.54ms−1,�T = 9.8K, q̇heater = 2900Wm−2). In the figure showing the radius, time t = 0 s
is set as the time just before the collision with the first drop or the wall occurs

radius is observed for the impact during the spreading phase of the first drop and the
lowest for the impact during the receding phase. The flow field within the first drop at
the instant of impact of the second drop has a significant influence on the spreading
behaviour. The highest heat is transferred during the impact in the spreading phase.
For all other studied cases, almost the same heat is transferred at 150ms after the
impact of the first drop.

Furthermore, a drop chain consisting of five drops impacting during the spreading
phase of the previous drop has been studied. It has been found that the drop chain
transfers more heat than a single drop of a fivefold volume.

4.3.2 Horizontal Coalescence

For spray cooling, in addition to the vertical coalescence, the horizontal coalescence
is also of great importance. The simultaneous impact of two identical drops onto
two close locations of a hot substrate and the subsequent horizontal coalescence has
been simulated using a structured 3D grid. Due to the symmetry of the geometry, the
computational domain includes only a half of a droplet. A dynamic mesh refinement
with load balancing [22] has been used to refine the mesh locally near the moving
interface.

Figure 16 shows the impact of two drops with a small spacing onto a smooth, hot
wall. Shortly after the collision of the drops’ spreading fronts (t = 2ms), an uprising
planar jet forms between the drops. Afterwards (starting at t = 3ms), a sideward
flow of liquid leads to the thickening of a neck between the drops. The liquid flow
far away from the location of collision is not influenced by the presence of a second
drop. Later, the jet collapses and the two drops form a single sessile drop.
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Fig. 16 Horizontal coalescence of two drops with a spacing of e = d/D0 = 1.5. d denotes the
initial distance between the centres of the drops. Reprinted from [2] with permission from Elsevier

For different spacing parameters e, Fig. 17 shows that the heat flow from the
wall deteriorates as soon as the drops coalescence in comparison to the case of two
non-interacting drops. After the coalescence event, both the wetted area and the local
flow velocity decrease resulting in a lower heat transfer compared to the case of two
non-interacting drops. Hence, the outcome of the simultaneous impact of two drops
strongly depends on the spacing between the drops. More details on the numerical
investigation of the horizontal coalescence and a comparisonwith an analyticalmodel
can be found in [1, 2].

5 Conclusions

The numerical study of the impact of single and multiple drops onto hot walls sig-
nificantly contributes to the understanding of the complex hydrodynamic and heat
transport processes during spray cooling. In this study, the drop impact has been
studied at moderate Reynolds, Weber and Jakob numbers in the drop deposition and
film evaporation regime.
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Fig. 17 Total heat flow Q̇
from the wall to the drop
over time during the
horizontal coalescence of
two drops with different
spacing parameters
e = d/D0. d denotes the
initial distance between the
centres of the drops. e → ∞
labels the simultaneous
impact of two
non-interacting drops [1]

Almost 50% of the global heat transfer can be observed in the vicinity of the evap-
orative three-phase contact line. A one-dimensional lubrication model describes the
hydrodynamic and heat transport processes in a micro region at the three-phase con-
tact line. The results from this model are in good agreement in the chosen parameter
range with results from a full-scale direct numerical simulation of the micro region.

A numerical model developed within the OpenFOAM library is used to study
the drop impact on a macro scale. The results of the micro region model have been
incorporated into the macroscale model in the form of correlations. It has been found
that convective heat transfer is dominant during the spreading phase of the drop.
However, during the receding and sessile drop phases, evaporation at the liquid–
vapour interface and at the three-phase contact line play the main role. An extensive
parameter study of the governing dimensionless numbers, i.e., the Reynolds, Weber,
Bond, Prandtl and Jakob numbers, has been performed. The influence of pressures
on hydrodynamics and heat transfer behaviour has been studied. Finally, the impact
of multiple drops on the hot surface has been studied. The drop frequency is found to
have a major influence on hydrodynamics and heat transport during the impingement
process. Furthermore, it is shown that during the vertical coalescence of two succes-
sive impacting drops the peak in the heat flow can either be higher or lower for the
second drop in comparison to the first drop, in dependency on the substrate thickness.
The outcome of the horizontal coalescence of two simultaneously impacting drops
is determined by the spacing between the drops.
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High Resolution Measurements of Heat
Transfer During Drop Impingement onto
a Heated Wall

Alireza Gholijani, Sebastian Fischer, Tatiana Gambaryan-Roisman,
and Peter Stephan

Abstract Drop impact on a hot surface heated above the saturation temperature
of the fluid plays an important role in spray cooling. The heat transferred from the
wall to the fluid is closely interrelated with drop hydrodynamics. If the surface tem-
perature is below the Leidenfrost temperature, the heat transport strongly depends
on the transport phenomena in the vicinity of the three-phase contact line. Due to
extremely high local heat flux, a significant fraction of the total heat flow is trans-
ported through this region. The local transport processes near the three-phase contact
line, and, therefore, the total heat transport, are determined by the wall superheat,
contact line velocity, system pressure, fluid composition, surface structure and phys-
ical properties on the wall. The effect of the aforementioned influencing parameters
on fluid dynamics and heat transport during evaporation of a single meniscus in a
capillary slot are studied in a generic experimental setup. The hydrodynamics and
evolution of wall heat flux distribution during the impact of a single drop onto a hot
wall are also studied experimentally by varying the impact parameters, wall super-
heat, system pressure, and wall topography. In addition, the fluid dynamics and heat
transport behavior during vertical and horizontal coalescence of multiple drops on a
heated surface are studied experimentally.

1 Introduction

Spray cooling is one of the most efficient methods for heat removal in applications,
which range from the cooling of electronic devices to metal quenching. Heat transfer
by spray cooling is governed by the transport processes during the impact of multiple
drops onto a hot surface (see Fig. 1, right). Understanding the multiple drop impacts
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Fig. 1 Sketch of spray cooling process (right), evaporating liquid drop (middle) and three-phase
contact line (left)

necessitates a detailed investigation of transient processes accompanying the single
drop impact (see Fig. 1, middle).

In a non-isothermal drop impact, the wall temperature affects both the hydrody-
namics and heat transport. According to [2, 3, 16], five heat transfer regimes can
be distinguished: (i) evaporation below the onset of bubble nucleation, which is also
known as the film evaporation [16]; (ii) nucleate boiling; (iii) transition boiling; (iv)
thermal atomization; and (v) film boiling. The impact regime is determined by the
impact Reynolds and Weber numbers, properties of the substrate and the liquid, and
wall temperature.

Numerical simulations [11, 12, 21] and experimental studies [8, 11] reveal that,
if the drop impinges an impermeable and rigid substrate in drop deposition (in the
absence of splashing and bouncing phenomena) and film evaporation regimes, its
evolution can be subdivided into three subsequent phases: (i) the drop spreading
phase, in which the contact line advances radially outwards due to action of inertia;
(ii) the drop receding phase, in which the contact line moves inwards due to surface
tension; and (iii) the phase of sessile drop evaporation, in which the drop is at a state
of mechanical equilibrium. During all three phases, heat is transferred by conduc-
tion, convection, and evaporation. The contribution of each of these heat transfer
mechanisms differs during the various phases. In many spray cooling regimes, the
multiple impacting drops wet isolated parts of the surface. In these cases, the cooling
efficiency significantly depends on the cumulative length of the contact lines which
separate the wetted parts from dry patches [26]. This can be explained by strong heat
flux maxima existing in the vicinity of the three-phase contact lines [13–15, 22] (see
Fig. 1, left). Herbert et al. [11] and Batzdorf [21] have shown by numerical simulation
of a drop impact and evaporation on a heated wall that the heat transported in the
proximity of the three-phase contact line amounts to almost 50% of the total heat
transfer during the sessile drop evaporation phase.

If the spray is not extremely dilute, the heat transport during spray cooling is
governed not by the impacts of separate drops onto a hot wall, but by an interaction of
multiple impacting drops with each other or with a liquid film covering the wall. The
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heat transport mechanisms related to interaction between the drops on hot walls are
very complex and not yet sufficiently understood. In order to reduce the complexity
pertinent to the spray impact at applications-relevant conditions, the interactions
drops can be studied in generic configurations, such as interaction between several
drops simultaneously impacting onto different locations [1, 20] or an interaction
between drops successively impacting onto the same location [5, 7, 9, 10, 17].

The present work aims at enhancing the understanding of non-isothermal drop–
wall interactions in an atmosphere of a pure vapor and at a wall superheat (the differ-
ence between the temperature of the wall and the saturation temperature) below 18
K. A special attention is paid to detailed investigation of the the contact line move-
ment and heat transfer in the vicinity of the contact line. High resolution experimental
studies have been performed for two configurations: singlemeniscus evaporation in a
capillary gap, and impact of one drop ormultiple drops onto a hot substrate. A param-
eter study has been conducted, in which, among others, thewall superheat and impact
parameters have been systematically varied. The experimental results, together with
a predictive model described in Chapter “Numerical Simulation of Heat Transfer
and Evaporation During Impingement of Drops onto a Heated Wall”, contribute to
better insights into the mechanisms of spray cooling and potential improvements of
spray cooling systems.

2 Experimental Method

This section outlines the experimental apparatus employed for the single meniscus
and the drop impact studies followed by a brief description of the data reduction
and measurement uncertainties. The single meniscus experiment is designed in such
a manner that allows a specific and generic investigation of the heat transfer phe-
nomena in the direct vicinity of a moving three-phase contact line. The drop impact
experiments, on the other hand, are designed to study the hydrodynamics and heat
transfer phenomena on the larger and fully dynamic drop impact scale.

2.1 Experimental Setups

Figures2 and 3 demonstrate the core parts of the single meniscus evaporation and
drop impact experimental setups, respectively. The core component of both setups
are sealed temperature-controlled test cells filled with pure vapor. Both setups uti-
lize a high-temperature thermostat to pass heated liquid through the thermalization
channels drilled in the walls of the cells to establish and control the fluid temperature
and accordingly the system pressure.

The refrigerant FC-72 has been used as a working fluid. This refrigerant pos-
sesses a relatively low saturation temperature at atmospheric pressure (56.6 ◦C),
which, together with the dielectric property of FC-72, makes it suitable for ther-
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Fig. 2 Schematic of single meniscus experimental setup

Fig. 3 Schematic of drop impact experimental setup

mal management of electronic devices. Prior to filling the test cell with the working
fluid, the non-condensable gases were extracted from the liquid using a degassing
setup described in [22]. Afterward, the gas in cell was evacuated and filled with the
degassed working fluid to establish pure saturation conditions.

In the singlemeniscus experimental setup (see Fig. 2), a singlemeniscus is formed
in a vertical flat gap between the heater plate and a copper plate kept at the system set-
point temperature. The meniscus can be moved in a direction normal to the straight
contact line by a volume shift in the stainless steel bellows controlled by the stepper
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motor. This allows the investigations of advancing (wetting) and receding (dewetting)
contact lines.

In the experimental setup for investigation of drop impact (Fig. 3), the drops are
generated by pumping the working fluid from a reservoir into the cell using a syringe
pump. The drop size at themoment of detachment is governed by the balance between
the gravity and surface tension forces and is therefore highly reproducible. To vary
the impact velocity and the drop impact diameter, the height of the needle over the
substrate and the needle diameter have been varied, respectively. In this study, the
investigations are not limited to single drop impingement. Multiple drops are created
by either variation of the dispensing volume flow rate of the pump (successive drop
impingement) or by mounting an additional syringe pump unit parallel to the main
unit (simultaneous drop impingement).

In both setups, a high-speed black/white camera is placed at the side of the cell for
optical observation of the moving meniscus or of the dynamic drop shape evolution
during its impact. The B/W images are post–processed in order to determine the
liquid–vapor interface velocity and the apparent contact angle during singlemeniscus
evaporation experiments, as well as the drop diameter, impact velocity, and time
difference between two impacts during drop impact experiments.

An infrared (IR) camera having high spatial resolution and high frame rate is
employed to record the temperature field at the solid–fluid interface. The spatial
resolution of the IR camera is 29.27 µm/pixel and the frame rate is 1 kHz. During
the drop impact experiments, in order to fit the largest drop or two simultaneously
impacting drops in the field of view (FOV) of the IR camera, its spatial resolution has
been set to 40.82µm/pixel. After the experimental run was finished, the IR signal has
been calibrated in-situ versus temperature for each pixel within FOV. The calibration
has been accomplished by pressing a copper block with a known temperature against
the substrate and recording IR images for different temperatures.

The heated substrate is comprised of an IR-transparent CaF2 glass plate with a
thickness of 4 mm coated with a 400-nm-thick chromium nitride (CrN) black layer
with high emissivity and a 400-nm-thick chromium layer, which is used for Joule
heating. These layers are deposited by employing the physical vapor deposition
method [25]. The thermal diffusivity of the substrate material is close to the thermal
diffusivity of the stainless steel alloys, which find application in many technical
systems. The input heat flux and accordingly the wall superheat have been varied
through the electrical power delivered to the chromium layer.

2.2 Data Reduction

The time-dependent distribution of the heat flux at the interface between the solid
substrate and the working fluid is the central outcome of the experimental investi-
gations. The heat flux distribution at the solid–fluid interface is computed from the
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transient temperature field recorded with the IR camera. This is done by solving a
transient three-dimensional equation of heat conduction within the substrate. The
heat conduction equation is solved using the finite volume method. The details of
the above procedure for determination of heat flux distribution and its accuracy are
discussed in [8, 22].

In single meniscus evaporation experiments, the heat flux field has been averaged
along the horizontal direction, and the resulting heat flux line profile along the ver-
tical direction has been analyzed. The contact line position has been determined by
searching for the local maximum of the heat flux line profile.

In drop impact experiments, the impact diameter, impact velocity, and time interval
between the impact of drops are derived by post-processing of B/W images. The drop
diameter is computed by applying a three-dimensional volume integration method.
This method is based on the fact that the images of the drops which are captured by
the black/white camera with a telecentric lens are orthogonal projections of the drop.
The position of the contact line is derived via post-processing of the IR images. It has
been assumed that the drops are symmetric in respect to the vertical axis. The effect
of deviations from symmetry is marginal. The total heat flow at each time instant
is calculated by integrating the heat flux over the whole footprint of the drop. The
details of data reduction are given in [8].

2.3 Measurement Uncertainties

The uncertainties of the measured temperature arise from the noise level of the chip
detector within the infrared camera. This noise level, which is also known as the
noise-equivalent temperature difference (NETD), depends both on the temperature
and on the optical setup. The NETDs values reported by the IR camera manufac-
turers are valid for a certain given temperature level. The noise-equivalent heat flux
difference (NEHFD) related the heat flux uncertainty can be computed on the basis
of NETD. The methods applied for determination of NETD and NEHFD for dif-
ferent temperatures are described in [22]. The uncertainty of the total heat flow is
determined both by the uncertainties of the evaluation of the boundaries of the drop
footprint and by the uncertainty of the the heat flux field. The drop footprint uncer-
tainty is governed by the size of two pixels of the infrared image. The maximum
uncertainty of the total heat flow occurs at the instant of maximal drop spreading.
The vapor temperature inside the cell has beenmeasuredwith an uncertainty of 0.6K.

3 Results and Discussion

This section briefly addresses the main outcomes obtained from single meniscus
experiments based on [22]. Subsequently, the results of single drop impact and mul-
tiple drops impact experiments are reviewed in detail.
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3.1 Single Meniscus Experiment

Figure4 shows the temperature field (left), heat flux field (middle), and the corre-
sponding temperature and heat flux line profiles (right) during the evaporation of a
single meniscus. The temperature minimum and heat flux maximum in the vicinity
of the three-phase contact line can be explained by an extremely small local thickness
of the liquid film, which leads to a very low local thermal resistance of this film.

The influence of contact line velocity andmovement direction on heat transport
has been investigated. The heat flux peak at the spreading contact line has been found
to be up to twice as high as at the receding case. The peak heat flux increases with
an increase in the advancing contact line velocity. This is due to the stronger micro-
convection close to the contact line. This effect is absent for a receding contact line,
resulting in the independence of the heat flux peak from the velocity [22].

The increasing system pressure leads to a decrease in the heat flux peak near the
contact line for static, advancing, and receding contact lines. This is explained by
the reduction in latent heat of vaporization at elevated pressures.

The heater substrate has been coated with a nanofiber mat generated through
electrospinning of 5 wt% polyacrylonitrile solution (PAN; Mw = 150 kDa) in N,N-
dimethylformamide (DMF) to investigate the influence of surface structure. It has
been found that the local heat flux in proximity of a stationary apparent contact line
increases by 60% if the substrate is coated by the nanofiber mat. In the case of a
receding meniscus, the heat transfer is enhanced due to formation of an extended
region, in which the pores within the nano-textured mat are partially filled with
evaporating liquid [4].

Fig. 4 Temperature field (left), heat flux field (middle), and temperature and heat flux line profiles
(right) at �T = 3.4 K and p = 0.57 bar
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A mixture of FC-3284 and FC-84 fluids has been used to study the influence of
fluid composition on the local heat flux. It has been shown that in binarymixtures the
local evaporation rate and heat flux peak are lower compared to the pure fluids. This
effect can be explained by the influence of the mixture on the phase equilibrium,
the local variation of the evaporation rates of various components and the local
differences in concentration.

3.2 Drop Impact Experiment

This section contains the results corresponding to the impact of a single drop
(Sect. 3.2.1) and multiple drops (Sect. 3.2.2) onto a heated surface.

3.2.1 Single Drop Impact Experiment

This section addresses the influence of wall superheat, impact velocity, drop size,
system pressure, and surface structure on hydrodynamics and heat transport during
a single drop impact onto a heated surface. The side view of the drop captured by
the B/W camera at different time instants and the temporal evolution of the heat flux
distribution at the solid–fluid interface determined from the IR images are presented
in Fig. 5. At the initial stages of impact, the maximal heat flux is detected at the center
of the drop footprint. At this stage, a high, uniform heat flux around the central part
of the footprint decreases radially outwards near the drop periphery. The heat is
transported from the wall to the fluid mainly by conduction and convection. At t
= 4ms, shortly before the drop reaches its maximum spreading radius, the highest
local heat flux is observed near the contact line. Starting from this instant, the heat
flux in proximity of the contact line is larger than near the the center, indicating
that the evaporation in the vicinity of the contact line is an important heat transfer
mechanism at this stage. At t= 7ms, the contact line radius reaches itsmaximum and
(i) the drop spreading phase ends. Then, (ii) the drop receding phase begins and the
contact line moves inwards until t= 25ms. From this moment on, the drop reaches a

Fig. 5 B/W images and heat flux fields during the impact of a drop onto a heater for 25ms after
impact (Re = 1450, We = 34, D0 = 0.93 mm, u0 = 0.44 m s−1, �T = 9.5 K, and p = 0.9 bar) [8]
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Fig. 6 Temporal evolution of the a contact line radius and b heat flow during the impact of a
single drop onto a bare heater for various wall superheats (Re = 1450, We = 34, D0 = 0.93 mm,
u0 = 0.44 m s−1, and p = 0.9 bar) [8]

state at which the drop footprint stays approximately constant, corresponding to (iii)
the sessile drop evaporation phase. A qualitatively similar evolution of the contact
line radius and heat flux distribution have been observed over the entire parameter
range.

Influence of Wall Superheat

The experimental results and numerical predictions of the contact line radius, Rcl,
and the heat flow, Q̇, for different wall superheats ranging from 6.9 to 17.2 K are
shown in Fig. 6a and b, respectively. As depicted in Fig. 6a, increasing wall superheat
leads to a decrease in maximum contact line radius and the duration of spreading and
receding phases. This can be explained by the higher evaporation rate in proximity
of the three-phase contact line and concomitant higher apparent contact angle [18].
Increasing the wall superheat leads to stronger oscillations before the beginning of
the sessile drop evaporation phase. In addition, the drop footprint radius at the sessile
drop evaporation phase decreases with increasing of the superheat. The experimental
findings have been compared with numerical predictions showing a good agreement
[8]. The heat transfer increases with increasing wall superheat, but the dependence is
weaker than linear. The deviation between the measured and numerically predicted
heat flow can be attributed to the limited spatial resolution of the IR camera.

Influence of Drop Impact Velocity

Figures7a and b show the experimental and numerical results on the contact line
radius and heat flow for the impact velocities range from 0.33 to 0.57 m s−1.

The higher impact velocities and accordingly spreading velocities lead to the
shorter duration of the spreading phase and the larger maximum contact line radius.
The maximal contact line radius determined from these experimental data scales
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Fig. 7 Temporal evolution of the a contact line radius and b heat flow during the impact of a single
drop onto a bare heater for various impact velocities (1073 ≤Re≤ 1905, 20 ≤We≤ 59, D0 = 0.93
mm, �T = 6.3 K, and p = 0.9 bar) [8]

as Rcl,max ∝ u0.2080 . This is in good agreement with the scaling Rcl,max ∝ u0.20 based
on the balance between the initial kinetic energy and the viscous dissipation for
isothermal impacts [12].

Increasing impact velocity leads to prolongation of the receding phase. The final
radius of the sessile drop reached at the beginning of the sessile drop evaporation
phase does not depend on the impact velocity. The shape of the sessile drop is
determined by the balance between the surface tension and gravity (depending on
the Bond number) for the given drop volume and static contact angle.

During the spreading phase, the heat flow reaches its maximum earlier with
increasing the impact velocity. Heat flow increases with the impact velocity during
both spreading and receding phases. However, the maximum of heat flow appears at
a higher dimensionless time [8]. At the sessile drop evaporation phase, the heat flow,
as well as the drop shape, is independent of the impact velocity. Experimental and
simulation data are in good qualitative and quantitative agreement [8].

Influence of Drop Size

The experimental and numerical data on the contact line radius and heat flow during
the impact of liquid drops with sizes ranging from 0.97 to 1.60 mm are depicted
in Fig. 8a and b, respectively. In these experiments, the spatial resolution of the IR
camera is set to 40.82 µm/pixel. This leads to lower measurement accuracy and a
larger deviation between experimental and simulated curves.

It can be seen in Fig. 8a that the impact of larger drops is accompanied by the
prolongation of both drop spreading and receding phases.Additionally, themaximum
spreading radius strongly increases with the increase of the drop diameter. The heat
flow during all phases increases with the increase of drop diameter, one of the reasons
being the increased wetted area (see Fig. 8b).
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Fig. 8 Temporal evolution of the a contact line radius and b heat flow during the impact of a single
drop onto a bare heater for various impact diameters (1520 ≤Re≤ 2500, 37 ≤We≤ 61, u0 = 0.44
m s−1, �T = 6.9 K, and p = 0.9 bar) [8]

Fig. 9 Temporal evolution of the a contact line radius and b heat flow during the impact of a single
drop onto a bare heater for various system pressures (1220 ≤Re≤ 1530, 23 ≤We≤ 53, D0 = 0.94
mm, u0 = 0.34 m s−1, and �T = 6.5 K)

Influence of System Pressure

Figure9a, and b present the temporal evolution of the contact line radius and heat
flow during drop impact at reduced pressures (ratios of system pressure and critical
pressure) ranging from 0.05 to 0.5, respectively. As depicted in Fig. 9a, themaximum
of the contact line radius is similar for all four pressures. However, the duration of
the spreading and particularly receding phases is increased at elevated pressures.
This is attributed to the slight decrease of kinetic energy due to the lower liquid
density and a significant decrease of surface tension caused by an increase in cell
pressure. The drop footprint during the sessile drop evaporation phase decreases with
increasing pressure. This is due to the decrease in latent heat of vaporization, which
leads to a higher evaporation rate in proximity of the three-phase contact line and a
higher apparent contact angle. The observed behavior agrees qualitatively with the
numerical results of Schlawitschek [24].

The maximum heat flow decreases with increasing pressure, which can be
attributed to the decreasing thermal effusivity of the liquid. The heat flow during the
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sessile drop evaporation phase also decreases with increasing pressure (see Fig. 9b).
This can be explained by a decrease in latent heat of vaporization at elevated pres-
sures, which is supported by the results of the single capillary slot experiment.

Influence of Surface Structure

This section is devoted to the influence of a porous coating on hydrodynamics and
heat transport during a single drop impact onto a heated surface. To generate a porous
coating, the heater substrate is covered with a nanofiber mat with a thickness of 22
µm consisting of randomly oriented nanofibers generated through electrospinning of
5 wt% polyacrylonitrile solution (PAN;Mw = 150 kDa) in N,N-dimethylformamide
(DMF). The mat thickness was measured using confocal microscopy.

An exemplary temporal evolution of heat flux distribution evaluated from the IR
images in the presence and absence of nanofiber mat is presented in Fig. 10. Similar
to the bare surfaces, inertia force leads to drop spreading over the nanofiber-coated
surface at the early stages of impact. However, the spreading velocity is slower
compared to the uncovered substrate. In addition, the heat flux during the spreading
phase is significantly lower for the coated surface compared to the bare surface.
After the maximal spreading radius is reached, the contact line remains pinned.
The receding phase is suppressed. Moreover, spots of high heat flux appear at the
periphery of the wetted region.

The presence of a nanofiber mat prevents direct contact between the liquid and the
heater surface at the early stages of impact. The cold liquid impacts first onto the top
surface of the hot nanofiber mat and is decelerated. The vapor entrapped inside the
pores in between the Cr surface and the bulk liquid plays the role of heat-insulating
layer. This phenomenon, which is referred to as the “skeletal” Leidenfrost effect,
weakens the heat flux tremendously [27]. The drop cools down the nanofibers first,

Fig. 10 Heat flux fields for a duration of 17ms after the impact of a drop onto a bare (top) and
nanofiber-coated (bottom) heater (Re = 1500, We = 37, D0 = 0.95 mm, u0 = 0.45 m s−1, and
�T = 14.6 K)
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Fig. 11 Temporal evolution of the a contact line radius and b heat flow during the impact of a
single drop onto a bare and a nanofiber-coated heater (D0 = 0.95 mm, p = 0.9 bar, hmat = 22 µm,
for scenario (I): Re = 1920, We = 60, u0 = 0.58 m s−1 and �T = 9.6 K; for scenario (II): Re
= 1500, We = 37, u0 = 0.45 m s−1, and �T = 7.0 K)

and heat is removed from the heater mainly through the nanofiber skeleton. At this
stage, the heat transport is determined by the thermal conductivity of the nanofibers,
which is 0.02−0.05 W m−1 K−1 [23].

After severalmilliseconds, two scenariosmight occur dependingonwall superheat
and impact velocity. Scenario (I): the liquid drop penetrates entirely through the pores
of the nanofiber mat and reaches the solid heater surface. This phenomenon takes
place at lowwall superheats and high impact velocities and leads to the appearance of
multiple regions of high heat flux. Scenario (II): the vapor entrapped inside the pores
seems to prevent direct contact of the liquid with the substrate. In this scenario, the
low kinetic energy of the impacting drop prevents the liquid drop from displacing the
generated vapor inside the pores of the nanofiber mat radially outwards. Therefore,
the heat flux around the center of the impact location stays at a low level.

Figure11a and b compare the contact line radius and heat flow between scenarios
(I) and (II) during drop impact onto a heater covered with nanofiber mat. For better
comparability of the results, the data for drop impact onto a bare heater at the same
impact parameters and wall superheats are plotted in the same figures.

If the heater is covered with a nanofiber mat, the drop evolution, regardless of the
scenario, starts from an initial inertia-driven drop spreading, which is in both cases
slower than for the bare substrates. Furthermore, the surface tension-driven receding
phase observed for the drops on bare substrates is suppressed for both scenario (I)
and scenario (II). The drop evolution in scenario (I) is characterized by a faster
initial spreading and by a slow decreasing of the footprint radius after reaching the
maximal spreading, which can be attributed to the effect of evaporation. Scenario (II)
is characterized by a slower initial spreading velocity. At t = 14ms, the spreading
velocity decreases considerably. It is suggested that imbibition is responsible for
the second spreading phase, which is not completed after 250ms. The dynamics of
second spreading phase is strongly affected by the wettability of the fibers. Initially
(during the spreading and a large part of the receding phase for the drops on a bare
substrate) the total heat flow on the bare substrate is significantly higher than on
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the coated substrate. However, starting from the time instant about 25ms after the
impact (sessile drop evaporation phase for drops on a bare substrate) the heat flow
on a coated substrate is higher than that on a bare substrate. This can be attributed
to the larger footprint of the drop. In scenario (I), the heat flow transported from
the heated wall in this phase is very high. We assume that this is explained by the
intensive evaporation of liquid at multiple liquid-solid contact spots appearing after
the penetration of liquid through the mat. The fast evaporation at this phase leads to
the observed slight shrinkage of the drop footprint.

3.2.2 Multiple Drop Impact Experiment

The present section addresses the cumulative effect of the impact of multiple drops
onto a heatedwall.With this objective, the hydrodynamic and heat transport behavior
during vertical and horizontal coalescence of multiple drops on a heated surface is
presented.

Vertical Coalescence

Figure12 shows the side view of the drop recorded by the B/W camera and the
temporal evolution of the heat flux distribution obtained by post-processing of the
IR images. The behavior of the drop shape and heat flux for the first drop follows
the trend presented in Sect. 3.2.1. At t = 102ms, the second drop impacts vertically
onto the first drop. It is clearly seen on the side view images that, similar to the
findings reported in literature [5, 17], the impact of the second drop is followed by
swelling up of the bottom part of this drop (t = 102ms), by formation of a crown (t
= 103ms) and by increasing of the footprint of the combined drop (from t = 103ms
to t = 120ms). The heat flux within the drop footprint rises shortly after the impact
of the second drop (t = 103ms). However, the level of maximal heat flux measured
after the impact of the first drop (t = 4ms) is not reached. This is caused by the
pre-cooling of the substrate by the first drop and by the fact that the direct contact
between the liquid drop and the substrate is prevented due to the presence of the
liquid layer on the substrate. At the time instants t = 105ms and t = 106ms two
ring-shaped regions of high heat fluxes can be observed: the radius of the first region
is close to the contact radius of the first drop prior to the second impact; the second
region is at the contact line of the combined drop.

As presented in Chapter “Numerical Simulation of Heat Transfer and Evaporation
During Impingement of Drops onto a Heated Wall”, the formation of the inner ring
with high heat flux can be explained by the locally low thickness of the liquid film,
which corresponds to the low local thermal resistance of the liquid layer. Moreover,
a high local flow velocity in this region is observed, which leads to extensive mixing
of the liquid. The spreading phase is followed by the receding phase (starting at
t = 120ms), in which the contact line radius decreases. Finally, the sessile drop
evaporation phase is reached. The footprint area of the combined drop at this stage
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Fig. 12 B/W images and heat flux fields for vertical coalescence of two successive drops impinging
onto a bare heater (Re = 2160, We = 64, D0 = 1.14mm, u0 = 0.54 m s−1, �T = 7.6 K, p = 0.9
bar, and f = 10 Hz [7]

is larger than that after the impact of the first drop, which is explained by a bigger
volume contained in the combined drop.

Figure13a and b illustrate the contact line radius and heat flow following the
impacts of four successive drops with the frequency of 10 Hz, respectively. The con-
tact line radius and the heat flow are shown as functions of time elapsed after the
last impact event. As depicted in Fig. 13a, the duration of the spreading phase, and
particularly, the receding phase, increases after each impact. Additionally, the max-
imum contact line radius rises after the second and the third impacts. This behavior,
which is in qualitative agreement with the findings of Guggilla et al. [9], can be
explained by the larger mass of the liquid wetting the substrate. The relative increase
of the maximum spreading radius is less significant after the third impact, and the
maximum spreading radius after the fourth impact stays the same as after the third
one. At the end of the receding phase following each impact, oscillations of contact
radius and heat flow are observed, whereas the oscillation frequency increases and
its amplitude decreases with the increasing sequential number of drop.

Despite a lower maximal heat flux during the spreading phase initiated by the sec-
ond impact, the maximum heat flow increases with increasing of the drop sequential
number (see Fig. 13b). This is associated with the larger footprint of the drop (see
Fig. 13a), which effect is more significant than a decrease of the heat flux. A weak
increase in the maximum heat flow is observed after the third impact. The maximum
heat flow after the fourth impact is nearly the same as after the third impact, in agree-
ment with the trend of maximum spreading radius. The oscillations in the heat flow
before the onset of the sessile drop evaporation phase are caused by the oscillations
of the contact line radius.
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Fig. 13 Temporal evolution of the a contact line radius and b heat flow during the vertical coales-
cence of four successive drops impinging onto a bare heater (Re= 2160, We= 64, D0 = 1.14mm,
u0 = 0.54 m s−1, �T = 12.4 K, p = 0.9 bar, and f = 10 Hz) [7]

Horizontal Coalescence

Figure14 shows the side view of the drop recorded with the high-speed B/W camera
and heat flux distribution, which was determined by postprocessing of the IR images,
at different time instants after the nearly simultaneous impact of two drops. In this
experiment, the difference in impact time between two drops is about 1ms, which
corresponds to the time resolution of the camera recordings. The wall superheat
and the spacing parameter, e, which is the ratio of the distance between the impact
locations to the drop diameter, are set to 7.3K and 2.15, respectively. Similar to
single drop impact, high local and overall heat fluxes are transferred to the liquid in
the first few milliseconds when both drops spread over the heated surface.

At the time interval between 2 and 3ms after the beginning of recording, the rims
of both drops come into contact, and the coalescence of the drops starts. A stagnation
flow is formed at the position where two spreading fronts meet. As a result, the liquid
flow is redirected sidewards and upwards, which leads to the emergence of a bump
between the drops (t = 3ms). A similar phenomena has been observed in [1, 19,
20]. The wetted area and the heat flux distribution far from the region where the
droplet coalescence takes place are not influenced by the interaction between the
drops. Similar to the single drop impact, a region with high heat fluxes in proximity
of the three-phase contact line of the combined drop can be examined. The spreading
process of the combined drop ends due to the dissipation of kinetic energy (t= 8ms).
The combined drop then starts to shrink, driven by the surface tension force. From
this time on, low heat flux at the liquid–solid interface is observed everywhere,
apart from the apparent three-phase contact line. After some time (t = 60ms), the
combined drop reaches the equilibrium state, forming a single sessile drop.

Figure15a and b present the the heat flow and cumulative heat transport as func-
tions of time during the nearly simultaneous impact of two drops onto a heated
surface for different spacing parameters. The impact with spacing parameters of
1.18 and 2.15 result in horizontal drop coalescence over the heater substrate. The
spacing parameter of ∞ stands for the impact of two drops that are so far from
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Fig. 14 B/W images and heat flux fields during the horizontal coalescence of two drops over a bare
heater (Re = 1750, We = 50, D0 = 0.93 mm, u0 = 0.53 m s−1, �T = 7.3K, p = 0.9 bar, and e
= 2.15) [6]

Fig. 15 Temporal evolution of the a heat flow and b cumulative heat flow during simultaneous
impact of two drops onto a bare heater for various spacing parameters; e → ∞ represents the non-
coalescence case (Rec = 1750, We = 50, D0 = 0.93 mm, u0 = 0.53 m s−1, �T = 7.3K, and p
= 0.9 bar) [6]

each other that no interactions takes place between them. The corresponding heat
flow is equivalent to twice the heat flow of a single drop impact. The experimental
results show that the heat flow is not affected by the presence of a neighbouring
drop as long as the the wetted regions corresponding to these drops stay separated
from each other. Once the drops start to coalesce, the heat flow during the spreading
and receding phases of e = 2.15 is relatively similar to the case of two independent
drops (e → ∞). However, for the case e = 1.18 the heat flow during the spreading
phase (including the maximal heat flow) is lower, and during the receding phase, is
higher than for e → ∞ and e = 2.15. These results are in good agreement with the
numerical simulations presented in [1].

At the late stages of the impact in which a single sessile drop is formed, the
heat flow through the liquid–solid interface transferred to the combined drop is
independent of the spacing parameter and is lower compared to the case of two
independent drops. This observation is attributed to the smaller cumulative liquid–
solid contact area and shorter cumulative length of the three-phase contact line of
the combined sessile drop compared to two sessile drops with the same cumulative
volume.
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4 Conclusions

This study is devoted to experimental investigations on fluid dynamics and heat
transport during the impact of a single drop and multiple drops onto a heated sur-
face. In addition, transport phenomena associated with a single evaporating contact
line under well-controlled conditions have been studied in a dedicated experimental
environment. In the scope of this work, the influences of wall superheat, contact line
velocity and its direction, system pressure, fluid composition, and surface structure
on fluid dynamics and heat transport during moving contact line and drop impact
were investigated.

The experimental results of single drop impact revealed that increasing the wall
superheat, impact velocity, and drop diameter, as well as decreasing system pressure,
results in increased heat flow to the drop after the impingement. The maximum
spreading radius after impingement increases with the increase of impact velocity
and impact diameter and decreases with the increase of wall superheat and system
pressure. The experimental results at atmospheric pressure were compared against
the available numerical model developed in [11, 21]. A good agreement between
measurements and model predictions was observed. In addition, the impact of a drop
onto a surface with a porous coating is accompanied by lower heat flow at the early
stages of impact, while it leads to enhancement of the heat flow at the late stages
of impact. The heat flow enhancement is due to the large solid–liquid contact area
caused by the drop pinning effect. A significant heat transfer enhancement has been
observed for the scenario in which the kinetic energy of the drop was sufficient to
completely penetrate through the coating.

The last part of this study focuses on the impingement of multiple drops onto a
moderately heated wall as an important step towards understanding the mechanisms
of spray cooling. Hydrodynamics and heat transport behavior during vertical and
horizontal coalescence of multiple drops over a heated surface are addressed. The
investigations revealed that the solid–liquid contact area, and, accordingly, heat flow,
rise after successive impacts. Horizontal drop coalescence leads to lower heat flow in
comparison to non-coalescence cases, especially during the sessile drop evaporation
phase.
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Impact of Supercooled Drops onto Cold
Surfaces

Mark Gloerfeld, Markus Schremb, Antonio Criscione, Suad Jakirlic,
and Cameron Tropea

Abstract Ice accretion resulting from the impact of supercooled water drops is
a hazard for structures exposed to low temperatures, for instance aircraft wings
and wind turbine blades. Despite a multitude of studies devoted to the involved
phenomena, the underlyingphysical processes are not yet entirely understood.Hence,
modelling of the conditions for ice accretion and prediction of the ice accretion
rate are presently not reliable. The research conducted in this study addresses these
deficiencies in order to lend insight into the physical processes involved. While
presenting an overview of results obtained during the first funding periods of this
project, new results are also presented, relating to the impact of supercooled drops
onto a cold surface in a cold air flow. The experiments are conducted in a dedicated
icing wind tunnel and involve measuring the residual mass after impact of a liquid
supercooled drop exhibiting corona splash as well as the impact of dendritic frozen
drops onto a solid surface.

1 Introduction

Icing of surfaces due to the impact of water drops at subfreezing temperatures, so-
called supercooled large drops (SLD), poses a severe problem for transportation
systems, as it may result in ice accretion on aircraft and roadways. This is also a
frequent problem for power lines and wind turbines. Iced surfaces not only affect
the proper and reliable function of the respective system; they can also represent
a serious danger, since aircraft may crash, ships can capsize, iced roads result in
traffic accidents and power lines and wind turbines may collapse as a consequence
of additional loading by ice accretion. It is therefore of eminent importance that
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the physics of drop solidification upon impact onto surfaces are understood and are
predictable in order to properly model the phenomenon in numerical simulations and
to design surfaces and/or means to reduce or eliminate icing.

However, the problem is complex. For one, solidification is initiated by nucle-
ation, which in itself is inherently complex and normally treated in a stochastic
manner. Then there is a complex interaction between thermodynamics and hydrody-
namics, involving conjugate heat transfer with the substrate and wetting phenomena
with material properties which are temperature dependent. Furthermore, these pro-
cesses can involve mixed phases in which liquid, liquid with dendrites and ice are
all present. Finally, the state of the substrate must also be considered. If the impact
target is already covered with ice, then the entire solidification process can occur
instantaneously upon impact, without exhibiting any freezing delay.

All of these complexities have been the focus of research in this project over the
past 12 years at the Institute of Fluid Mechanics and Aerodynamics at the Technical
University of Darmstadt within the framework of the CRC-TRR 75. The present
article attempts to summarize the results of this work, divided into twomain chapters:
Chapter “InteractiveVisualizationofDropletDynamicProcesses”, dealingwithwork
performed during the first two funding periods from 2010 until 2017 and Chapter
“Development of Numerical Methods for the Simulation of Compressible Droplet
Dynamics Under Extreme Ambient Conditions”, dealing with on-going research
until the completion of the CRCTRR 75 in 2021. Further review articles of the work
performed in the framework of this project can be found in [1, 2].

2 Nucleation and Freezing of Supercooled Large Drops
(SLD)

The impact of a supercooled large drop (SLD) onto a surface is largely unaffected
by the temperature of the substrate before nucleation occurs, exhibiting only minor
dependencies related to the change of viscosity at low temperature [34]. Thus, a
large body of literature addressing the hydrodynamics of drop impact onto dry sur-
faces with no phase change is directly applicable [27, 42]. However, once nucleation
occurs, the rapid propagation of dendrites within the drop inhibits further hydrody-
namic spreading and/or receding. Therefore, the nucleation instant and the associated
freezing delay is of utmost importance in defining thefinal iced area and is an essential
ingredient into any physics-based model describing ice accretion.

Once solidification starts as a result of the nucleation of ice embryos, a fast propa-
gation of a cloud of dendrites throughout the bulk occurs, duringwhich the remaining
liquid portion of the drop warms to the freezing temperature. This rapid propagation
of dendrites is followed by a slower, planar solidification corresponding to the Stefan
problem. This process of solidification is depicted in Fig. 1. In the framework of this
project, these phenomena have been examined in detail, experimentally, numerically
and theoretically. Numerous articles summarize the main developments achieved,

http://dx.doi.org/https://doi.org/10.1007/978-3-031-09008-0_2
http://dx.doi.org/https://doi.org/10.1007/978-3-031-09008-0_3
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Fig. 1 Three stages of solidification of a supercooled drop in the vicinity of a solid wall: (1)
heterogeneous nucleation and spreading of a thin ice layer on the substrate, (2) dendritic freezing of
the bulk liquid, (3) freezing of the remaining water at Tm. Note that the orientation of the dendrites
in 2 and 3 is only schematically represented. Reprinted with permission from [35]. Copyright 2017
by the American Chemical Society

and two topics illustrating the main physical phenomena will be discussed in this
Chapter: nucleation and freezing delay; and the three stages of solidification within
the drop. The reader is referred to the other published material from this project for
further details [1, 4, 5, 18, 19, 24, 29, 33–37].

2.1 Nucleation and Freezing Delay

The random nature of nucleation suggests that a statistical model should be possible
to formulate by observing nucleation over a large number of identical experiments.
Such a model for heterogeneous nucleation has been developed, based on a large
number of impact experiments using double-distilled water drops and substrates at
temperatures between +17 and −17 ◦C. Denoting Js(t) as the instantaneous rate of
nucleation per unit area, the total average number of nucleation sites per drop can be
estimated as

λ(t) =
∫ Ac(t)

0

(∫ t

tw(Ac)

Jsdt

)
dA, (1)

where Ac(t) is the wetted surface area at time t and tw is the instant when the given
area element is wetted by the spreading drop for the first time. For long times after
impact, t � tw, the time of drop spreading can be neglected in comparison to the
total time of nucleation and the expression for the average number of nucleation sites
reduces to

λ(t) ≈
∫ t

0
Jsdt. (2)

Since the process of nucleation is completely random, the statistics of the number
of active nucleation sites follows a Poisson distribution. Considering statistics of
N0 initially liquid drops impacting onto a cold substrate, the time at which the
first nucleus appears in each drop is denoted tn and can be determined from the
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Fig. 2 Average number of nucleation sites per unit area as a function of time. Left graph: water
drops at 14.3 ◦C impacting onto a cold, polished, aluminum substrate at −17.0 ◦C. Drop diameter
is 3.09mm and the impact velocity is 4.09m/s. The impact angle is 30◦. The contact temperature
Tc = −14.7 ◦C is estimated using theory [28]. Right graph: supercooled water drops impacting onto
a cold, sandblasted, glass substrate. The temperature of the substrate and the drop are the same.
Drop diameter is 3.2mm and the impact velocity is 2.2m/s. The impact angle is 90◦. Reprinted
with permission from [37]. Copyright 2017 by the American Physical Society

experiments. The number of all the liquid drops Nliq(t), whose nucleation time is
larger than t continuously reduces in time. The above analysis yields the following
remote asymptotic relation between the relative number of liquid drops and the
nucleation rate

λs(t) ≡
∫ t

0
Jsdt = 1

Ac(t)
ln

N0

Nliq(t)
(3)

for times much longer than the time of drop spreading, where λs(t) is the average
number of nucleation sites per unit area.

The values of λs(t) estimated from the experiments using the approximate expres-
sion (3) are shown in Fig. 2 for the impact of warm drops (left graph) and for impacts
of supercooled drops (right graph) with various initial temperatures. In all cases, a
time-dependent nucleation rate is observed. For the case of supercooled drops, the
nucleation rate is relatively high during the first 35ms after drop impact and is smaller
for longer times. Moreover, a clear time lag for nucleation of approximately 20ms
is observed for oblique impact of warm drops (see the insert in Fig. 2 (left graph).

Omitting further details which can be found in the cited literature, the surface tem-
perature is found to be crucial for the nucleation rate. For low substrate temperatures,
the contact area and contact time between the liquid and the substrate are increased
as a consequence of varying liquid properties; especially the liquid viscosity exhibits
a significant increase for temperature below 0 ◦C. A more viscous flow leads to
increased contact time, resulting in a higher nucleation probability. Concluding, the
nucleation rate depends on time and is highest in the short phase immediately after
impact. Further experiments performed with double-distilled degassed water drops
exhibit a clear dependence of the nucleation rate on the liquid gas content, revealing
another influence independent of the surface temperature [37].



Impact of Supercooled Drops onto Cold Surfaces 315

2.2 Three Stages of Solidification within the Drop

To investigate the freezing process within a SLD in contact with a cold surface, a
unique Hele-Shaw facility was conceived, constructed and proven to represent well
the freezing of a sessile drop [38]. This facility is pictured in Fig. 3, illustrating the
possibility of observing the freezing process through the acrylic glass plates using
a high-speed video camera. The Hele-Shaw cell is placed on a cooling plate which
maintains a specific temperature down to −30 ◦C using an external chiller. A typical
freezing process of a water drop in this facility is shown in Fig. 4, indicating the three
stages of freezing, with distinctly different time scales.

In the first stage, heterogeneous nucleation at thewall is followed by the tangential
growth of a thin ice layer spreading over the metal substrate/water interface with a
constant speed, which depends on supercooling. This initial ice layer has been well
documented in [35] with comparison to existing studies [39]. In the second stage,
the growth of dendrites arising from the layer instability is observed. While single
dendrites are observed for smaller supercooling, the dendrite density increases with
increasing supercooling, resulting in a dense front of dendrites for large supercooling.
The spreading of the initial ice layer on the bottom locally causes solidification of

Fig. 3 Schematic of the Hele-Shaw cell with an inserted drop. Reprinted with permission [35].
Copyright 2017 American Chemical Society

Fig. 4 Observations of freezing process using Hele-Shaw cell. Top row—first two stages of solid-
ification, supercooled to approx. −15.8 ◦C. Bottom row—Third stage of solidification of drop in
top row. Approx. 19% of the liquid is already frozen at the beginning of this stage. Reprinted with
permission [35]. Copyright 2017 American Chemical Society
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Fig. 5 Steady state tip velocity, vt, dependence on initial supercooling �T for λs/λf = 1: compu-
tational versus MST-theoretical and experimental results; the results obtained by present empirical
model accounting for kinetic undercooling at the solid-liquid interface exhibit good agreement with
reference experiments over the entire range of initial supercooling. Reproduced from [6]. Copyright
2015 Elsevier Masson SAS. All rights reserved

the meta-stable liquid, leading to an asymmetric propagation of the dendrite front,
as shown in the top row of images in Fig. 4 between t = −16ms and t = −10ms.

At the end of the second stage (t = 0) only a portion of the initially supercooled
drop is frozen and a lattice of dendritic ice fills the entire drop. The latent heat
released during solidification haswarmed up thewater/icemixture to thermodynamic
equilibrium at the melting temperature. In the third stage (t > 0) a stable freezing of
the remaining water occurs. The freezing front in this stage moves in the opposite
direction of the applied heat flux. This stage can be observed in the lower row of
images in Fig. 4.

Although the final two stages of freezing have been previously identified exper-
imentally [12], the modelling of these stages was unclear until recently. Building
on the morphological instability of the initial tangential ice layer introduced by [22,
23], the analytic solution for the steady-state tip velocity and radius of growing den-
drites from [10], as well as the principles governing the tip shape using Marginal
Stability Theory (MST) introduced by [15–17], a unique tip growth velocity as a
single valued function of the supercooling can be calculated. However, for larger
supercooling the theory overpredicts the growth rate of dendrites, as shown in Fig. 5.
Therefore an empirical model for the kinetic coefficient was developed, as outlined
in the following. It represents a revised version of the model derived in [5].

In order to quantify the model term mimicking the kinetics-limited growth, the
theoretical and experimental results displayed in Fig. 5 are comparatively analyzed.
First of all, it is assumed that the steady-state dendrite tip velocity determined exper-
imentally in [39], vn,exp, is directly proportional to �TT
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vn,exp ∝ �TT, (4)

with �TT representing the total undercooling (consisting of viscous and kinetic
fractions, �Tν and �Tkin respectively) at the solid-liquid interface, which is defined
as

�TT = �Tν + �Tkin. (5)

In the analytical MST solution, the viscous undercooling is accounted for. In order to
account for the kinetic undercooling, the ratio of the theoretical steady-state velocity
vMST (related to the viscous undercooling only) to the experimentally determined one
vn,exp (influenced in addition also by the kinetic undercooling), |ṽn| = vMST/vn,exp, is
computed assuming its proportionality to the ratio of the viscous (capillary) under-
cooling to the total undercooling

�TT = �Tν

|ṽn| . (6)

Inserting it into Eq. (5) and adopting a linear function for the kinetic undercooling,
the following expression for the kinetic coefficient is obtained

kkin = |ṽn|vMSTLρ

(1 − |�vn|)κσTm
. (7)

Here, σ and κ describe the interfacial energy of water and the curvature of the surface
area, respectively. Tm denotes the melting temperature of water and L represents
its latent heat of fusion. The density of ice and water is assumed to be equal and
is given by ρ. The preliminary results obtained at high supercooling degrees by
accounting for the kinetic undercooling in the present computational model exhibit
good agreement with the experimental data. The only limitation when using Eq. (7)
is that the kinetic coefficient is directly dependent on the theoretical steady-state
velocity; hence, on the initial supercooling degree. In order to find a coefficient
value valid for all supercooling degrees considered, the relation between the kinetic
coefficient and the theoretical steady-state velocity is introduced by applying the
following relation:

kkin = ξ (vMST)
2
3 . (8)

The value of the coefficient ξ representing a pre-exponential factor, is calibrated
by reference to the experiment by [39] (see Fig. 5), amounts to (π/11)2/3. Accord-
ingly, the coefficient ξ represents a dimensional quantity whose units corresponds to
m1/3/

(
s1/3K

)
. The kinetic undercooling can be formulated as follows:

�Tkin = vn

kkin
. (9)
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Assuming that the solid-liquid interface velocity, vn, corresponds to the theoretical
value vMST obtained by neglecting the kinetic effects, the kinetic undercooling can
be redefined, yielding in following equation:

�Tkin = (vMST)
1
3

ξ
. (10)

Thus, the appropriate quantification of the kinetic undercooling influence on the
dendrite growth in the high supercooling range is provided. After accounting for the
kinetic effects by considering the present approach, the computational results at high
supercooling degrees follow closely the experimental results, Fig. 5. Further details
of the numerical procedure used can be found in [5, 6].

3 Impact of Supercooled Large Drops Superimposed with a
Cold Air Flow

Further investigations were devoted to the investigation of supercooled drops impact-
ing under the influence of a cold air flow. These investigations involve fluid drops
impacting with a corona splash as well as drops which have completed the second
solidification stage (growth of dendrites in the bulk) before impact. The associated
experiments have been conducted in a newly developed icing wind tunnel which
is described in detail in the following section, followed by sections describing the
experimental results and analyses.

3.1 Test Facility

The wind tunnel is a vertical open return blower wind tunnel placed inside a cooling
chamber, as depicted in Fig. 6. After passing the inlet section and nozzle, the flow
enters a square test section with a side length of 140 mm, before entering a diffusor
leading to a radial fan. The flow exits the fan into the cooling chamber. The velocity
profile across the test section is highly uniform, reaching velocities up to Uair =
40 m/s with a turbulence intensity of Tu = 0.5%.

Supercooled drops are generated fromabove the tunnel inlet using a syringe needle
inside of the wind tunnel and protected from the airflow by a shroud pipe. In order
to minimize the probability of solidification inside of the water supply, the drops
are produced from de-ionized water (Milipore ®). After detaching from the syringe,
the drops accelerate due to gravity until entering the air flow, where they are further
accelerated by the air flow. In the test section, the drops impact onto a surface placed
horizontally in the wind-tunnel. The impact is captured using a high-speed camera
(Photron SA-X2) with background illumination.
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Fig. 6 Icing wind tunnel
placed inside of a cold
chamber for investigating the
impact of supercooled water
drops. Some components are
not shown to scale.
Reprinted from [7]
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Fig. 7 Rotatable impact
surface for the investigation
of residual mass, enabling
multiple viewing angles.
Reprinted from [7]
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The cooling chamber maintains ambient temperatures down to Tamb = −20 ◦C;
thus determining the temperature of the airflow, the drops and the impact target.
All temperatures range within ±1.5 ◦C of the chamber temperature. Furthermore,
the ambient air is fully saturated, avoiding any temperature variation due to drop
evaporation. In order to quantify the supercooling of the drops, the temperature is
continuously measured by a thermocouple inside of the syringe needle. Addition-
ally, the temperatures of the surface and the air flowing through the test section are
monitored during the experiments.

The drop impacts onto a flat aluminum target. To examine the deposited liquid or
ice on the surface after drop impact, some additional features have been incorporated
into the target, as depicted in Fig. 7. A heating wire wraps around the cylindrical
aluminium target in order to melt any residual ice remaining on the target. This
is especially helpful in retroactively determining the volume/mass of the deposited
fluid, since after heating the possibly frozen drop it becomes a sessile, liquid drop. To
examine the residual ice and/or sessile drop in more detail, the target can be rotated,
during which images from numerous viewing angles are captured. This technique,
employing multiple views, yields a high precision measurement of the remaining
liquid volume, elaborated in more detail below.
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3.2 Impact of Mushy Frozen Drops

Supercooled drops are in a meta-stable state and their freezing depends on the occur-
rence of nucleation sites. An analysis of the nucleation probability after impact
conducted previously [37] indicated that the highest nucleation probability occurred
shortly after impact. However, the number of drops with a distinct freezing delay
remains non-negligible. Thus, different icing scenarios have to be considered.

An onset of freezing long after the impact results in a solid spherical cap (truncated
sphere) with an elevated top due to freezing expansion, arising from the solidification
of the receded, sessile drop. The influence of fluid temperature and surface properties
were investigated for this case in previous studies [6, 38]. However, if a shorter
delay arises between impact and solidification, other freezing scenarios are possible.
One frequent scenario is solidification shortly after impact. A freezing during the
receding of the drop fixes the fluid in its current position and leads to a larger surface
area covered with ice. The solidified area is therefore strongly linked to the impact
hydrodynamics and the surface properties as described in [42]. In fact, dendritic
solidification of the drop might occur even before impact if nucleation arises due to
contaminants or disturbances beforehand. The short timescale of the first dendritic
solidification stage and the significantly slower second stage then lead to an impact
of a mushy, frozen drop. Moreover, the dendritic freezing may occur for supercooled
liquid remaining on the surface after impact, which also yields a mushy phase.
The impact and spreading of a ‘mushy’ phase, or dendritic frozen drop, remains
unexplored to date and is one focus of the present study.

Although to the authors’ knowledge no study has addressed the impact of dendritic
frozen drops, the impact of two-phase drops has been the topic of several investiga-
tions in the recent past. A review of compound drop impact is found in [2], although
the investigated drops mainly involved two liquid phases. A study of the impact of
a sand/water mixture drop was conducted in [20]. A more recent study from [14] is
devoted to the impact of a partially frozen binary drop composed of hexadecane and
diethylether. However, the solidification of these drops occurs uniformly from the
outside to the centre during their descent.

In the present study, the impact of dendritic frozen drops is examined, whereby
their ice fraction is varied systematically by the degree of supercooling of the initially
liquid drop. In order to characterize the plastic flow behaviour of the impact, an
existing model for the impact of a semi-brittle sphere is adapted [31]. Using this
model and information gained from the high-speed recordings—the residual height
after the impact of the mushy drop, the impact velocity and the ice fraction—the
yield strength of the mushy phase is estimated. The results of this study can be found
in [8].
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3.2.1 Method

Thedrops used in this study all had adiameter of D0 = 3mmand their impact velocity
was varied in the range 3.8–5.6ms−1 by varying the flow velocity in the wind tunnel.
The initial supercooling of the drops was varied in the range −11.5 to −7K. To
promote and ensure dendritic freezing before impact, several small ice crystals were
pinned to the end of the shroud pipe. Since the typical time for dendritic freezing of
the drop,O(10ms), is much shorter than the time it takes the drop to reach the impact
target, O(100ms) after nucleation, all drops in the present study have finished the
dendritic stage of supercooled solidification upon impact. Hence, all impacting drops
exhibit a temperature of 0 ◦C, since thermodynamic equilibrium has been reached.

In order to determine the volume ratio of ice in the drop, the ice fraction ξice is
obtained from an energy balance in the drop [9]. Considering the temperature depen-
dent properties of the fluid, the ice fraction is obtained from the initial supercooling
after [33] as

ξice = ρwcp,w�T

ρiceL + �T (ρwcp,w − ρicecp,ice)
. (11)

Here, �T represents the initial supercooling of the liquid in Kelvin and L the latent
heat of fusion. Furthermore, ρw and cp,w are the density and heat capacity of the
supercooled liquid respectively, and correspondingly, ρice and cp,ice the properties
of ice at 0 ◦C. The ice fraction of the mushy drops used in the experiments ranges
between ξice(11.5K) = 15.0% and ξice(7 K) = 9.4%. The specific heat capacity at
constant pressure (cp) is used instead of the specific heat capacity at constant volume
(cv), since during freezing the pressure remains constant, but not the volume.

One quantity characterizing the mushy phase of drops with various dendritic ice
fractions is the yield strength of the ice/water mixture. To estimate the yield strength,
a model describing the impact and fragmentation of ice particles is adapted from
[31]. The particle is considered as a semi-brittle sphere being crushed upon impact.
The yield strength is obtained from a force balance normal to the surface and the
dimensions of the crushed particle when it comes to rest. Throughout the impact
event of a mushy frozen drop, the yield strength Y is assumed to be constant. This
way, it is related to the impact velocity and the remaining height of the particle by

1

Y
= − 2

ρU 2
0

ln

[
(2 − δmax)

2(1 + δmax)

4

]
, (12)

with ρ being the density of the particle and U0 its impact velocity. The remaining
dimension in the vertical direction is denoted by the maximum of a dimensionless
displacement δmax. It is obtained from the particle height hmax and the initial radius
R0 as δmax = 2 − (hmax/R0). A more detailed derivation of the model is given in
[31].
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3.2.2 Results and Discussion

The ice dendrites developing inside the drop during the first freezing stage cause a
significant change of its material properties and its impact behaviour. A pure liquid
drop upon impact forms a thin lamella spreading over the surface [42]. In contrast, the
flow in a mushy frozen particle corresponds more to a plastic flow behaviour, with an
increased deceleration of the flow during impact. For the investigated mushy frozen
particles, the deceleration is sufficient to cause a nearly cone-shaped ice agglomera-
tion at the impact position when the mixture comes to rest. This behaviour is visible
in the image sequence shown in Fig. 8.

In the first image before the impact occurs, the dendritic state of the drop is
already noticeable. The first-order refracted light from the background illumination
passing through a pure liquid drop would form a bright spot in the middle of the drop.
However, the dendrites in the mushy particle cause a diffuse light scattering within
the drop, resulting in an evenly dark appearance of the drop. In the first instance after
the impact, small fragments leave the spreading mushy frozen particle, similar to
the prompt splash of a liquid drop. However, their appearance suggests a mixture of
water and broken dendrites, i.e., ice. Subsequently, the above-mentioned deceleration
of the ensuing ice/water mixture initiates an accumulation of the mushy phase in the
center. Eventually, the mushy phase comes to rest and forms a shape similar to a
cone, as shown in the last two images of Fig. 8. The shape remains undisturbed on
the surface while the remaining fluid in the mixed phase finishes its solidification.

The dimensions of the remaining cone are obtained from images captured while
rotating the target. The analysis of the resulting geometry indicate two main depen-
dencies. First, a higher impact velocity leads to a decreasing height of the remaining
shape due to higher inertial forces during impact. Second, the height of the remaining
shape alters with the initial supercooling of the drop, which corresponds to different
ice fractions according to Eq. (11). This influence suggests a change of the mushy
particle properties. With regard to the model of [31], this change manifests itself
in a different yield strength of the mushy phase. With the aid of Eq. (12), a yield

Fig. 8 Image sequence of a mushy particle impacting with U0 = 4.2 m/s originating from a drop
with an initial supercooling of �T0 = 9.2 K
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Fig. 9 Yield strength determined from the experimental results for residual height plotted over the
ice fraction of the corresponding mushy particle. The drawn line indicates the general trend

strength Y (U0, δmax) for each impacting particle as a function of its impact velocity
and residual height is obtained. In Fig. 9, this yield strength is plotted over the volume
ice fraction ξice.

The experiments reveal a clear tendency towards higher values of Y for increasing
ice fraction; however, the scatter of the data indicates significant uncertainty in the
exact value of Y and a larger amount of data would contribute to improvement of the
predictive capability indicated by the data. Nevertheless, this data presents a novel
step in understanding the physics and dynamics related to the impact ofmushy frozen
drops and their properties.

3.3 Residual Mass of Drops Impacting with a Corona Splash

The impact of a supercooled drop on a surface increases the probability of solidifica-
tion of the fluid [37]; however, as long as the drop is not contaminated before impact
it usually remains liquid during the impact. Considering the timescales of the kine-
matic and spreading phase of the impact [26] and the propagation of dendrites in the
initial solidification stage [39], in general the impact stages are significantly faster.
Hence, the first stages of a supercooled drop impacting as a liquid are not affected
directly by the solidification of the fluid at the beginning. However, the flow follow-
ing the first contact determines the distribution of fluid on the surface and influences
where it eventually solidifies. Hence, the following section deals with the spreading
dynamics of a liquid drop impacting with a co-flow and the mass remaining on the
surface for situations in which a splash occurs.
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Fig. 10 Point cloud of drop
(black) reconstructed from
the framework of points
(red) obtained from multiple
viewing angles

3.3.1 Materials and Methods

Using the icing wind tunnel described above, experiments have been carried out with
drop impact velocities in the range U0 = 0 to 10.5 m/s at supercoolings in the range
�T0 = −5 to −13 K, keeping the drop diameter constant at D0 = 3mm.

To conduct the measurement of deposited mass, the target is first heated to melt
any ice which had formed after the splash. When melted, the liquid recedes into a
spherical cap. Several images of this sessile drop are then captured from different
viewing angles by rotating the target; hence, any deviations from axisymmetry or
off-centering can be detected and accounted for, increasing the precision of the
determined volume. The images are used for a three-dimensional reconstruction of
the drop shape. This reconstruction is visualized in Fig. 10. The red lines in this figure
correspond to elliptic contours obtained from different viewing angles; the black dots
lie on the interpolated surface. From this point cloud, a triangulation of the enclosed
volume is performed. The images are calibrated using metal spheres exhibiting a
precision of <0.01 mm in diameter. During the calibration, a reconstruction of the
sphere volume with a maximum deviation of 0.2 µl is achieved. Thus, the method
enables a reconstruction of drop volumes with an uncertainty of ±0.2 µl.

3.3.2 Results and Discussion

Considering the impact of a drop with a superimposed co-flow, the flow of the
impacting fluid is also affected by a deformation of the drop as it approaches the
surface. An example of drop deforming in an airflow withUair = 25m/s is shown in
the right image of Fig. 11. In comparison to a spherical drop (left image), the drop
exhibits a flattening of its front close to the surface. This deformation is most likely
attributed to co-flow stagnation pressure arising on the target surface.

In order to investigate the effect of the deformation on the flow developing on the
surface, the curvature of the drop needs to be quantified. For this purpose, the curva-
ture of the drop front, κ , is determined from the inverse of the average radius in the
immediate vicinity of the first point of contact before impact. Hence, a flattened drop
front leads to an increase of average radius and to smaller values of κ . Furthermore,
the spreading lamella flow on the surface is considered in terms of the evolution of
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Fig. 11 Drop deformation before impact due to acceleration in the surrounding air flow. The left
drop impacts without a co-flow. The right drop is accelerated by an air flow with Uair = 25m/s.
Both drops are of the same volume (V0 ≈ 14.1µl) [7]

the wetted area as introduced by [26]. In this work, the time dependent evolution
of the radius of wetted area r is found to grow proportional to

√
t , resulting in an

expression for the dimensionless radius of the wetted area r+ = r/R0 as

r+ = b
√
t+. (13)

Here, t+ = tU0/D0 denotes the dimensionless time and b a dimensionless propor-
tionality constant. In the investigated drop impacts of the present study, the radius
of the wetted area is tracked by an image recognition software. Assuming a corre-
lation according to Eq.13, the proportionality constant b is determined from a least
squares fit to the obtained data for each impact. The resulting values are plotted in
Fig. 12 with regard to the corresponding values of dimensionless curvature κR0. It
is apparent that the values of b increase with decreasing curvature. Thus, a flattened
drop front (smaller κ) causes a faster spreading of the fluid on the surface, i.e. an
increased spreading velocity of the fluid on the surface.

This perception leads to the hypothesis that the flow during the kinematic impact
phase is not dependent on the average radius R0, but on the curvature κ . Replacing
R0 in Eq.13 leads to a correction of the proportionality constant given by

b = b0√
κR0

. (14)

Here b0 denotes the constant for a spherical drop (κR0 = 1) which is marked in
Fig. 12 with a dashed line. The solid line in the same figure represents a least squares
fit of Eq.14, which exhibits good agreement with the experimental data. The value
of b0 for a spherical drop is determined as b0 = 2.12, which agrees well with the
value obtained by [26], being b0 = 2.05. Note that the original value given in their
work is obtained with a different scaling, which requires a conversion of the value
with the factor 1/

√
2 in order to compare it to the findings of the present study.

The curvature correction enables the incorporation of drop deformation effects in



326 M. Gloerfeld et al.

Fig. 12 Proportionality constant b as a function of the dimensionless curvature (κR0) of the impact-
ing drops lower surface [7]

models describing the flow developing during impact, for instance with respect to
the splashing of a drop as in [25]. A detailed description of the adaption of this model
with regard to drop deformation can be found in [7].

Besides the drop spreading on the surface, some liquidwill splash. This re-emitted
liquid will end up somewhere else, possibly not even on the target [42]. The amount
of deposited mass is of particular interest, since this directly influences the amount
of ice accretion. Splashing of a drop impacting onto a dry surface has been a topic
of exhaustive reviews in the past [11, 41, 42]; however, little work has succeeded in
quantifying the ejected and/or deposited mass during the splash event. Some studies
have attempted to estimate the mass of secondary drops emitted during impact of
a spray. For instance, in [13] experiments were conducted using a phase Doppler
system to measure this quantity. A summary of empirical models devoted to the
ejected secondary droplet mass is given in [21]. In the present study, the deposited
mass after impact of a supercooled drop undergoing corona splash is experimentally
determined using the technique of melting the residual ice and viewing the resulting
sessile drop involving several camera images.

A water drop at 20 ◦C impacting with a velocity and diameter considered in
this study would deposit on the surface without a splash. However, supercooled
drops exhibit a significant change in fluid viscosity; more precisely, the viscosity
increases by a factor of 3.3 for a temperature change between 20 and −15 ◦C. This
increase leads to a corona splash of the drop upon impact. According to [30], the
threshold of this regime is defined by a critical Ohnesorge number Ohcrit = 0.0044
(Oh = μ/

√
D0ρσ ),whereby a corona splash is predicted for values larger thanOhcrit.

Considering the change in fluid properties due to supercooling, this condition is ful-
filled for all investigated drops. Since the Ohnesorge number is independent of the
impact velocity, this transition to the corona splash regime is solely accountable
for by the fluid properties and the drop diameter. Considering splashing of super-
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Fig. 13 Comparison of the corona extent in the incident before break up from four drops (D0 =
3 mm) with different drop temperatures and impact velocities. a U0 ≈ 4.2m/s, �T0 ≈ −5 ◦C;
bU0 ≈ 10.5m/s,�T0 ≈ −5 ◦C; cU0 ≈ 4.2m/s,�T0 ≈ −13 ◦C;dU0 ≈ 10.5m/s,�T0 ≈ −13 ◦C

cooled water drops (T < 0 ◦C), drops smaller than D0 = 2.2mmwill always exhibit
a corona splash.Moreover, larger dropletswill transition to this regime for a relatively
small increase in supercooling.

Although all observed drops impact with a corona splash, the extent of the splash
differs with temperature and air flow velocity, i.e. impact velocity. This change is
already observable qualitatively from the high-speed recordings. Figure13 shows
the instant before the thin film of the corona breaks up for the highest and lowest
temperatures and impact velocities respectively. Considering the two upper images, a
slight influence of the temperature on the splash is noticeable. The crownof the corona
extends farther away from the impact position just before breakup.With respect to the
time of the breakup after impact, the increased extent can presumably be explained
by a more stable film during crown formation. The stabilization of the film is most
likely caused by the increased viscosity due to the lower drop temperature.

A higher impact velocity will increase the extent of the corona distinctly. When
comparing the two images on the left of Fig. 13, a change due to an increased impact
velocity is observable. For the higher velocity the film of the corona spreads faster.
Note, the asymmetry of the corona is most likely caused by the air flow onto the sur-
face and the drop deformation before impact. An additional increase of supercooling
increases the spreading of the corona even more. Again, the uprising film is stable
for a longer period of time, providing more time for its expansion.

The changes apparent from the qualitative analysis suggest that for higher super-
cooling more fluid enters the film during splash; hence, a subsequent breakup would
result in more mass being ejected from the drop. In order to experimentally verify
this hypothesis, the fluid volume remaining on the surface after impact is quantified
with the drop size estimation method described above. Since the qualitative analysis
suggests a residual volume change related to the film thickness of the corona splash,
the origin of the film (lamella) lifting of the substrate surface is assumed to be a
crucial influencing factor for the residual volume Vres on the surface.
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Fig. 14 Residual volume in
relation to original drop
volume plotted over the
splashing parameter β

defined after [25]. The
impact parameters account
for splashing well in the
corona splashing regime
(Oh > 0.0055)

To describe the lamella lift-off, the model of [25] considers a force balance of the
aerodynamic lift force acting on the lamella and the surface tension of the fluid. This
ratio is introduced as the dimensionless parameter β > β∗, where β∗ describes the
critical value for the occurrence of a splash. While the value of β in the definition
by [25] depends on the Reynolds number, Ohnesorge number, the mean free path
of the surrounding gas and the average radius R0 of the drop before impact, the
values presented in the following are obtained with an adaption to the model due to
drop deformation before impact as described above. For a detailed description of the
deformation, their consequences for the liquid flow on the surface and the adaption
in the model, reference is made to [7].

Considering the residual volume Vres of a single impact with regard to the corre-
sponding values of β, a clear trend is visible when considering drop impacts with
a well-developed corona splash (Oh > 0.0055). As shown in Fig. 14, the residual
volume decreases with increasing values of β. The trend agrees well with values
obtained in [3] marked with squared symbols in the figure. Hence, considering that
β monotonically increases with the impact velocity U0, the drop diameter D0 and
the fluid viscosity ηl , an increase in each of these quantities will lead to a decrease
in residual volume Vres on the surface after a corona splash. Here, the influence of
U0 is the strongest factor with β ∝ U 2

0 in the range of the present values. Despite
the visible trend in the data, the physical scatter in the data suggests some missing
or unaccounted for influence in the parameter β.

A consideration of the residual volume obtained for a constant value of β confirms
this interpretation of the results. In Fig. 15, the data determined for impacts with
β ≈ 0.24 are shown as a function of the Ohnesorge number Oh. The decreasing
trend of Vres with higher Oh suggests an underrepresented influence of the viscous
forces (σ ≈ const. in the present study) in the parameter β in order to predict the
remaining fluid after the splash. Since the determination of β is mainly based on the
hydrodynamics at the very beginning of the splash, the missing viscosity influence
possibly takes effect at later stages of the splash, where the lifted film is already
developing into a corona.

Especially a combination of viscous effects with the overriding air flow, which
is in no way captured in the quantity β, seems likely. The highest β values corre-
spond to the highest impact velocitiesU0, which are themselves linked to the air flow
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Fig. 15 Residual volume in
relation to original drop
volume plotted over Oh for a
constant value of the
splashing parameter
β ≈ 0.24

velocity. Hence, the asymmetric splashing for high air flow velocities (see Fig. 13)
suggests an influence of the air flow, a supposition which requires further investiga-
tion. Nevertheless, the quantification of the residual volume and the dependence on
the splashing parameter β represents a significant step towards measuring the mass
remaining on the surface after a supercooled drop impacts on a dry surface.

4 Conclusion

The results presented above address the multitude of physical phenomena related to
the impact and solidification of supercooled large drops onto cold surfaces. These
results are particularly relevant to ice accretion in the aviation industry, but they
elucidate fundamental phenomena which can be found in many other icing situa-
tions. The ultimate goal of this research is to improve predictive capability of ice
accretion, and for this the experimental observations made in this study have been
used to develop physics based models describing the respective hydrodynamics and
thermodynamics involved.

The freezing of supercooled large drops occurs in three stages—nucleation, den-
dritic freezing, bulk freezing—whereby a significant freezing (nucleation) delay can
occur even after impact onto a substrate. Depending on the freezing stage upon
impact, the hydrodynamics of drop spreading can be strongly affected, influencing
the area over which the ice is formed on the surface. Of particular importance for
predicting ice accretion is to know the amount of volume of liquid and/or ice left on
the surface, after some portion is splashed. For this, a novel method of experimen-
tally determining this residual volume has been introduced. The experimental results
obtained using this method were then used to adapt an existing model for resid-
ual mass, leading to a new theoretical relation between residual mass and impact
parameters. Future work will expand the range of impact parameters experimentally
investigated and consider necessary modifications to the derived models.
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Interaction of Drops and Sprays
with a Heated Wall

Johannes Benedikt Schmidt, Jan Breitenbach, Ilia V. Roisman,
and Cameron Tropea

Abstract Spray-wall interactions take place in many technical applications such
as spray cooling, combustion processes, cleaning, wetting of surfaces, coating and
painting, etc. The outcome of drop impact onto hot surfaces depends on a variety of
parameters like for example material and thermal properties of the liquid and wall,
substrate wetting properties, surrounding conditions which determine the saturation
temperature, spray impact parameters and surface temperature. The aimof the current
project is to improve knowledge of the underlying physics of spray-wall interactions.
As an important step towards spray impact modeling first a single drop impact onto
hot substrates is considered in detail. Various regimes of single drop impact, such
as thermal atomization, magic carpet breakup, nucleate boiling and thermosuper-
repellency, observed at different wall temperatures, ambient pressures and impact
velocities, have been investigated experimentally and modelled theoretically during
the project period. The heat flux, an important parameter for spray cooling, has been
modeled not only for single drop impacts but also for sprays within many regimes.
The models show a good agreement with experimental data as well as data from
literature.

1 Introduction

The impact of drops with a solid surface is a widely studied phenomenon of interest
not only for engineering applications, but also in many other fields, even extending
into the natural and life sciences. However, the particular situation of impact onto a
hot surface ismuchmore specific and especially for surfaces at high temperatures, the
heat transfer and thermodynamics of the wall-fluid interaction begin to significantly
influence the hydrodynamics of drop impact,making the physicsmuchmore complex
and challenging to predict. On the other hand, this is a common and key phenomenon,

J. B. Schmidt · J. Breitenbach · I. V. Roisman · C. Tropea (B)
Institute of Fluid Mechanics and Aerodynamics, Technical University of Darmstadt,
Darmstadt, Germany
e-mail: tropea@sla.tu-darmstadt.de

© The Author(s) 2022
K. Schulte et al. (eds.), Droplet Dynamics Under Extreme Ambient Conditions,
Fluid Mechanics and Its Applications 124,
https://doi.org/10.1007/978-3-031-09008-0_17

333

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-09008-0_17&domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-09008-0_17&domain=pdf
mailto:tropea@sla.tu-darmstadt.de
 854 56538
a 854 56538 a
 
mailto:tropea@sla.tu-darmstadt.de
https://doi.org/10.1007/978-3-031-09008-0_17
 -2047 61833
a -2047 61833 a
 
https://doi.org/10.1007/978-3-031-09008-0_17


334 J. B. Schmidt et al.

in particular for spray cooling, but also for many other applications. During the
course of this project extending from 2010 until 2021, the strategy has been to
investigate single drop impact onto hot surfaces under varying ambient conditions
(pressure, surface temperature, etc.), with the aim to first develop models which
are more physics-based then existing models, to describe the hydrodynamics and
thermodynamics of the interaction. Once having developed these models, the next
step is to extend these to the case of higher drop flux densities, eventually reaching
conditions typical of spray impact ontohot surfaces.Theoverarching aim is to provide
reliable models and predictive tools for design of such systems, in dependence of
the boundary and operating conditions at hand. In many respects this goal has been
achieved and both past results and on-going research will be summarized below.

It is not possible to recap all of the research conducted within the framework of
this project and carried out at the Institute of Fluid Mechanics and Aerodynamics at
the Technical University of Darmstadt, and therefore a selection has been made as to
which topics to highlight. Nevertheless, more details can be found in the extensive
literature published during the course of the project [3–7, 9, 14, 17, 22, 25].

Principally however, it is important to distinguish the boundary conditions
imposed on any particular problem and these must also be reflected in the exper-
imental, numerical and theoretical treatment of the problem. Although this state-
ment appears trivial, it is of particular significance to the present physical problem,
since the question immediately arises whether the hot surface is in an equilibrium
state, for instance constant temperature or heat flux, or whether the surface is con-
tinually being cooled during interaction with liquid drops. This is important in two
respects. For one, the material properties of the liquid are temperature dependent
and if the surface changes temperature over time, this must be accounted for in the
hydrodynamic treatment of the problem. Second, the problem may be a conjugate
heat transfer problem, depending on the time scales involved, in which case also the
thermal boundary layer and heat flux within the surface become an integral and very
influential part of the problem. To the most extent, the results presented in Sect. 2
will relate to the case of the surface being in thermal equilibrium; however, also the
case of transient cooling has been extensively investigated and the reader is referred
to the appropriate literature for more details [27]. In Sect. 3 transient cooling of the
substrate will also be addressed.

2 Heat Transfer Models in Various Drop Impact Regimes

This chapter begins with an overview of drop-wall regimes according to wall temper-
ature and then proceeds with two sections addressing the selected cases of nucleate
boiling and the strategy of extending single drop results to spray-wall interaction.

The impact of a droponto a hotwall is usually subdivided into regimes according to
the heat flux achieved at thewall, which is immediately reflected in the hydrodynamic
behaviour upon impact and on total lifetime of the drop before complete evaporation.
Figure1 summarizes typical impact outcomes with representative photographs (on
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Fig. 1 Thermally induced outcomes/regimes of drop impact onto a hot substrate. Left, from
top to bottom: a drop deposition (Tw0 = 120 ◦C, V0 = 1.5 m/s, D0 = 2.2 mm), b drop dancing
(Tw0 = 170 ◦C, V0 = 0, 7 m/s, D0 = 2.2 mm), c thermal atomization (Tw0 = 260 ◦C, V0 = 1.7
m/s, D0 = 2.2 mm), d drop rebound (Tw0 = 280 ◦C, V0 = 0.7 m/s, D0 = 2.2 mm). Right, sketches
of the typical mechanisms of the boiling regimes. (Adapted from [7], with permission of Springer,
Copyright 2018)

the left side) and a pictorial representation of the liquid/wall contact encountered in
each regime (on the right side). The heat flux associated with each regime is given in
Fig. 2, whereby the exact demarcation and definition of regime boundaries can vary
among authors. In the framework of this study a main achievement was to capture
the heat flux in theoretical expressions for each of the various regimes dependent
on the material and operating parameters. This then allowed estimation of the drop
lifetime. One such expression, that for nucleate boiling, will be described below in
the following section. More details of these expressions and their derivation can be
found in the respective publications for: drop deposition [3]; nucleate boiling [5];
thermal atomization [4, 22]; and film boiling [6].

2.1 Drop Impact in the Nucleate Boiling Regime

At the instant of drop impact, heat begins to flow from the substrate to the drop;
in the substrate this is pure conduction. The overall energy balance of heat transfer
from the evaporating sessile drop and the heat flux from the substrate is given by
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Fig. 2 Measured heat flux q̇ as a function of surface temperature Ti . (Adapted from [27], with
permission of Cambridge University Press, Copyright 2019)

∫ tc

0
Ac(t)q̇(t) dt = ρl L

πD3
0

6
(1)

where tc is the contact time until the entire drop is evaporated, Ac is the contact area,
q̇ is the heat flux density at the solid/liquid interface, D0 is the initial drop diameter,
ρl and L are the density and the latent heat of evaporation of the liquid, respectively.

At the first instant of drop contact a thermal boundary layer develops in the
substrate. The thickness of the thermal boundary layer is hbl ∼ √

αwt , where αw is
the thermal diffusivity of the wall material. Since the thickness of the boundary layer
is much smaller than the drop diameter, the heat conduction in the substrate can
be approximated by a one-dimensional model. The temperature at the solid/liquid
interface is not uniform. It is influenced by the appearance and growth of the bubbles
initiated by heterogeneous nucleation at the substrate surface. The temperature at
the contact line of each bubble is equal to the saturation temperature. The bubble
contact lines move on the substrate, since the bubble diameter changes in time:
periodically increasing due to evaporation until the drop detaches [10]. The wall
superheat �T = Tw − Tsat required for nucleation is in the order of 10K. Therefore,
to roughly estimate the heat flux it is possible to approximate the interface temperature
by the saturation temperature, Tsat for T0 − Tsat � 10K.

The geometry and the definition of the coordinate system are shown schematically
in Fig. 3. At t = 0 the liquid is placed in contact with a semi-infinite wall z < 0 at
the initial temperature T0. The heat conduction equation in the wall,

∂Tw

∂t
− αw

∂2Tw

∂z2
= 0, (2)
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Fig. 3 Sketch of the temperature distribution within the solid material due to the contact of the
liquid to the substrate. The solid/liquid interface is located at z = 0. (Reprinted from [5], with
permission of American Physical Society, Copyright 2017)

has to be solved subject to the boundary conditions

Tw = Tsat at z = 0; Tw → T0 at z → ∞, (3)

where Tw(z, t) is the temperature in the wall region. The similarity solution of
Eqs. (2)–(3) is well-known [21]

Tw(z, t) = Tsat + (T0 − Tsat)erf

(
z

2
√

αwt

)
. (4)

The heat flux density at the solid/liquid interface can be expressed with the help of
Eq. (4) as

q̇(t) ≡ λw

∂Tw

∂z

∣∣∣∣
z=0

= ew�Tw√
π

√
t
, (5)

where λw is the thermal conductivity of the wall material, ew is the thermal effusivity
ew = √

λwρwcp, and �Tw = T0 − Tsat is the overall temperature difference in the
wall (see Fig. 3).

The contact area Ac(t) changes during drop spreading and receding. However,
since the contact time tc in the nucleate boiling regime is much longer than the
observed impact time (timp ∼ D0/V0, where V0 is the impact velocity), the contact
area can be estimated in the form

Ac ≈ kwπD2
0, (6)

where the coefficient kw is determined primarily by the surface structure and wetta-
bility. The coefficient kw accounts also for the effective drop growth due to bubble
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expansion. This coefficient is of order unity and can be determined from the experi-
ments. Substituting expressions (4), (5) and (6) into the energy balance Eq. (1) yields

tc = π

[
ρl L∗D0

12kwew�Tw

]2

. (7)

It is important to note that the obtained dependence tc ∼ �T−2
w is in good agreement

with the experimental results. Introducing the scaled wall temperature and dimen-
sionless time in the form

� = T0 − Tsat
Tsat − Tl

, τ = t

π

[
12ew (Tsat − Tl)

ρl L∗D0

]2

, (8)

allows the contact time to be given in dimensionless form

τc = 1

k2w �2
. (9)

The contact times from this study and those found in literature from Abu-Zaid
[1], Buchmüller [8], Itaru and Kunihide [15] and Tartarini et al. [26] are compared
with the theoretical prediction (9) in Fig. 4. The agreement is good for all the cases
when the adjustable coefficient is set to kw = 1.6. This parameter is the same for all
the substrates used in the experiments, since their wettability properties are similar.

Fig. 4 Dimensionless contact time from this study for water drops and existing literature data [1,
8, 15, 26] as a function of dimensionless time, in comparison with the theoretical prediction defined
in (9) and in Eq. (17) in [5]. The initial drop diameter in the experiments ranges from 2.1 to 4.6
mm and the wall materials are aluminum, carbon steel and stainless steel. (Reprinted from [5], with
permission of American Physical Society, Copyright 2017)
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2.2 From Drop Impact to Spray Impact in the Film Boiling
Regime

In this section the application of heat flux expressions for single drops to the case of
sprays will be addressed for the particular condition of film boiling. In Sect. 3.4 the
transition from drops to sprays will be examined for other heat transfer regimes. In
film boiling a vapour layer arises between the liquid and hot wall such that the heat
flux reduces to very low levels, as indicated in Fig. 2. This leads to the hydrodynamic
behavior pictured in Fig. 1d, in which drops rebound completely from the surface.
Thus, the heat transfer is only momentary and through the vapour layer. In [6] an
expression for the total heat transferred during an impact event has been theoretically
derived and experimentally validated. Accordingly, this amount can be expressed as:

Qsingle = 4.63D5/2
0 G ew (T0 − Tsat)

V 1/2
0 (K + 2G)

(10)

where D0 and V0 are the drop diameter and velocity upon impact, T0 and Tsat are the
wall temperature and liquid saturation temperature, ew is the thermal effusivity of
the wall material and G and K are given by the relations:

K =
√

(B − G)2 + 4G√
π

− B − G, (11)

with

G =
√

πλvρfL

2 (T0 − Tsat) e2w
; B =

√
5

(
Tsat − TD0

)
ef√

π (T0 − Tsat) ew
. (12)

In the case of sparse sprays, each drop and its associated heat transfer would be
independent of all other drop impacts, since the drops immediately leave the surface.
Thus the heat flux can be computed as the superposition of many individual drops.
However, at higher mass fluxes of drops, the probability of drops interacting with
one another must be taken into consideration, which can be done on the basis of
Poisson statistics. Once drop interaction occurs, for instance the spreading of one
drop interacts with the spreading of a neighbour drop (in time and space), then a
decrease in the overall heat flux must be accounted for, as outlined in [3]. Doing this,
and using previous results for the spreading diameter and time of single drops given
in [28], the heat flux coefficient for dense sprays can now be obtained

αht = 8.85χ
ṁG ew (T0 − Tsat)

ρf�T (K + 2G) D1/2
0 V 1/2

0

ηwet, (13)

where ηwet is the correction factor for the relative wetted area estimated using the
assumption of randomly distributed drop impacts on the the substrates in space and
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time, which can be described by the Poisson distribution. The cumulative wetted area
γ on the surface

γ = 2.1ṁ

ρfV0

(
1 + 0.36We0.48

)2
(14)

is expressed accounting for the superposition of all the drops impacting onto a unit
area per unit time. Here ṁ is the mass flux in the spray and ρ f is the fluid density. The
Weber number is defined asWe = ρ f V0D2

0/σ , where σ is the surface tension. There-
fore, the correction factor which accounts for the drop interactions at the substrate
is

ηwet = 1 − e−γ

γ
. (15)

The dimensionless constant χ accounts for the heat flux during the later stages of
drop spreading, which is not considered in the present analysis. Since the heat flux
density sharply reduces at large times, the value of χ should be approximately unity.
The coefficient χ can be estimated by fitting to the experimental data.

This expression proves to predict very well past measurement of the heat trans-
fer coefficient for dense sprays impacting on substrates at temperature above the
Leidenfrost point. This is illustrated in Fig. 5. In the left plot of this figure, using a
coefficient χ = 3.2 derived by fitting to the data from [18] and kept constant for all
other comparisons, excellent agreement is found between theory and experiments
for the heat transfer coefficient. Similarly, good agreement is found for varying oper-
ating conditions, in particular for largely differing average drop sizes and velocities,
as shown in the right plot of Fig. 5.

Fig. 5 Heat transfer coefficient for water spray in the film boiling regime as a function of the
mass flux densities of the spray ṁ. Comparison of the theoretical prediction (Eq. (13)) with existing
experimental data from: Left plot—[2, 12, 16, 19, 29] for approximately the same operational con-
ditions:�T = 700 ◦C, D0 = 350µm, V0 = 14m/s; Right plot—for�T = 700 ◦C, D0 = 350µm,
V0 = 14 m/s from [29] and �T = 550 ◦C, D0 = 18µm, V0 = 27 m/s from [18] (Adapted from
[6], with permission of Elsevier, Copyright 2017)
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3 Measurement of the Heat Flux

The focus of the current work is placed on the measurement of the heat flux during
single drop impacts and the transfer of these results to sprays. Therefore single drop
experiments as well as drop chain experiments have been performed.

3.1 Experimental methods

The experimental setup comprises a drop generator, an impact target embedded in
a heating system, a high-speed video system for viewing from the side and a high-
speed mid-wave infrared (MWIR) camera system to measure the emitted infrared
radiation of the hot surface during drop impact. The experimental setup is shown
in Fig. 6. Drops with a diameter of D0 = 2.2mm drip off a needle. The needle is
fed with double-distilled water. By applying a constant volume flow a drop chain is
generated with a drop frequency of 0.9Hz up to 5.7Hz. The impact velocity can be
varied in the range of 0.4–2m s−1 by changing the height of the needle above the
impact surface.

The drops impact onto a interchangeable hot surface. An IR transparent sapphire
substrate is used as an impact target, enabling measurement of the surface temper-
ature during drop impact with a high temporal and spatial resolution. The sapphire
window has a thickness of 3mm. The upper surface of the window is coated with
a 600 nm thick CrN PVD layer. The coating is highly infrared emissive, while the
sapphire window is transparent for MWIR radiation. The window is placed in a

Fig. 6 Sketch of the
experimental setup with the
drop generator (1), sapphire
window with CrN PVD
coating (2) or metal substrate
(3) as impact target, heating
system (4), high-speed IR
camera (5), thermocouples
(6), high-speed camera with
telecentric lens (7) and
telecentric background light
source (8)
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heater with optical access in the center. The heating system controls the temperature
of the sapphire window from 100 to 400 ◦C. The emitted infrared radiation from the
CrN coating is captured from below using a high-speed MWIR camera. An in-situ
calibration is performed to calculate the surface temperature based on the measured
radiation and to take optical errors into account.

Different metal substrates of aluminium (EN AW 7075), copper (CW004A) and
stainless steel (1.4841) have been used in the experiments as the impact substrates.
The impact surface of the metal substrates are mirror polished. The metal substrates
can be heated up to 550 ◦C.The temperature of the substrate ismeasuredwith thermo-
couples type J, placed 1mm below the surface. The stainless steel target is equipped
with 11 thermocouples to measure the temperature distribution inside the substrate
during the impact of a drop chain.

The drop impact is observed from the side using a high-speed camera and with
background lighting (shadowgraphy).

For the single drop experiments the substrate is heated to a certain surface tem-
perature. After the system reaches steady state, the single drop experiments are per-
formed. The side view observations are used to measure the impact parameters and
residence time of the drops on the surface and to observe the drop impact regime. The
IR camera is used to measure the temperature distribution close to the liquid-solid
interface.

The drop impact lowers the contact temperature at the liquid-solid interface, lead-
ing to a three-dimensional temperature gradient inside the substrate. The temperature
gradient inside is described by the heat conduction equation

∂Tw
∂t

− αw
∂2Tw
∂z2

= 0 (16)

where Tw is the wall temperature, t is time and αw the thermal diffusivity of the wall.
The heat flux removed during a single drop impact is obtained by numerically

solving the heat conduction equation inside the sapphire substrate. In Fig. 7 the mesh
of the numerical calculation is shown. Close to the liquid-solid interface, the temper-
ature gradient is very steep, thus, the mesh is refined in this area. The temperature
distribution captured by the IR camera is used as a boundary condition at the upper
surface. All other boundaries are considered to be adiabatic. The heat conduction
equation is solved using the computational fluid dynamic solver OpenFOAM, as
described in [13, 23].

For the drop chain experiments the substrate is initially heated up to 550 ◦C. After
the system reaches steady state, the heater is switched off and the drop chain is
applied to the surface. The impacting drop chain causes a transient cooling of the
substrate and a growing thermal boundary layer, as described byEq. (16). The thermal
boundary is measured inside the stainless steel target using the thermocouples. Based
on the thermal gradient orthogonal to the surface, the heat flux removed from the
substrate is calculated using an analytical solver provided by Woodfield et al. [30].

The temporal resolution of the thermocouples is significantly lower than that of
the IR camera. For this reason the IR camera is used tomeasure the heat flux removed
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Fig. 7 Computational mesh of the sapphire window. The mesh is refined closer to the impact
surface. The temperature distribution, measured by the IR camera, is used as a boundary condition
on the upper side

from single drops. Since the resistance of sapphire against thermal shocks is limited,
it is not possible to resolve the transient heat transfer during the impact of the drop
chain or during spray cooling of a sapphire window. For this reason a combination
of both described measurement techniques is used, depending on the scope of the
experiment.

3.2 Heat Flux During a Single Drop Impact

The heat flux removed from a substrate by single impacting droplets is addressed
in the following section. The three drop impact phenomena, drop deposition with
and without nucleate boiling and thermal atomization, have been observed using
single drop experiments on the sapphire window. First the heat flux within the single
regimes is described. Afterwards a two-dimensional heat flux model is introduced,
valid for thermal atomization.

3.2.1 Observations

Drop evaporation The heat flux removed from a hot surface depends on the drop
impact regime. For low surface superheat the drop deposits on the surface and evap-
orates slowly without nucleate boiling. Figure8 illustrates the heat flux removed
from a hot surface during a drop impact in this regime. The initial surface tem-
perature is 123 ◦C. The impacting drop leads to a temperature drop in the newly
wetted area, causing a strong temperature gradient inside the substrate and a high
heat flux removed from the substrate. The highest heat flux can be observed in the
newly wetted areas and close to the three-phase contact line. After some time an
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Fig. 8 Heat fluxmeasurements during drop impact on a sapphire substrate at 123 ◦Cwith an impact
velocity of 0.34m s−1. The drop deposits and slowly evaporates without nucleate boiling

Fig. 9 Heat flux measurements during drop impact onto a sapphire substrate at 166 ◦C with an
impact velocity of 0.45m s−1. The drop deposits and nucleate boiling can be observed

ongoing convection can be observed inside the sessile drop, leading to heat flux rates
comparable to the heat flux at the three-phase contact line.
Nucleate boilingAt higher surface temperatures the drop deposition is accompanied
by nucleate boiling. Figure9 shows the heat flux during a drop impact onto a 166 ◦C
hot surface in the nucleate boiling regime. Small areas with stronger temperature
drops and high heat flux are observed, especially in newly wetted areas. The heat
flux is less uniform compared to the drop evaporation regime. At later times the heat
flux becomes more uniform, while a high heat flux at the three-phase contact line
of growing bubbles remains. Early after the drop impact only small droplets and
bubbles can be observed from the side. This leads to the assumption that many small
microbubbles lead to the high, irregular heat flux at the beginning.
Thermal atomization At high surface temperatures the drop impacts and the drop
rebounds or the drop atomizes. The heat flux measurements in this thermal atom-
ization regime is shown in Fig. 10 for a drop impact onto a 345 ◦C hot surface. The
thermal atomization regime is characterized by initial direct contact between the liq-
uid and solid, leading to strong ongoing nucleate boiling with many small secondary
droplets. Starting from the rim, the lamella starts to levitate away from the surface.
The heat flux distribution in Fig. 10 shows a very high heat flux at the beginning.
Later the heat flux decreases. After 2.05ms the area of a high heat flux decreases,
while the drop is still spreading. The decreasing heat flux area indicates that the
liquid lamella, starting from the rim, has detached from the surface.
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Fig. 10 Heat flux measurements during drop impact in the thermal atomization regime. The sap-
phire substrate has a initial surface temperature of 345 ◦C. The drop impacts with an impact velocity
of 1.15m s−1

The heat flux inside the substrate is described byEq. (16). Since the liquid and solid
are in direct contact in the thermal atomization regime, the contact temperature at
the interface is assumed to be at the liquid saturation temperature, while the substrate
is still wetted. A thermal boundary layer grows inside the solid material as well as
inside the liquid. Both are described by

√
αt , with α being the thermal diffusivity

of the solid material or liquid. An exact solution of this problem is provided in [20,
21]. The heat flux removed from the substrate is obtained in the form

q̇(r, t) = elew(Tw0 − Tl0)

(el + ewJ(Pr))
√

π t
√
1 − r̄2

(17)

in which ew is the thermal effusivity of the wall, el the thermal effusivity of the liquid,
Tw0 the initial temperature of the wall, Tl0 the initial temperature of the liquid. The
factor r̄ is the dimensionless radius

r̄ = r/a(t), a(t) ≈ √
D0V0t (18)

with a being the contact radius.
Figure11 compares the analytic model of Eq. (17) to the experimental data shown

in Fig. 10 for r = 0. The analytic model exhibits good agreement with the experi-
mental data. After 3.5ms the liquid lamella levitates and the boundary condition and
model are no longer valid.

In Fig. 12 the spatial distribution of heat flux is shown for t = 1.377ms after the
impact, again a comparison between the analytical model and the experimental data.
The experimental data is averaged over all cells with the same distance from the
center of the lamella. The error bars represent the scatter by one standard deviation.
In the center the experimental data exhibit a higher heat flux with low scatter. From
r = 0.5mm to 1.5mm the heat flux and scatter of the experimental data is higher.
This is caused by the strong nucleate boiling in this area, leading to a higher heat
flux compared to the pure conduction as assumed in Eq. (17). From r ≈ 1.6mm
onward the experimental data shows a decrease of heat flux, since the lamella starts
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Fig. 11 Heat flux of a drop
impact in the thermal
atomization regime. The
drop impacted with
1.15m s−1 at the 345 ◦C hot
substrate. The line shows the
analytic model of Eq. (17) in
the center of the lamella
(r = 0) as a function of time.
The stars show the
experimental data

Fig. 12 Heat flux of a drop
impact in the thermal
atomization regime. The
impact velocity is 1.15m s−1

and the initial surface
temperature 345 ◦C. The line
shows the analytic model of
Eq. (17) 1.377ms after
impact as a function of the
radius. The experimental
data are averaged over the
radius and the error bars
indicate one standard
deviation of the measured
fluctuations

to levitate, beginning form the rim. For r = a the analytical model has a singularity,
which is non-physical.

The experimental measured heat flux is in most cases higher then the predicted
heat flux by conduction. This indicates that the liquid is in contact with the substrate
without any isolating vapour layer, even if the surface temperature is very high.

3.3 Thermosuperrepellency

The transition between different drop impact regimes is important information for
modeling as well as for applications. The onset of drop rebound is an important
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Fig. 13 Drop residence time
on the hot substrate
depending on the substrate
superheat
�Tw0 = Tw0 − Tsat . The
residence time remains
constant for temperatures
above T ∗

transition, since it indicates that a vapour layer between the drop liquid and the hot
substrate has been established, lowering the removable heat flux.

Figure13 shows the residence time of single drops impacting onto a hot stainless
steel target. At low surface temperatures, the impacting drops are in the drop deposi-
tion regime. The residence time tdeposit in the drop deposition regime is described in
[5]. The experimental data exhibit good agreement with the model of the residence
time. With increasing substrate temperature, more liquid is ejected by secondary
droplets or rebound. The residence time decreases faster then described by themodel.
Above a certain transition temperature�T ∗ = T ∗ − Tsat, the residence time remains
constant, since most of the drop liquid rebounds. The residence time is comparable
with the natural oscillation time of drops [11]

tσ ≈
√

ρD3
0

σ
= D0We1/2

V0
. (19)

The same behaviour can be observed for drop impacts on all substrate materials
within this study. Vapour rivulets or clusters are visible from top view observations
of drop impacts onto hot aluminium above �T ∗, as shown in Fig. 14a. A similar
behaviour can be observed from IR measurements, in which large clusters with a
low heat flux can be observed, during drop impact onto a hot sapphire window, as
shown in Fig. 14b. The occurrence of large vapour clusters can be described by the
percolation of single bubbles within the lamella, as shown in Fig. 14c and described
in [25]. The remaining wetted area, which is not covered by vapour, is described by
εc ≈ 0.32. The heat removed from the surface goes into the evaporation of the liquid.
This leads to

ρhresL
∗ε′(t) = −q̇, (20)
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Fig. 14 a Vapour rivulets from top view observations during drop impacts onto a 200 ◦C hot
aluminium substrate. b Similar clusters of low and high heat flux areas can be observed from IR
measurements of drop impacts onto a hot sapphire window in the drop rebound regime. c Exemplary
cluster of discs as described by percolation theory. (Adapted from [25])

where ρ is the liquid density, hres is the height of the liquid lamella L∗ is the sen-
sible heat cp(Tsat − Tl0) and latent heat of liquid evaporation, cp is the specific heat
capacity and ε is the wetted area. The height of the liquid lamella is described by
hres ≈ 0.79D0Re−2/5. Solving the differential Eq. (20) and assuming t = tσ leads to
a temperature superheat of

�T = b
D1/4

0 L∗ρ3/4σ 1/4

ewRe2/5
, (21)

with b = 0.48. This assumption is only valid as long as the drop impact is surface
tension dominated or We < 2.5 Re2/5.

In the case of fast and small droplets the relevant time for the drop rebound is
defined by the time inwhich the viscous boundary layer reaches the top of the lamella,
which is tν = D0Re1/5

V0
. Solving the differential Eq. (20) and assuming t = tν leads to

�Tν = ρ
√

νL∗

ew

. (22)

In Fig. 15 the experimental data of spray cooling experiments and single drop
experiments are compared to the scales shown in Eqs. (21) and (22). Figure15a
shows how the experimental data of single drop impacting with different drop impact
velocities onto different substrate materials scale well with the model of Eq. (21).
Figure15b shows experimental data from literature and in-house data and how they
correlate with Eq. (22).
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Fig. 15 Comparison of the thermosuperrepellency threshold temperature �T ∗ = T ∗ − Tsat with
the models given in a Eq. (21) and b Eq. (22). (Reprinted from [25])

3.4 Drop Chain Impact

The single drop experiments on a hot substrate are generic experiments and a major
simplification of spray-wall interactions. To transfer the knowledge from single
drop experiments to spray-wall interaction it is necessary to increase the complexity
towards drop/drop interactions, like in drop chains.Monodisperse drop chain impacts
onto a hot substrate are used in the following as a generic one-dimensional spray.
The drop chain experiments allow to study single drop impacts onto the substrate in
greater detail, while measuring the overall heat flux during the cooling of the sub-
strate. This combination will allow to transfer knowledge of single drop experiments
to spray cooling.

In Fig. 16a an exemplary drop chain experiment is shown. The substrate is heated
up to 550 ◦C, the heater is switched off and a drop chain with a frequency of fc =
0.8Hz is applied. Each drop impact causes a strong temperature drop, as shown in the
detailed view (insert). After the drop rebounds or evaporates the substrate is dry and
the surface temperature increases again. Even for higher drop chain frequencies of
fc = 5.19Hz the drops do not interact or accumulate in the drop rebound regime. The
wetting increases for lower surface temperatures, leading to a higher amplitude of the
temperature drop. At even lower surface temperatures the substrate is continuously
wetted, leading to weaker temperature oscillations. In Fig. 16b the corresponding
heat flux is shown. The black shaded area corresponds to the oscillations of the heat
flux caused by the temperature drop of each drop impact. In the detailed view (insert)
the heat flux of three single drop impacts is shown. After a strong temperature drop
and high heat flux, the surface is dry and reheats. The red dashed line indicates
the average heat flux, while the green dashed line shows one standard deviation of
heat flux fluctuations, valid as an indicator of the oscillation amplitude. At early
times the heat flux oscillations are low, since a vapor layer insulates the drop from
the substrate. The heat flux oscillations increase significantly as soon as the surface
is wetted, since the contact temperature is significantly lower. The oscillations as



350 J. B. Schmidt et al.

Fig. 16 a The surface temperature during transient cooling by a monodisperse drop chain. The
insert view shows three single drop impacts at a high surface temperature. b The corresponding
heat flux. The red dashed line shows the moving average, while the green dashed line indicates one
standard deviation of the fluctuations. In the insert the heat flux caused by three single drop impacts
is shown. (Adapted from [24])

Fig. 17 Heat flux as a
function of the wall
superheat for different drop
chain frequencies fc, but
similar impact parameters
(Reynolds number)

well as the standard deviation increases. In addition, the average heat flux increases
slightly. For even lower surface temperatures the residence time of the drops increase
and the drops start to interact until they accumulate and the substrate is uniformly
wetted with a continuous liquid film. Due to the liquid film, the contact temperature
and heat flux oscillates less, while the average heat flux continues to rise.

Several parameters of sprays can be varied, which potentially influence the heat
flux during spray cooling. One of the parameters is the mass flux in a spray or in the
case of an one-dimensional drop chain the frequency of drops. Figure17 compares the
average heat flux for different drop chain frequencies fc. At high surface temperatures
the heat flux scales linearly with fc, since no interaction of drops can be observed.
With lower surface temperature the heat flux does not scale linearly anymore with
fc. The heat flux removed per drop decreases with increasing fc.
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3.5 Conclusion

The focus of this experimental and theoretical study is the impact of single drops
and sprays onto hot substrates over a wide range of ambient conditions as well as
substrate materials. It is motivated by many technical applications, mainly related
to spray cooling. The topic is highly interdisciplinary. It includes hydrodynamics of
drop impact and spreading, thermodynamics of boiling and evaporation, diagnostic
techniques of sprays and drops, and mathematical modeling of the basic phenomena.

The research strategy is built on the accurate investigation and theoretical mod-
eling of a single drop impact and its further application to the chain of drops impact
and spray cooling.

During the first period, the outcome of single drop impacts onto hot surfaces has
been characterized regarding the ambient conditions. The main drop impact regimes,
drop deposition, drop dancing, thermal atomization and drop rebound have been
identified and described. The heat flux as the key interest of cooling technologies
has been modeled on a physical base, for single phase cooling, as well as nucleate
boiling in the drop deposition regime, thermal atomization and drop rebound based
on film boiling. Additionally, the model of the heat flux in the film boiling regime is
transferred from single drop to spray impact at a hot surface, which allows prediction
of the heat transfer during spray cooling in film boiling. All models are validated with
the performed experiments and showed a good agreement within the single regimes.

The main focus of the last project period is the accurate study of the temperature
distribution in the substrate during the impact. The wall temperature and local heat
flux ismeasuredwith a high temporal and spatial resolution. Amodel of the local heat
flux distribution is shown for the thermal atomization regime with good agreement
between the model and experimental data. The thermosuperrepellency phenomena
has been identified as a thermodynamic regime which is accompanied by nucleate
boiling and leading vapor percolation and partial drop rebound at temperatures much
smaller than the real Leidenfrost point.

Finally the cooling effects of a chain of liquid drops are characterized to better
understand the transient cooling of a substrate by multiple droplets.
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G, Krämer E, Wagner C, Tropea C, Jakirlić S (eds) New results in numerical and experimental
fluid mechanics XII. Springer International Publishing, Cham, pp 553–562

24. Schmidt JB, Breitenbach J, Roisman IV, Tropea C, Hussong J (2021) Transition from drop
deposition to drop rebound during drop chainimpact onto a hot target. In: ICLASS 2021, 15th
Triennial international conference on liquid atomization and spray systems. Edinburgh, UK

25. Schmidt JB, Hofmann J, Tenzer FM, Breitenbach J, Tropea C, Roisman IV (2021) Thermosu-
perrepellency of a hot substrate caused by vapour percolation. Commun Phys 4(1):181

26. Tartarini P, Lorenzini G, Randi MR (1999) Experimental study of water droplet boiling on hot,
non-porous surfaces. Heat Mass Transf 34(6):437–447

27. Tenzer FM, Roisman IV, Tropea C (2019) Fast transient spray cooling of a hot thick target. J
Fluid Mech 881:84–103



Interaction of Drops and Sprays with a Heated Wall 353

28. Tran T, Staat HJJ, Prosperetti A, Sun C, Lohse D (2012) Drop impact on superheated surfaces.
Phys Rev Lett 108(3):036101

29. Wendelstorf J, Spitzer KH, Wendelstorf R (2008) Spray water cooling heat transfer at high
temperatures and liquid mass fluxes. Int J Heat Mass Transf 51(19):4902–4910

30. Woodfield PL, Monde M, Mitsutake Y (2006) Improved analytical solution for inverse heat
conduction problems on thermally thick and semi-infinite solids. Int J HeatMass Transf 49(17–
18):2864–2876

Open Access This chapter is licensed under the terms of the Creative Commons Attribution 4.0
International License (http://creativecommons.org/licenses/by/4.0/), which permits use, sharing,
adaptation, distribution and reproduction in any medium or format, as long as you give appropriate
credit to the original author(s) and the source, provide a link to the Creative Commons license and
indicate if changes were made.

The images or other third party material in this chapter are included in the chapter’s Creative
Commons license, unless indicated otherwise in a credit line to the material. If material is not
included in the chapter’s Creative Commons license and your intended use is not permitted by
statutory regulation or exceeds the permitted use, you will need to obtain permission directly from
the copyright holder.

http://creativecommons.org/licenses/by/4.0/
 6664 45438 a 6664 45438
a
 
http://creativecommons.org/licenses/by/4.0/


Mechanical and Electrical Phenomena
of Droplets Under the Influence of High
Electric Fields

Jens-Michael Löwe, Michael Kempf, and Volker Hinrichsen

Abstract High-voltage composite insulators are specially designed to withstand
different environmental conditions to ensure a reliable and efficient electric power
distribution and transmission. Especially, outdoor insulators are exposed to rain,
snow or ice, which might significantly affect the performance of the insulators. The
interaction of sessile water droplets and electric fields is investigated under vari-
ous boundary conditions. Besides the general behavior of sessile droplets, namely
the deformation and oscillation, the inception field strength for partial discharges is
examined depending on the droplet volume, strength and frequency of the electric
field and the electric charge. Particularly, the electric charge is identified to signif-
icantly affect the droplet behavior as well as the partial discharge inception field
strength. In addition to ambient conditions, the impact of electric fields on ice nucle-
ation is investigated under well-defined conditions with respect to the temperature
and electric field strength. High electric field strengths are identified to significantly
promote ice nucleation, especially in case of alternating and transient electric fields.
Different influencing factors like the strengths, frequencies and time constants of the
electric fields are investigated. Consequently, the performed experiments enhance
the knowledge of the behavior of water droplets under the impact of electric fields
under various conditions.

1 Introduction

The transmission and distribution of electric power relies on its components, which
are specifically designed to withstand various different environmental stresses like
rain, snow, UV-light and extreme temperatures for many years [13, 15]. The effi-
ciency and reliability of the system mainly depends on the performance of the indi-
vidual components within the system. High-voltage insulators are used to insulate
the high-voltage potential present on the line conductor from the ground potential
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of the pylons. Nowadays, more and more composite insulators are used due to their
advantages compared to glass or ceramic insulators [39]. Composite insulators are
typicallymade out of a fibre-glass rod covered byweather sheds consisting of silicone
rubber. The most important advantages are the high robustness, the lowered weight
and the hydrophobic surface properties, which prevents the formation of a liquid
layer on the surface [39]. Any contamination of the insulators surface might increase
the surface conductivity and, thus, lead to undesired creeping currents on the sur-
face, which significantly affect the efficiency of the system. The hydrophobic surface
properties of composite insulators prevent the formation of conductive liquid layers
on the surface and cause the formation of single sessile droplets instead. Even though
the hydrophobicity of the silicone rubber is an advantage with respect to creeping
currents, the formation of sessile droplets causes electrically critical points directly
at the three-phase contact line. Due to the different electric and dielectric properties
of the involved materials, namely air, water and silicone rubber, the electric field is
suppressed or completely vanishes inside the water droplet. Furthermore, the electric
field strength in the material with the lowest relative permittivity (air) is significantly
enhanced. Hence, the breakdown strength of air might be locally exceeded result-
ing in the formation of partial discharges [51]. The presence of partial discharges is
associated with locally increased temperatures and the generation of UV-light, which
contribute to an accelerated aging of the silicone rubber [2, 12]. To ensure a reliable
and efficient power transmission and distribution the aging behavior of composite
insulators caused by sessile droplets has to be investigated in detail. This behavior
comprising the general behavior of water droplets under the impact of an electric
field and various conditions as well as the corresponding partial discharge inception
is experimentally investigated in this work. During the last twelve years various dif-
ferent influencing factors such as surface properties, droplet volume, droplet-droplet
interaction, electric field strength, type of electric field, frequency of electric field,
electric charge and orientation of the substrate were investigated. In collaboration
with the Institute for Accelerator Science and Electromagnetic Fields (TEMF) of the
Technical University of Darmstadt the experimental results are extended by numer-
ical simulations.

Based on the knowledge of the general behavior of water droplets under the
impact of electric fields, which highly affects the shape and motion of the droplets,
the impact of high electric fields on ice nucleation is investigated. High-voltage
insulators operated in cold regions might be affected by accreted ice [9]. The ice
accretion causes an altered shape of the insulators andmight also lead to a conductive
impurity layer on the surface [10]. In addition, a large amount of ice can lead to
bridging of the weather sheds causing a decreased insulation distance eventually
resulting in flashovers [11]. Besides the impact on the electrical properties the ice
accretion leads to additional static and dynamic loads on the pylons, which might
cause a collapse of the pylons in the worst case [9]. While the general behavior of
water droplets under cold conditions or under the influence of electric fields was
already intensively investigated [1, 3, 7, 14, 36, 43, 49, 50, 55, 57], the impact of
electric fields on ice nucleation is controversially discussed in literature [5, 6, 8, 16,
29–31, 37, 40, 41, 44, 47, 48, 52–54, 56]. However, the strong interaction of the
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droplets and the electric fields under ambient conditions leads to the suggestion that
also ice nucleation is significantly affected by strong electric fields. To determine the
impact of electric fields on ice nucleation an experimental setup has been developed,
and several experiments under different conditions with respect to the type, strength
and frequency of the electric field are performed.

The aim of this work is to enhance the knowledge about droplets under the impact
of strong electric fields underwell-defined conditions. Themain focus is to determine
the underlying physical mechanisms to be able to predict and control the behavior
of the droplets. Hence, the presented work aids the development of theoretical mod-
els for the forecast of the aging of high-voltage insulators or the prediction of ice
nucleation of water droplets under the impact of electric fields.

The following sections briefly summarize the results of the progress of the project
but mainly focus on the most recent results. The chapter is divided into two main
sections, which present the results of the experiments of droplets at ambient tem-
perature and the nucleation behavior of droplets under low temperature conditions
affected by different types of electric fields.

2 Sessile Droplets in Electric Fields Under Normal
Ambient Conditions

The general behavior of sessile droplets under the impact of strong electric fields is
investigated using a generic insulator model. The specimen is made out of a typical
high-voltage insulation material, such as silicone rubber or epoxy, containing two
embedded brass electrodes. The electric field strength is evaluated at the droplets
position in absence of the droplet. In case of alternating or transient electric fields
the amplitude or the maximum field strength is used to characterize the electric field
strength. The generated electric field is tangentially aligned to the substrate surface
because tangentially aligned electric fields are known to have the largest impact
on the droplet [45]. In addition, tangentially aligned electric fields reproduce the
electrical situation at the surface of a high-voltage insulator very accurately. Different
types of electric fields, namely constant, alternating and transient electric fields are
generated by different high-voltage sources connected to one of the electrodes, while
the other electrode is grounded. The general behavior of the droplets is investigated
using shadowgraphy and a high-speed camera. Prior to each experiment the substrate
surface is cleaned using anti-static wipes soaked with isopropanol to remove surface
contamination such as dust and to minimize surface charges [28]. The droplets are
generated either with a conventional pipette or using an automated high precision
syringe to ensure a well-defined droplet volume. The electric charge of the droplets
can be actively controlled by using a grounded needle to produce uncharged droplets
or a droplet charger, similar to [4], to generate charged droplets. A single droplet
is placed on the center of the specimen without touching the surface to prevent the
generation of surface charges.
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2.1 General Droplet Behavior

The behavior of sessile droplets mainly depends on the type of the applied electric
field. To determine the influence of each type of electric field, three-different types
are used, namely constant, alternating and transient electric fields. For each type
different influencing factors such as strength and frequency of the electric field are
investigated. The following sections shortly summarize the outcome of the different
experiments. A more detailed description of the experiments and the results can be
found in the corresponding publications.

2.1.1 Constant (Time-Invariant) Electric Fields

Constant (time-invariant) electric fields are identified to affect the behavior of a sessile
droplet [32]. The forces generated by the electric field causes an elongation of the
droplet. The droplet always moves towards the negative electrode. The contact line
facing the positive electrode is pinned during this motion. However, after reaching
a certain deformation a jumping motion towards the positive electrode is observed.
The position of the droplet on the insulator is changed, and the droplet adapts to a
new equilibrium shape. The principal behavior of a droplet under the influence of
a constant electric field is shown in Fig. 1. The volume of the droplets is identified
to influence the motion of the droplets. The smaller the volume of the droplets, the
shorter is the elongation process compared to larger droplets.

2.1.2 Alternating Electric Fields

While constant electric fields lead to deformations of the droplets, alternating electric
fields cause an oscillation of the droplets. The behavior of the dropletsmainly depends
on the electric field strength but is also influenced by the e.g. the droplet volume,
electric charge or wetting properties of the substrate. For low electric field strengths
the droplet only oscillates, and the three-phase contact line is static and does not

Fig. 1 Principal motion of a sessile droplet under the impact of a constant electric field. Reprinted
(adapted) figure with permission from [32] under the Creative Common License (CC-BY-NC-ND
3.0 International)
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Fig. 2 One cycle of the first three modes for n = 2, 3, 4 of uncharged drops. a Example of Mode
1 (n = 2) of a 20µl droplet at 27Hz and Ê = 3.81 kV/cm, b example of Mode 2 (n = 3) of a 30µl
droplet at 23Hz and Ê = 4.67 kV/cm and c example of Mode 3 (n = 4) of a 60µl droplet at 48Hz
and Ê = 7.37 kV/cm. Reprinted (adapted) figure with permission from [20], Copyright 2020 by
the American Physical Society

move. Increasing the electric field strength leads to larger oscillation amplitudes
finally resulting in a movement of the three-phase contact line if the contact angles
exceed the advancing contact angle. In the following themain focus lies on the droplet
oscillation, which depends on the droplet volume, strength of the electric field as
well as the frequency of the electric field. The principal motion of a droplet under the
impact of an alternating electric field oscillating in the first three resonance modes is
shown in Fig. 2. Themotion of the droplets is affected by the frequency of the electric
field and is different for each resonancemode.While droplets in first resonancemode
are periodically leaning sideways, which results in a principal motion tangentially
aligned to the substrate, higher resonance modes cause a stretching and compression
cycle of the droplet perpendicular to the substrate. For hydrophobic substrates the
resonance frequency of the droplet is well described by the resonance frequencies
of a free droplet [46]. The characteristic frequencies of the droplet depend on the
droplet volume. The larger the droplet volume, the lower is the frequency of the
corresponding resonance mode.

Besides the frequency of the electric field and the droplet volume, the electric
charge of the droplet is identified to have a significant influence on the droplet
motion [19, 20]. Generally, uncharged droplets are assumed to oscillate with twice
the frequency of the applied voltage because the electric field causes a force pro-
portional to the square of the electric field. Thus, a sinusoidal voltage leads to
fd ∝ Ê2 ∝ 1 − cos (2ωt), where fd is the oscillation frequency of the droplet, Ê the
amplitude of the electric field strength, t the time and ω the pulsatance of the applied
voltage. In contrast, a charged droplet should oscillate with the same frequency as
that of the applied voltage because of the Coulomb force ( fd ∝ Ê ∝ sin (ωt)) acting
on the droplet. Whether the droplet oscillates with the same or twice the frequency
of the applied voltage depends on the droplet volume, the amount of charge present
on the droplet and the applied electric field strength, which define the predominant
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force. The droplet oscillates with the same frequency if the amount of charge present
on the droplet is high enough to cause a sufficiently large Coulomb force. However,
the charge on a droplet is limited by the Rayleigh charge [42], so that sufficiently high
electric field strengths will always force the droplet to oscillate with twice the fre-
quency of the electric field. Note that the transition between the different oscillation
frequencies is continuous, because of the different forces simultaneously act on the
droplet. The performed experiments revealed the amount of charge necessary to cause
a change of the behavior depending on the droplet volume, electric charge, electric
field strength and resonancemode.While this behavior is observed for droplets oscil-
lating in resonance mode two or higher, a different behavior is observed for droplets
oscillating in first resonance mode. Independently of the amount of charge present
on the droplet, the droplet always behaves like a charged droplet and oscillates with
the same frequency of the applied voltage. Hence, the behavior of a droplet oscillat-
ing in first resonance mode is not changed by the presence of charges. In contrast,
the oscillation behavior in higher resonance modes can be actively controlled by
the electric field strength, the droplet volume, the frequency of the electric field and
the electric charge on the droplet. Especially, small droplets are highly affected by
the presence of electric charges. Consequently, the electric charge has a significant
impact on the motion of the droplets and has to be taken into account whenever an
electric field is present. Corresponding numerical simulations of the droplet motion
for specific conditions can be found in [38].

2.2 Transient Electric Fields

In addition to constant and alternating electric fields, the behavior of single and
multiple droplets under the impact of transient electric fields are investigated [25].
Standard lightning and switching impulse voltages (1.2/50µs and 250/2500µs)
as defined by IEC 60060 are used to generate well-defined transient electric fields.
The general behavior of a droplet under the impact of a standard switching impulse
voltage is shown in Fig. 3. The force generated by the electric field is mainly concen-
trated at the three-phase contact line, and causes an outward motion of the contact
line. The footprint of the droplet is increased and small disturbances are initiated,
which propagate as surface waves on the droplet. The disturbances generated at
both sides of the droplet interact as soon as they reach the top of the droplet and

Fig. 3 Side view time series of a sessile water droplet (V = 50µl) surrounded by air and exposed to
a switching impulse voltage (Ê = 18.43 kV/cm) under ambient conditions [23] (Creative Common
License (CC-BY-NC-ND 4.0 International)
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result in large droplet oscillations. In case of standard lightning impulse the general
behavior is similar, but the impact of the electric field is much smaller. The move-
ment of the contact line and the amplitude of the oscillations are barely visible on
the high-speed videos. Hence, the standard switching impulse voltages have a larger
impact on droplets compared to standard lightning impulse voltages.While the initial
impact of the electric field, namely the increase of the footprint, usually does not lead
to coalescence of neighbouring droplets, the droplet oscillation might cause droplet
coalescence depending on droplet volume and droplet-droplet distance. However, for
small droplet-droplet distances (hd−d < 1mm) the initial increase of the footprint can
lead to coalescence of the neighboring droplets. The interaction of nearby droplets
is investigated in more detail, and a region map is generated to determine the behav-
ior of the droplets depending on the droplet-droplet distance, the droplet volume,
electric field strength and impulse type [25]. While sufficiently high electric field
strengths and small droplet-droplet distances always lead to droplet coalescence in
case of standard switching impulse voltages, droplet coalescence under the impact
of standard lightning impulse voltage also depends on the droplet volume. Small
droplets (droplet volume Vd < 40µl) do not interact even for small droplet-droplet
distances of hd−d ≈ 1mm. However, large droplets might coalesce depending on the
electric field strength and the droplet-droplet distance.

Consequently, the behavior of the droplets clearly depends on the type and char-
acteristic time constants of the electric field. The characteristic time scales of the
standard switching impulse are much larger compared to those of standard lighting
impulse voltages, as defined by IEC 60060. Thus, the electric field is present for
a longer time, which leads to a larger macroscopic motion, potentially resulting in
coalescence.

2.3 Partial Discharge Inception Field Strength

As already mentioned the electric field is significantly enhanced near the three-phase
contact line. The local field enhancement can lead to a field strength locally exceed-
ing the breakdown strength of air resulting in the generation of partial discharges.
The associated generation of UV-light and locally high temperatures contribute to
the accelerated aging of composite insulators [2, 17, 18]. To determine the various
influencing factors and the impact of different boundary conditions, the partial dis-
charge inception field strength is investigated under various different conditions. The
partial discharge inception field strength is determined for different types of electric
fields [32, 35], droplet volumes [32–34], surface orientations [32, 34] and wetting
properties of the substrate [32, 34]. In addition, the impact of the conductivity of the
droplet [34], the electric charges and the oscillation of the droplet are investigated
[27].

Generally, partial discharges are identified to occur directly at the three-phase con-
tact line as shown in Fig. 4. The UV-light generated by the partial discharges is used
to visualize the location of the partial dischargeswith high resolution. TheUV-light is
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a) b)

Fig. 4 Exemplary images of a water droplets with superimposed image of UV-camera to visualize
the partial discharges (colored in magenta). a Water droplet with Vd = 20µl in side view for
Ê = 9.02 kV/cm and b in top view for Ê = 9.63 kV/cm. Reprinted (adapted) figurewith permission
from [21], Copyright 2021 by the American Physical Society

colored in magenta and is superimposed to the daylight image of the droplet. Due to
the forces generated by the electric field, the shape of the droplet is altered and takes
a complex form. The occurrence of partial discharges mainly depends on the shape
of the droplet, so that the partial discharges are only observed at specific locations
at the contact line. The partial discharges are mainly located at conical tips of the
droplet as shown in Fig. 4b. Especially, at this location the curvature of the interface is
low and, thus these locations are more prone to generate partial discharges because
of a significantly increased electric field strength. The partial discharge inception
field strength depends on the type of electric field. For constant electric fields the
critical partial discharge inception is determined for different droplet volumes [35].
Generally, the generation of partial discharges is observed to be independent of the
polarity of the applied potential. The higher the electric field strength, the higher is
the measured partial discharge impulse.

In addition to constant electric fields, the inception field strength is investigated
under the impact of alternating electric fields. The inception field strength is identified
to depend on various influencing factors. An increasing droplet volume generally
leads to a decreasing inception field strength for partial discharges [34]. Due to
the fact that the water droplets used for the experiments can be assumed as perfect
conductors for low frequencies ( f < 1000Hz for the given liquid), a change of the
conductivity revealed a negligible effect on the inception field strength [32]. This
assumption is valid as long as the charge relaxation time of the liquid τel is much
lower than the characteristic time of the electric field τE . In contrast, the frequency
of the electric field and the wettability of the substrate have a significant influence
on the inception of partial discharges. The lower the contact angle of the single
sessile droplets (the better the wettability of the substrate), the lower is the inception
field strength for partial discharges. Hence, the inception field strength of sessile
water droplets on silicone rubber is higher compared to epoxy resin. The presence
of electrical charges also influences the inception field strength [27]. The higher the
amount of charges present on the droplet, the lower is the inception field strength of
partial discharges. Besides the already mentioned influencing factors, the inception
field strength is determined for the first three resonance modes [27]. The higher the
frequency of the electric field i.e. the higher the resonance mode, the higher is the
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inception field strength of partial discharges. Additionally, the surface inclination and
the presence of further droplets affect the generation of partial discharges. Especially,
nearby droplets can significantly reduce the partial discharge inception field strength
[27].

The combination of constant and alternating electric fields revealed that the incep-
tion field strength of partial discharges can be further lowered by the presence of a
superimposed constant electric field compared to an alternating electric field [35].

Simulation results of the partial discharge inception field strength are performed
by [38]. Based on the performed experiments the inception field strength is estimated
and compared to measured values. The generation of partial discharges is affected by
various influencing factors and very sensitive to changes of the boundary conditions.

3 Ice Nucleation Under the Impact of Electric Fields

The presence of an electric field impacts the behavior of a sessile water droplet
under normal ambient conditions. Due to the fact that the electric field significantly
affects the mechanical and electrical behavior of a droplet under ambient conditions,
it is assumed that the electric field might also affect additional physical mechanisms
like ice nucleation. There is an ongoing discussion in literature as shown in Sect. 1
whether ice nucleation can be affected by electric fields or not. In the scope of this
work an experimental setup called SAPPHIRE is developed to investigate the impact
of electric fields on ice nucleation in more detail [27]. The temperature as well as the
electric field are precisely controlled to determine even small influences of the electric
field on ice nucleation. Different types of electric fields, namely constant, alternating
and transient electric fields, are used to determine the impact of various influencing
factors such as the electric field strength, frequency of the electric field and type of
the electric field. The electric field strength is evaluated at the droplets position in
absence of the droplets. In case of alternating or transient electric fields, the amplitude
of the electric field is used to characterize the electric field strength. Furthermore,
the variety of experimental conditions is assumed to improve the understanding of
the underlying physical mechanisms.

A droplet ensemble consisting of 40 droplets with well-controlled volumes are
cooled with a constant cooling rate or hold at a constant temperature. Ice nucleation
inside the individual droplets is observed with a video camera and identified by the
vanishing glare point during the freezing of the droplets. To generate a sufficient
number of nucleation events the same droplet ensemble is used several times to
ensure well-defined boundary conditions and to rule out any influence of changed
contamination inside the droplets. Hence, for the investigation of each parameter like
the electric field strength a fixed droplet ensemble is used. The droplets are exposed
to several freezing and thawing cycles resulting in a large number of nucleation
events. The impact of the electric field is determined by a comparison of the different
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experiments with and without an electric field present. Subsequently, the results for
the different types of electric fields are shortly summarized and exemplary results
are shown.

3.1 Constant (Time-Invariant) Electric Fields

The impact of constant (time-invariant) electric fields on ice nucleation is extensively
studied in [22, 26]. The same set of droplets is exposed to various freezing and
thawing cycles while the electric field strength is continuously increased up to a value
of E = 9.76 kV/cm. Using the same set of droplets ensures that the contamination
and the position of the droplets do not affect ice nucleation because any influence
present is constant for all cycles. The droplets are cooled at a constant rate of Ṫ =
5K/min. The nucleation events and the associated temperatures are used to analyze
the impact of a constant electric field on ice nucleation. Based on the freezing events
droplet survival curves are generated, which correlate the liquid fraction Nl/N0,
where Nl is the number of liquid droplets at a certain temperature ϑ and N0 is the
number of initially liquid droplets, and the droplet temperature ϑ . The comparison
of the survival curves generated under different conditions reveals the impact of the
electric field on ice nucleation. Exemplary results are shown in Fig. 5. Survival curves
depending on the electric field strength are presented. Low electric field strengths
E < 6.50 kV/cm do not influence ice nucleation as shown by the almost perfect
accordance of the different survival curves [26]. However, increasing the electric field
strength (E ≥ 9.76 kV/cm) leads to a survival curve shifted to higher temperatures
[26]. The individual droplets freeze at a higher temperature so that ice nucleation is
promoted by the electric field.Nevertheless, the impact is rather small. To quantify the
increase of the nucleation temperature, the mean nucleation temperature ϑ0.5 can be
used. Themean nucleation temperature is the temperature associated to Nl/N0 = 0.5
and, thus characterizes the temperature necessary to cause half of the ensemble to

Fig. 5 Liquid fraction
Nl/N0, where Nl is the
number of liquid droplets at
a certain temperature ϑ and
N0 is the number of initially
liquid droplets, depending on
the droplet temperature ϑ for
different electric field
strengths |E |. Republished
with permission of/from
[26]; permission conveyed
through Copyright Clearance
Center, Inc
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be frozen. The increase of the temperature is always correlated to the run without an
electric field. In case of a constant electric field the largest increase of the nucleation
temperature is observed at E = 9.76 kV/cm and yields approximately �ϑ ≈ 1K
[26]. Consequently, ice nucleation can be influenced by the constant electric fields,
but the influence is rather small and might be masked by other influencing factors
such as the measurement uncertainty of the temperature or the stochastic nature of
ice nucleation.

Even though ice nucleation is a stochastic process, the performed experiments
revealed a singular nucleation behavior of the droplets in absence of an electric field.
Due to the fact that the same droplet ensemble is used for the different freezing and
thawing cycles the nucleation temperature of each droplet can be compared to the
previous and subsequent runs. In absence of an electric field, the nucleation temper-
ature of the individual droplets is almost constant and suggests that ice nucleation is
mainly influenced by the ice nucleation particles inside the droplets and their char-
acteristic temperature [26]. Therefore, the experimental data is described very well
by the singular nucleation model.

In summary, the experiments revealed a rather small influence of constant electric
fields on nucleation. However, the used procedure is capable to reveal even small
influences with good accuracy.

3.2 Alternating Electric Fields

In addition to constant electric fields, the impact of alternating electric fields is inves-
tigated with respect to the electric field strength and the frequency [24]. Similar to
the investigation of the impact of constant electric fields, a fixed droplet ensemble is
used to investigate the impact of each influencing parameter such as the electric field
strength or frequency. The droplet ensemble containing up to 40 droplets is cooled
at a constant cooling rate of Ṫ = 5K/min. To generate a large number of nucleation
events the same ensemble is used to perform several freezing and thawing cycles.
Overall a minimum of 55 droplets is used for analyzing the behavior of the droplets.
The occurring nucleation events are correlated to the actual nucleation tempera-
ture and analyzed using droplet survival curves. Exemplary results are given by the
droplet survival curves shown in Fig. 6. The liquid fraction Nl/N0 depending on the
droplet temperature ϑ for various electric field strengths Ê is presented. While small
electric field strengths (Ê < 3.34 kV/cm) have an almost negligible influence on ice
nucleation, larger electric field strengths (Ê ≥ 3.34 kV/cm) significantly influence
ice nucleation. The impact of the electric field on ice nucleation is twofold. First,
the general shape of the droplet survival curves is altered from the typical ‘S’-like
shape. Second, individual droplets are forced to freeze at higher temperatures, so
that the temperature of the first freezing event is significantly increased. Hence, the
temperature range of ice nucleation is increased. Generally, the impact of the electric
field increases with increasing electric field strength. The impact of an alternating
electric field can be quantified by the mean nucleation temperature ϑ0.5. The max-
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Fig. 6 Liquid fraction
Nl/N0, where Nl is the
number of liquid droplets at
a certain temperature ϑ and
N0 is the number of initially
liquid droplets, depending on
the droplet temperature ϑ for
different electric field
strengths Ê ( f = 50Hz).
Reprinted (adapted) figure
with permission from [24],
Copyright 2021 by the
American Physical Society
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Ê = 0.48 kV/cm
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Ê = 5.25 kV/cm
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Ê = 7.16 kV/cm

imum change of the mean nucleation temperature is observed for Ê = 7.16 kV/cm
and yields�ϑ0.5 ≈ 10K. However, for Nl/N0 < 0.5 the change of the characteristic
nucleation temperature is even higher. Even though the temperature of individual
droplets is increased, the lowest freezing temperature is almost constant independent
of the applied electric field. Hence, the electric field does not influence all droplets
in the same manner. A more detailed analysis of the individual nucleation events
revealed that not all droplets are affected by the electric field. Consequently, the
impact of an alternating electric field is of singular rather than stochastic nature.
Due to the fact that the number of droplets affected by the electric field increases
with increasing electric field strength, it seems that each droplet is associated with a
characteristic electric field strength necessary to influence ice nucleation. To reveal
if additional influencing factors (besides the electric field strength) also have a sin-
gular impact on ice nucleation, the singular and stochastic behavior of the nucleation
events is analyzed in more detail with respect to the temperature and time. The
analysis revealed that the individual droplet can be characterized by a specific nucle-
ation temperature according to the singular nucleation model. However, stochastic
processes still play a role, which is shown by the scatter of the experimental data.
Even though ice nucleation is a time dependent process, the electric history of the
droplets does not influence the outcome of the experiments. Hence, a previously
applied electric field does not influence the actual nucleation behavior at a different
electric field strength. Ice nucleation is only affected on a small time scale and the
boundary conditions present at the time instant of nucleation.

Besides the magnitude of the electric field strength, its frequency has large influ-
ence on the nucleation behavior. Specific frequencies to promote ice nucleation are
identified ( f = 100Hz or f = 110Hz for the given setup). Thus, the macroscopic
motion, namely the oscillation of the droplets seems to have a large impact on the
nucleation behavior. However, the influence of the electric field on ice nucleation is
not completely understood yet.
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Compared to constant electric fields, the impact of alternating electric field is
significantly increased. Individual droplets are highly affected by the electric field,
so that ice nucleation is promoted by the presence of the electric field.

3.3 Transient Electric Fields

In contrast to the investigation of constant and alternating electric fields, the impact of
transient electric fields is determined at constant temperature. The droplet ensemble
is cooled to a constant temperature. Afterwards the electric field is applied and
the number of frozen droplets is analyzed. To determine the impact of different
types of transient electric fields standard lightning and standard switching impulse
voltages are used to investigate the nucleation behavior. A more detailed overview
is given by [23]. Exemplary results for an ensemble exposed to standard lightning
impulse voltage are shown in Fig. 7. The frozen fraction Nf/N0, where Nf is the
number of frozen droplets at the temperature ϑ and N0 is the number of initially
liquid droplets, depending on the degree of supercooling �T and the electric field
strength Ê is shown. The electric field strength corresponds to the highest electric
field strength present while the electric field is applied. While low electric field
strength (Ê < 9.78 kV/cm) does not affect ice nucleation, i.e. does not cause any
droplet to freeze, higher electric field strength have an impact on ice nucleation.
The higher the electric field strengths, the higher is the frozen fraction depending
on the degree of supercooling. Note that the frozen fraction is always analyzed at
t = 1.5 s after the electric field is applied for comparison reasons and to ensure
that the nucleation event is caused by the electric field rather than by the stochastic
nature of ice nucleation. Electric field strengths higher than Ê = 19.56 kV/cm lead to
a completely frozen ensemble at least for a supercooling of �T = 20K. Comparing
the impact of standard lightning and standard switching impulse voltage reveals that
the impact of standard switching impulse voltage is higher, i.e. the number of frozen

Fig. 7 Frozen fraction
Nf/N0 depending on the
degree of supercooling �T
under the impact of standard
lightning impulse voltages
generating an electric field
strength of E [23] (Creative
Common License
(CC-BY-NC-ND 4.0
International)
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droplets is increased for the same degree of supercooling and applied electric field
strength. However, the influence of an electric field strength of Ê = 6.52 kV/cm is
also almost negligible for standard switching impulse voltages. In contrast, the mean
freezing temperature ϑ0.5 can be significantly increased for both impulse types. The
highest change of the mean freezing temperature can be observed at high electric
field strength and yields � ≈ 6K.

Not only the impact of standard switching impulse voltage on ice nucleation is
higher compared to standard lightning impulse voltage but also the macroscopic
behavior of the droplets. While standard switching impulse voltages lead to signif-
icant droplet oscillations, the standard lightning impulse voltages have an almost
negligible impact for the investigated electric field strength. As a conclusion the
impact of the electric field might be associated with the motion of the droplets. Nev-
ertheless, even in case of small droplet oscillations, the electric field does influence
the nucleation behavior. However, the physical mechanism affecting ice nucleation
is not completely understood yet, because no general model is available to describe
the influence of electric field on ice nucleation.

The freezing of the individual droplets is not always observed during the highest
electric field strength but also after the electric field has already completely decayed.
Themoment of nucleation of the individual droplets with respect to the application of
the electric field covers several orders of magnitude (from milliseconds to seconds).
Hence, ice nucleation is clearly a time dependent process. However, the stochastic
nature of the process can only be observed on a small time scale. A larger time scale
might mask the stochastic nature of ice nucleation and causes a singular behavior.

Generally, transient electric fields can be used to actively affect ice nucleation.
The presence of sufficiently high electric fields significantly promotes ice nucleation
and increases the nucleation temperature of the individual droplets.

4 Conclusions

The behavior of sessile droplets is highly affected by the presence of electric fields.
The impact of the electric field mainly depends on the type of the electric field but
is also influenced by other factors such as droplet volume or electric field strength.
Generally, the electric field causes oscillations or deformations of the droplet and
might even lead to an enhanced surface wetting. In addition to the mechanical phe-
nomena, the interaction of a sessile water droplet and the electric field causes a field
enhancement at the three-phase contact line of the droplet. The locally enhanced
electric field causes the formation of partial discharges, which contribute to an accel-
erated aging of the insulators. In the scope of this work the main influencing factors
of the electrical and mechanical phenomena are investigated in detail. Especially,
the electric charge is identified to have a large impact on the mechanical and elec-
trical behavior of the droplet and might have been underestimated in many other
investigations performed in the past and reported in literature. In addition, droplet
volume, strength, frequency and type of the electric field as well as the electrical
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and geometrical properties of the experimental setup clearly affect the motion of the
droplets and the formation of partial discharges.

The electric field does not only impact the mechanical and electrical behavior of
a droplet under normal ambient conditions but also additional physical mechanisms
like ice nucleation. The developed experimental setup called SAPPHIRE allows the
investigation of ice nucleation of sessile and emulsified droplets under well-defined
conditions with respect to temperature and electric field strength. While constant
electric fields are identified to have a rather small impact on ice nucleation, alternat-
ing and transient electric fields significantly promote ice nucleation. The nucleation
temperature of individual droplets can be notably increased by the presence of an
electric field. The nucleation temperature of each droplet is not only associated with
a characteristic temperature, as defined by the singular nucleation model, but also by
a characteristic electric field strength necessary to cause an impact on ice nucleation.
Hence, the impact of an electric field can also be of singular rather than stochastic
nature. Generally, the presence of an electric field can clearly promote ice nucleation
and can be actively used to force ice nucleation.

The experimental work performed in this work is expanded by numerical simu-
lations performed by Institute for Accelerator Science and Electromagnetic Fields
of the Technical University of Darmstadt. The results enhance the knowledge of the
behavior of water droplets under the impact of electric fields, which might be the
origin for the development of more advanced prediction models for the inception of
partial discharges of sessile water droplet or the icing of high-voltage insulators.
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