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Foreword 

The ethics of Artificial Intelligence (AI) is a popular topic. But Africa is 
usually not on the radar when it comes to academic discussions about AI 
ethics and AI policy, not even when it comes to “global” and intercul-
tural approaches. This “forgetting” is likely due to biases and stereotypes 
about Africa on the part of Western interlocutors. To those who believe 
that Africa has little to do with high tech and innovation, a title such as 
“Responsible AI in Africa” sounds almost like an oxymoron, and at best 
comes across as a marginal topic. 

For many decades, if not centuries, Africa has been synonymous with 
problems in the Western media and imagination. I remember how in 
the 1980s TV images of starving children in Africa flooded our living 
room. This was the first thing I heard about Africa as a child. Africa 
became synonymous with poverty, droughts, war and (other) human 
rights violations. Underdevelopment. Challenges. Disaster. Today, Amer-
ican or European mainstream media hardly report about Africa. Unless 
you specifically search for it, you don’t hear about it at all. Consequently, 
for most people in the West, including policymakers, Africa is a kind 
of terra incognita. We don’t know about it, and as the lucky but also 
somewhat tragic heirs of the Enlightenment, we risk to see it as a place 
where ignorance thrives. Many Westerners do not know any African 
philosopher or scientist. Africa is often absent on Western maps of the 
global knowledge and innovation landscape. Development and deploy-
ment of high tech such as AI are supposed to happen elsewhere: in

v



vi FOREWORD

Silicon Valley, in Asia, sometimes in Europe. And in terms of global ethics, 
all humanities people seem to talk about are colonialism and neocolo-
nialism. Again: Africa is connected with problems. At worst, it is the sad 
setting of horrible narratives about slavery, colonialism and exploitation. 
At best, there is the hope that Africa, like a sleeping beauty, may awaken 
and develop in the far future—perhaps kissed by the prince of foreign 
investment. 

While there is a grain of truth in this picture of Africa, it is also a 
very one-sided and distorted one. Africa is also a place where AI is used 
and developed: in social networks, in businesses, in healthcare, in agricul-
ture, in education and academic contexts. Of course, as several chapters 
in this volume show, there are challenges. There is sometimes insufficient 
digital literacy, lack of data infrastructure, inadequate policies and lack 
of enough funds. And like in Western countries, there are risks related 
to bias and discrimination, responsibility, the future of work and climate 
change (Coeckelbergh 2020). But AI is becoming more popular and, like 
everywhere, AI is already changing the world—also in Africa. There are 
start-ups, there is research, and there is innovation. Africa is also a place 
where the future is made. 

One country that has understood this is China, which since years 
has been pouring loans and investments into Africa, benefiting manufac-
turing, agro industry, telecommunication and infrastructures. Soft power. 
When the West will realise that Africa is also a market and a trade 
partner, other players will already have benefited—as do the Africans 
themselves already, for example via local businesses and employment. 
Although here there is of course the danger of neocolonialism and 
empire, with China taking over the role of European ex colonial powers. 
More generally, Ethiopian-born cognitive scientist Abeba Birhane (2020) 
has rightly warned for what she calls “the algorithmic colonization of 
Africa”: the “invasion” of AI may echo colonialism by neglecting local 
interests and disadvantaging minority groups. And Africa remains a key 
provider of natural resources to the rest of the world, which often involves 
exploitation and violence. 

But like other high tech, AI is there and is there to stay, and it also 
offers chances. Partly, this remains a matter of foreign investment. In April 
2019 Google opened its first African AI research centre in Ghana. Africa 
is also a potential, an opportunity. One may even worry that the world 
may miss out on talent from Africa, also for the development of new 
technologies. That’s a different picture of Africa: Africa as a chance, an
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opportunity and potential laboratory for creating the future: in the first 
place for and by Africans themselves, but also for the benefit of other 
countries and humanity. AI can potentially empower Africa and Africans 
and lead to more prosperity for all. Yet this assumes that the right kind of 
socio-economic conditions are created, that the technology is employed 
in a socially just and democratic way. 

Moreover, there are also opportunities to reach new users who simply 
want entertainment, as the Indian anthropologist Payal Arora has shown 
in her book The Next Billion Users (2019): not all narratives about the 
Global South have to be about “development” and “economic growth”, 
digital technologies can also be used for entertainment and that’s OK . 
Africans and others in the Global South also deserve to have fun! This 
means, again, that Africa is a business opportunity, for example for AI, 
but also a place where people want the same things everyone else wants on 
the planet: freedom and integrity, well-being and social security, inclusion, 
justice and democracy; but also: play, dance, relaxation and simply having 
a good time. AI can contribute to that, too, for example in the context 
of games. 

Yet Africa is not a country; it is a continent (in fact the second largest 
on earth), and a very diverse one. Consider just the cheerful linguistic 
diversity. There are an estimated 1500 to 2000 African languages, ranging 
from Arabic and Berber languages in Algeria and Morocco to Yoruba, 
Swahili, Lingala, Wolof and Kiswahili in other parts of Africa, and the 
colonial Afrikaans, French, English and Portuguese. And within coun-
tries there are also several languages; many Africans are multilingual. 
Today, only native anglophones, supported by the global postcolonial and 
empire-style dominance of English, can afford the luxury of monolin-
gualism. This is a convenience but also a problem. Africa is not only rich 
in resources, but also in culture. This raises the question: what does its 
diversity in terms of language, ethnicity, culture, etc., mean for thinking 
about the ethics of AI? 

As suggested earlier, ethics is partly a universal matter. We are all 
human beings and share similar needs and aspirations. A global ethics 
can refer to universal principles, for example universal human rights. This 
is also the case in ethics and policy of AI. However, it is equally impor-
tant to cater for diversity and respect cultural differences. And preferably 
more than respect, which always keeps a distance, does not necessarily 
engage: it is even better to learn from other cultures. With regard to 
AI, this means that African people are invited to explore what they can
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do with Western ethical principles and policy frameworks (e.g. the AI 
ethics frameworks developed by the High-Level Expert Group on AI of 
the European Commission (2019), which I had the honour to contribute 
to), but also that non-Africans in America, Europe, Asia, etc., should try 
to learn from African ethics and African approaches to policy. From the  
non-African side, this can be done in order to pay lip service to in-group 
political correctness or to support domestic identity politics, but it can 
also be motivated by a genuine interest in African ethics and its values. 
Perhaps African ethics can even be one of the sources for the renewal 
of Western ethics. For example, one could argue that the latter is too 
individualistic and not social enough, and that Westerners do not suffi-
ciently respect family, truth and old age—just to name some values that 
are often identified as African. There may also be interesting links between 
character-oriented African ethics and virtue ethics. And of course there are 
different kinds of ethics in different cultures and different parts of Africa. 
African ethics is not one thing; it is about people, communities and places. 
AI ethics in and for Africa should engage with that cultural diversity and 
explore what AI ethics and robot ethics means in those specific cultural 
contexts. For example, in this volume, Kwanya writes about the concept 
of work in the Kenyan context and Dignum suggests that AI ethics can 
benefit from, for example, Ubuntu philosophy. Finally, it may also be 
helpful to research how tech innovation and use of digital technologies 
actually works in African contexts, including cases in which that might 
already be responsible. There are examples of good strategies, inside and 
outside Africa. Ethics should not only be about what could go wrong, 
but also about what already goes right and why, and about how we can 
shape a good common future. 

These comments also raise the question: who should develop respon-
sible AI in Africa? The answer must be: in the first place Africans 
themselves. Neocolonialism is game over, and AI ethics should not be 
the place to perpetuate or renew it. Unfortunately, as Stahl et al. remind 
us in this volume, AI strategies are often dominated by powerful global 
actors. Such structural problems need to be addressed. Yet it should not 
be an excuse to refrain from developing one’s own policy ecosystem with 
regard to AI and similar technologies. This is about creating opportunities 
for responsible innovation. This is about harnessing the benefits of AI for 
citizens. This is about taking responsibility for one’s own technological 
future.
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Luckily, many Africans did not wait for Western voices or money to 
do this. But as the editors of this volume suggest, there is a need for 
more strategy and policy in this area, also with regard to ethical AI. More 
attention needs to be paid to the ethically and societally responsible devel-
opment and deployment of AI. Many contributors to this volume help us 
to think about what that means and how it might be achieved in Africa. AI 
should not just be about money and business. It is also about justice and 
solidarity. It is about gender equity. It is about cultural engagement. It is 
about human rights. It is about good government. It is about commu-
nities. It is about what kind of world we want to live in. Ensuring this 
is in the first place a task and responsibility for African citizens and their 
leaders in civil society, business and politics. But non-Africans (and those 
who have a foot in both worlds!) can help with this, as equal partners. 
Business and trade partners, but also conversation partners in academia 
and elsewhere: fellow humans looking for the good life and the good 
society in local and global contexts, given new technological possibilities 
and challenges. Being from the non-African part of the world, and as a 
philosopher specialised in the use of words and aware of the danger of 
neocolonial interventions and hegemonic discourse, I can only say: let’s 
get together and talk about this. Let’s talk about what African ethics of 
AI and global ethics of AI means and could mean. Let’s try to learn from 
each other’s experiences and exchange thoughts. This book is hospitable 
to such dialogues and offers valuable and pioneering material for those 
much needed discussions, imaginations, strategies, policies and perhaps 
even innovations in both African and global AI ethics and policy. 

January 2022 Mark Coeckelbergh 
University of Vienna 

Vienna, Austria 
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Introducing Responsible AI in Africa 

Damian Okaibedi Eke, Kutoma Wakunuma, 
and Simisola Akintoye 

Background 

In the last few years, a growing and thriving AI ecosystem has emerged 
in Africa. Within this ecosystem, there are local tech spaces as well as 
a number of internationally driven technology hubs and centres estab-
lished by big tech companies such as Twitter, Google, Facebook, Alibaba 
Group, Huawei, Amazon and Microsoft have significantly increased the 
development and deployment of AI systems in Africa. While these tech 
spaces and hubs are focused on using AI to meet local challenges (e.g. 
poverty, illiteracy, famine, corruption, environmental disasters, terrorism 
and health crisis), the ethical, legal and socio-cultural implications of AI 
in Africa have largely been ignored. To ensure that Africans benefit from
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the attendant gains of AI, ethical, legal and socio-cultural impacts of AI 
need to be robustly considered and mitigated. 

On the global level, a number of national, regional and interna-
tional bodies, think-tanks, research institutions and private companies 
have developed or are in the process of developing ethical principles 
and guidelines for AI (Jobin et al., 2019; Ulnicane et al., 2021). 
These emerging principles such as transparency, justice and fairness, 
non-maleficence, responsibility and privacy that shape global AI ethics 
discourse are informed by ethical perspectives and traditions from Western 
Europe, North America and East Asia (Gupta and Heath, 2020). Ethical 
narratives, perceptions and principles from the Global South, particu-
larly Africa, are glaringly missing from the global discussion of AI ethics. 
There is a general belief that socio-cultural and political contexts shape 
expectations of AI and the challenges and risks it poses. It is there-
fore safe to assume as Hargety and Rubinov (2019) suggested that AI 
ethics concepts such as ‘bias’, ‘human rights’, ‘privacy’, ‘justice’, ‘sol-
idarity’, ‘trust’, ‘transparency’, ‘openness’ and ‘fairness’ mean different 
things to different people. The meaning and scope of these concepts 
emerge from cultural contexts in which they are discussed. Citing the 
example of Nordic AI policies, Robinson (2020) notes the fundamental 
influence cultural values have on the way these concepts are conceptu-
alised in national and regional policies. As he pointed out, cultural values 
contribute to value-laden technology policies in a way that can address 
societal concerns and interests that are different in different places. This 
is at the heart of responsible AI—the idea of developing AI systems that 
will not only be compliant to laws (including human rights provisions) but 
that are socially/culturally sensitive and acceptable as well as be ethically 
responsible. 

Indeed, embedding cultural values and beliefs into the development 
and implementation of AI policies and strategies is an imperative for 
both AI developers and policymakers. People’s contextual understanding 
of reality must be represented in the design and implementation of the 
technology to improve acceptability. AI development and use in Africa 
needs to be sensitive to African cultural values, beliefs and ethical prin-
ciples which are currently lacking in the global discussion on AI ethics 
and guidelines. As AI continues to grow in Africa, there is a risk of alien-
ating those for whom these services are meant for, if principles and values 
from the Global North are imposed on them. Whereas African societies 
cannot be described as monolithic, African people share common values



INTRODUCING RESPONSIBLE AI IN AFRICA 3

steeped in rich ethical traditions, described differently yet similar in many 
communities, that can shape AI development and governance. 

To contribute to this discussion, this book presents cutting-edge 
research and insights on the current challenges and prospects of devel-
oping a Responsible AI in Africa from both African and world-leading 
scholars in AI ethics. The contributions evaluate the importance of 
contextual values and principles on the development of effective AI 
and its ethics, governance and strategy for Africa. The book offers 
a much-needed African AI narrative that is missing in the global AI 
ethics and governance discourse. It contains original contributions on the 
current-state-of-the-art, challenges, prospects, the meaning and scope of 
Responsible AI in Africa. The book succeeds in advancing our under-
standing of some specific challenges and concerns AI raises in Africa and 
provides insights on the African ethical foundations that can help in miti-
gating specific AI concerns in Africa as well as ensure that AI is developed 
to meet societal hopes, expectations and needs. 

AI in Africa 

As noted by Schwab (2016), AI is a significant component of the fourth 
industrial revolution that will lead to fundamental changes in the way we 
live, work and relate to one another. PricewaterhouseCoopers AI sizing 
the price report estimates that by 2030, AI technologies could increase 
the global economy by $15.7 trillion (14%), with increased productivity 
level of about $6.6 trillion and consumption side-effects of $9.1 tril-
lion (PricewaterhouseCoopers, 2017). This PWC report also showed that 
although AI is at its early development, the AI market in Europe, North 
America and China is more advanced than other regions. To put this into 
proper perspective, the financial gains for the markets in Africa, Oceania 
and low-income Asian markets are estimated to be around $1.2 trillion 
while China is about $7.0 trillion, $3.7 trillion for North America and 
$1.8 trillion for Northern Europe. These figures indicate that in Africa, 
AI development and deployment are still at its early stages and face a 
number of challenges towards being a transformative force in society. 

However, the nature of AI promises to bring about fundamentally 
socio-cultural changes in Africa including in areas such as political activ-
ities, poverty, environmental sustainability, transportation, agriculture, 
health care, education, financial transactions and religious and tradi-
tional belief systems. Many of these AI systems are no longer described
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as dreams but are becoming a reality in Africa but mainly driven by 
companies with roots in the Global North. In addition to the big tech-
nology companies establishing operations in Africa, home grown experts 
are increasingly establishing technology spaces similar to the US Silicon 
Valley and Silicon Wadi in Israel. Most of these tech spaces are aptly 
named as ‘Silicon Savannah’ in Kenya, ‘Sheba Valley’ in Ethiopia and 
‘Yabacon Valley’ in Nigeria. These tech spaces and many African networks 
(such as DeepLearning Indaba, Responsible AI network—Africa), local 
AI start-ups and local stakeholders (including centres of higher educa-
tion, governments and broader AI community) are fostering a growing 
ecosystem aimed at developing AI systems that are sensitive to African 
interests, concerns and culture. 

Therefore, AI as a tool or system that performs a specific intelli-
gent task (or otherwise known as artificial narrow intelligence—ANI) is 
growing and thriving in Africa. However, despite the great benefits these 
AI systems promise for Africa, there is an appreciation that it is critical 
to ensure the values and needs of Africa are considered in the design 
and implementation of these systems. There are also substantial socio-
cultural and organisational challenges that undermine the adoption and 
implementation of AI across the continent. This includes lack of digital 
infrastructure, education, inadequate data, public policies and funding 
(Kiemde and Kora, 2021, 2020). Thus, for Africa to begin to capitalise on 
the opportunities of AI, there needs to be cooperation between African 
stakeholders as well as the establishment of an enabling environment 
for AI to thrive. This includes structural reform to support innovation, 
development of effective policies and regulations for digital growth. 

Responsible AI 

Responsibility denotes accountability and having control and authority 
for or over something. It is an important aspect that needs to be taken 
seriously in any technology design, development, implementation and 
eventual main-stream buy-in. As such, adoption, adaptation, access and 
use should also be accounted for in Responsible AI. To this end, there 
ought to be responsibility in AI, more so when it comes to how it 
is contextualised and applied in an African context. As such, the ques-
tion needs to be asked with respect to what Responsible AI means in 
the Global South, with particular respect to the African context. This is 
especially in the light of the fact that as is known, AI, like many other
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technologies, is a western import, designed and developed with mainly 
western values, yet the technology is expected to be adopted and used 
in much similar ways as in the Global North. This is despite research 
showing that AI is not neutral, therefore suggesting that use as well as 
social and ethical considerations will differ depending on geographical 
locale, cultural, social and political norms as well as economic standing. 
Because technologies like AI bring about their own challenges that call for 
a considerable amount of responsibility, it becomes imperative to under-
stand how Africa is addressing the social and ethical challenges that are 
brought to light due to the application of AI or the desire to apply AI. 
To this end, it becomes necessary to understand what Responsible AI 
means for Africa and how is this considered within the context of ethical 
challenges that result from its potential adoption and use or is Respon-
sible AI considered at all? In the first instance, Wakunuma et al., (2021) 
call for the reconceptualisation of the notion of responsible innovation 
which covers terms like Responsible AI because they have been devel-
oped in the Global North with little reference to what these may mean 
in the Global South. The authors argue that RI should take into account 
diverse RI practices that may be dependent on community initiatives as 
well as indigenous knowledge and cultural values. In much similar terms, 
Carman and Rosman (2021) posit that AI and therefore its ethical consid-
erations should be compatible with the societal values within which they 
operate from. This is a clear recognition of the fact that as societal value 
systems differ, so too will the ethical concerns and solutions thereof that 
may pertain to different societies. 

However, solutions to ethical concerns will be challenging to come by 
if as Gwagwa et al. (2021) have noted that Africa still scores very lowly in 
its AI readiness and will therefore need to depend on continued support 
from international partners and technology firms. This dependency does 
not foster confidence in finding ethical solutions when technology acces-
sibility and implementation are premised on support from others. The 
dependency can lead to challenges in developing appropriate policies that 
should speak to Responsible African AI rather than risk the embedding of 
values developed by the very international technology firms that Africa 
depends on. Perhaps that is why there are very few African countries 
with AI policies that robustly address ethical concerns. Further, the fact 
that there are few African AI experts on the international AI stage also 
shows a shortage of AI skills—a lack of diversity among those with skills 
and a lack of financial resources which are much needed to accelerate
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the development of AI which does not help with a robust understanding 
and awareness of ethical concerns of AI that can enable responsible AI in 
Africa. 

Global AI Ethics: African Perspectives 

In their comprehensive and robust review of 84 guidelines on Ethical 
AI published around the world, Jobin et al., (2019) identified 11 
overarching ethical principles: transparency, justice and fairness, non-
maleficence, responsibility, privacy, beneficence, freedom and autonomy, 
trust, sustainability, dignity and solidarity. However, the authors admitted 
that a further thematic analysis revealed ‘‘significant semantic and concep-
tual divergences in both how the eleven ethical principles are interpreted 
and the specific recommendations or areas of concern derived from each’’ 
(Ibid, p. 7). It is important to note that none of the guidelines reviewed 
was developed in or for African contexts. This points to the fact that 
the global AI ethics debate is being shaped without Africa in mind. 
The underlying moral traditions behind the ethical principles shaping 
this debate therefore emerge from non-African contexts, while the AI 
applications and tools will potentially be used in African contexts. Since 
Africa does not lack moral traditions or ethical principles worthy of 
being considered in the global AI ethics debate, the continued global 
discourse on Responsible or Ethical AI without perspectives from Africa 
amounts to epistemic injustice. Epistemic injustice is a concept that defines 
unfairly discriminating against one’s capacity as a knower (Byskov, 2021). 
Africa has well-established philosophical and cultural traditions that can 
provide unique perspectives on identified ethical principles for the design, 
development and application of AI. 

While the rationale behind the lack of African perspectives in the global 
AI ethics debate is not the focus here, this book serves as a counter to 
this epistemic injustice and makes a case for why and how African voices, 
ethics, interests, visions, concerns, expectations and fears should become 
part of the increasing global discussion on Responsible AI. For AI to 
be sensitive to African socio-cultural contexts, it is important to consider 
African perspectives. AI systems are designed to solve problems within 
contexts. The values, interests and moral traditions of these contexts need 
to be factored into the design and deployment of any AI technology. 
Therefore, global Responsible AI frameworks that can make AI align with
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diverse societal needs, concerns and interests are needed. African perspec-
tives are and should be critical components of these frameworks. There 
are two major implications of this. First, it will mean the development 
of AI applications that respond to African needs, expectations, interests, 
values and beliefs. Second, it will contribute to epistemic justice in the 
global AI ethics discourse. 

Structure of Volume 

In eight main chapters, this book explores the concept of Responsible 
AI in Africa. In this introductory chapter, the editors introduce the 
concept of Responsible AI in the African context. It highlights the lack 
of Africa contexts, voices, interests and values in the global discussion of 
AI ethics and calls for the reconsideration of the Responsible AI land-
scape. Following this, Ruttkamp-Bloem starts the book off by making a 
case for actionable AI ethics in Africa that is driven by dynamic and epis-
temic just ethical systems. She focuses on the AI ethics policy environment 
in Africa and concludes that the fast-changing nature of AI technology 
requires a dynamic AI ethics policy ecosystem characterised by engage-
ment with diverse stakeholders from different backgrounds, interests 
and values. This contribution highlights the importance of considering 
African contexts and values (particularly the communitarian concepts of 
personhood and interconnectedness within a community) in developing 
actionable AI ethics that ensures trust, social acceptability and cultural 
sensitivity. It suggests that culture should be the global calculus for AI 
ethics with regard to being the source for AI ethics and translating into 
more relatable contexts for communities. 

Responsible AI is, however, necessitated by identifiable challenges 
to AI design and implementation. These challenges differ in different 
contexts and disciplines. In the third chapter, Okolo et al. highlight the 
challenges and opportunities AI presents to Africa. Their contribution 
provides detailed information on principles of Responsible AI and empir-
ically sound evidence of the landscape of AI in Africa. This chapter also 
raises concern regarding the increasingly aggressive presence of big tech 
companies in Africa, particularly Chinese companies, which touches on 
the power imbalance in the AI ecosystem between the Global North 
and the Global South. It also provides recommendations for improving 
responsible AI in Africa.
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Chapter four focuses on identification of specific ethical perspectives 
around the possible deployment of an AI system in Kenya, Africa. Kwanya 
perspectives on ethical concerns related to possible integration of co-bots 
in workplaces. This chapter explored the perceptions of data scientists in 
Kenya on ethical issues that can affect the acceptability of co-bots in work-
places. Kwanya’s contribution highlights specific socio-cultural concerns, 
fears and expectations of AI in African societal contexts albeit in Kenya. 

In chapter five, Abejide Ade-Ibijola and Chinedu Okonkwo unpack 
the emerging challenges facing the design and adoption of AI in Africa. 
The design and adoption of AI face a number of challenges in Africa 
due to our unique political and socio-cultural contexts. Their contribu-
tion not only highlights challenges to widespread design and adoption 
of AI in Africa such as lack of structured data ecosystem, skills acqui-
sition, relevant policies and ethics, insufficient infrastructure, it provides 
recommendations for addressing these challenges. 

Chapter six touches on the issues of AI and gender. Borokini et al. 
present critical perspectives on the use of gendered chatbots in commer-
cial banks in Nigeria. Through an analysis of identifiable features of 
chatbots used by financial institutions in Nigeria, the chapter shows that 
the majority of available conversational agents are gendered to appear 
female. The anthropomorphic project of human features/characteristics 
on these AI applications reinforce gender stereotypes with critical implica-
tions for human behaviour. The authors also point out that the increasing 
use of chatbots raises crucial concerns not only related to gender equality 
and possible biases against women, but also to the future of work in 
a society where the unemployment rate is high. Most importantly, this 
chapter provides recommendations for AI designers on how chatbots can 
be designed in a way to subvert stereotypes and for policymakers on how 
to develop policies for gender-inclusive AI designs in Nigeria in particular 
and African in general. 

In Chapter seven, Stahl et al. present AI policy as a response to the 
need for AI Ethics in Africa. Their contribution is based on the anal-
ysis of AI strategies and initiatives available in North Africa. The authors 
explored how ethical issues are framed and addressed in North African 
AI strategies. This chapter also highlights the gaps and opportunities 
in connection with the current AI strategy landscape and suggests how 
AI policies in Africa should address ethical issues in line with African 
socio-cultural values.
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Further to this, Eke et al., provide critical perspectives on how the 
future of Responsible AI in Africa can be shaped. This chapter previews 
the current and future landscape of AI design and deployment in Africa 
and highlights the unfair neglect of African socio-cultural contexts in 
the global AI ethics discourse despite the concerns AI raises in African 
contexts. To achieve a globally just, fair and transparent AI therefore, the 
authors identified the need to integrate African contexts, interests, values, 
fears, hopes, expectations and aspirations into AI. They went further to 
map out what Africans need to do to achieve Responsible AI within and 
outside of Africa. 

Finally, Virginia Dignum discusses the rationale, the scope, nature and 
limitations of current global efforts in Responsible AI and governance. 
The chapter begins with a reasoned conceptual clarification and demysti-
fication of AI following the well-documented hype that surrounds it. It 
provides insights into the lessons Responsible AI in Africa can learn from 
various national and regional AI governance initiatives. Most importantly, 
Dignum suggests that Responsible AI can benefit from social perspectives 
embedded in African philosophies such as Ubuntu philosophy. In her 
words, these social perspectives can ‘‘complement the currently predom-
inant individualistic view of AI systems, to one that acknowledges and 
incorporates the collective, societal’’. 

Conclusion 

Overall, this book highlights the need for increased discussion and appli-
cation of African contextual narratives, especially ethics, into AI. It serves 
as a call for local and international AI stakeholders and professionals to 
be aware of African narratives and to consider them in the design, devel-
opment and deployment of the AI applications in Africa. African moral 
traditions can inform decision-making in AI applications (especially the 
ones deployed in Africa). To achieve fair, just and transparent AI, it is 
high time these moral traditions and contexts were considered in the 
global AI ethics discourse. Ethical AI cannot be achieved in Africa and 
around the world without consideration of African socio-cultural and 
ethical contexts or the inclusion of African voices into the global Respon-
sible AI discourse. Failing to consider African contexts and narratives will 
only lead to ineffective or misguided applications that will neither benefit 
African societies nor promote human flourishing in Africa. This book, 
therefore, introduces responsible AI in Africa discourse in a way that will
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facilitate culturally sensitive and inclusive AI systems that can improve 
rather than worsening African societal situations. 
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Epistemic Just and Dynamic AI Ethics 
in Africa 

Emma Ruttkamp-Bloem 

Introduction 

I argue that the road to responsible AI ethics in Africa should be paved by 
regulations driven by epistemic just and dynamic AI ethics systems, rather 
than only by good intentions. Not only does Africa need dynamic and 
adaptive AI ethics systems as critical enabler of progress in fast-moving AI 
technologies, but it also needs such systems to ensure Africa is included— 
and their contribution understood—in the global conversations needed 
to speak to the transnational nature of Big Tech Companies and their 
combined potential threat to all of humanity. 

Some of the main motivations for this argument include: The fast-
changing nature of AI technologies means that regulation always seems 
out of step. I thus plead for the acknowledgement of the dynamic role 
of AI ethics to alert humanity to possible harm from AI technologies and 
to flag where legal protection is needed. AI ethics as a system that has 
its ear to the real world perhaps more immediately and intimately than
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International Law does seems eminently suited for this role. Of course 
the general debate about the priority of ethics vs. the law is an old and 
complex one, and I regret that I cannot do more here than just place a 
stake for AI ethics in this debate. 

Secondly, a motivation speaking to epistemic justice is that Africa has 
become the ethical dumping ground of the main players on the AI tech-
nology scene. Because of weak regulations and other factors, African states 
are vulnerable to exploitation by transnational companies of members of 
poor communities in various ways, from labour exploitation to not being 
able to determine which data represents Africa and not owning our own 
data. 

A third motivation straddling both the plea to recognise the dynamic 
nature of AI ethics and the plea for an epistemic just AI ethics system 
is that full adoption and trust in AI technologies and realisation of the 
benefits of AI technologies are in a tight reciprocal necessary and suffi-
cient relationship, and in Africa, the potential benefits of AI technologies 
can introduce real change for many of its inhabitants. Both these reasons 
speak to the need for AI ethics awareness, sensitivity and literacy. In order 
to address this need, it is necessary to link AI ethics reflection to the lived 
world of Africa’s inhabitants and to meet them in their own context. 

A final essential motivation in terms of epistemic justice is that Africa 
has been more or less excluded from AI ethics debates globally and 
Western terminology and approaches dominate the domain. I argue here 
that there is a real need to be sensitive to the communal nature of African 
ethics, to rethink typical Western style formulation of AI ethics princi-
ples (which does not imply weakening the protection they are intended 
to offer at all), to take context as well as culture into account and to 
authentically and effectively integrate ethics with technological innovation 
in Africa. 

In the good company of thinkers such as Aristotle, Stuart Mill, Jeremy 
Bentham, Paul Ricoeur, Michael Sandel, Robert Nozick, Amartya Sen 
and Martha Nussbaum, I subscribe to the view that ethics is the medium 
through which decisions are made about what the right thing to do is 
(morality). Thus, a moral problem relates to what the right thing to do 
is, while an ethical problem relates to how best to consider a solution to 
a moral problem. This is of course a complex debate in moral philosophy, 
but not one which I can delve into here. But even so, it should be obvious 
that on this kind of account of ethics there are different ethical systems 
to choose from in order to engage with moral dilemmas and decisions,
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not only in terms of the school of thought a system belongs to (deonto-
logical, consequentialist, virtue approaches, communitarian approaches, 
religious/spiritual approaches, etc.), but also in terms of the values that 
inform these systems. Ultimately, the choice of ethical system is heavily 
influenced by culture and also by context. 

The particular relevance of these two factors when considering the AI 
ethics domain in Africa is explained and argued for in Sects. 2 and 3. 
Obstacles in the way of actionable AI ethics range over different dimen-
sions, some relating to political, economic, social or educational contexts 
(Sect. 2), while others relate to culture (Sect. 3). By building on argu-
ments in previous sections, I conclude this chapter by suggesting the 
fast-changing nature of AI technology and the fluidity of the AI readi-
ness1 of any country, together with the role that culture and context play 
in adoption of and openness to AI ethics regulations, imply actionable AI 
ethics in Africa has to be realised in epistemic just and dynamic, adaptive, 
agile systems. 

The African Context and Actionable AI Ethics 

When considering factors impacting on adherence to AI ethics policy, 
both the context within which policies are formulated and the context 
in which they are to be actionalised are relevant for very practical reasons. 
Factors such as Internet penetration, civil and political stability, quality 
education and factors as mundane as access to electricity, among many 
others, all impact on both the implementation of AI ethics frameworks 
and the appetite for adoption of AI technologies and sensitivity to AI 
ethics concerns. It is clear that such factors range over a “continuum of 
scientific, technological, economic, educational, legal, regulatory, infras-
tructural, societal, and other dimensions” (UNESCO, 2020). These 
factors essentially determine the “AI readiness” of a country in UNESCO 
terms (ibid.). It also relates to a novel notion of “national AI capital” 
(NAIC), suggested by Momčilović (2021) as a country’s “capacity to 
apply and develop, and cope with the challenges of various artificial intel-
ligence systems, in order to increase the country’s social and economic 
well-being and competitiveness” (ibid.). This leads to a definition of a 
third related concept, the AI ethics capital (AIEC) of a country, as “the

1 https://unesdoc.unesco.org/ark:/48223/pf0000374266 

https://unesdoc.unesco.org/ark:/48223/pf0000374266
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state of the art multi-disciplinary knowledge, skills, and competencies of 
individual AI actors, which drive individual AI actors’ ethical habits and 
inform a country’s AI ethics guidelines; which as such, in their turn, facil-
itate the creation of personal, social and economic wellbeing as a result 
of the potential of harmonious and ethical co-existence of humans with 
technology thus created” (Ruttkamp-Bloem, 2020). 

These three notions—AI readiness, National AI Capital and AI Ethics 
Capital—all imply that AI ethics regulation should be scalable, as all 
three concepts indicate dynamic statutes. This points to a need to engage 
with the context in which AI ethics regulation is formulated and will be 
applied via instruments such as AI ethics impact assessment and readiness 
methodologies and above all being sensitive to the fact that there is a 
difference of context between the West, the East and the Global South 
in many ways, which necessitates being sensitive to what can be expected 
in each context, while both acknowledging existing AI infrastructure and 
governance policies and assisting where necessary in culturally respectful 
manners. 

While it is always risky to speak of the African continent as if it is 
a homogeneous whole, it allows me to make some general observa-
tions. Africa has the youngest population of all continents—a median 
age of 19.7 years at present2 —and it is clear that while this status brings 
immense social and economic opportunities, it also brings with it urgent 
social, moral, legal and economic responsibilities. Furthermore, in terms 
of ethical concerns around AI technology, we should not make the 
mistake to think that this young population necessarily implies a high 
level of either AI ethics literacy or protection via AI ethics regulation. 
It is imperative that it is acknowledged that while “generation Z” is a 
technology savvy generation, this brings its own concerns: We do not 
yet know what the full scope of the impact is of growing up in a tech-
nologically driven world in the way that this generation has (see, e.g., 
UNESCO, 2020), and given the socio-economic and political instability 
in some African states, this impact has to be closely monitored so that it 
does not exacerbate existing inequality or other potential forms of social 
harm. 

In addition, the potential for good that AI technology holds for Africa 
is huge, but can only be fully realised if AI technology is trusted, as full

2 https://www.statista.com/statistics/1226158/median-age-of-the-population-of-afr 
ica/ 

https://www.statista.com/statistics/1226158/median-age-of-the-population-of-africa/
https://www.statista.com/statistics/1226158/median-age-of-the-population-of-africa/
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adoption of technology only happens in contexts where there is trust 
in technology, and only full adoption guarantees economically successful 
and socially supportive AI ecosystems, as alluded to already. In this sense, 
African states seem to face a serious moral dilemma with regard to their AI 
approach and AI governance approach: “Do they go all out and become 
a global role player with the eye on economic gains that AI offers? Or 
do they take time to stop and think about the social and ethical impact 
on vulnerable groups in their communities?” (Ruttkamp-Bloem, 2021). 
To some extent however, I suggest this is a false dichotomy as the moral 
challenge is more complex. It is necessary to have participative inclusion 
(UNESCO, 2020) during all phases of the AI system3 lifecycle4 (Ibid.) 
of as many different cultural, ethnic, social-economic, age, gender and 
other groups as possible such that the mechanisms, products and bene-
fits of AI technologies belong to all. This means that states can in fact 
not secure or guarantee economic gain from AI technologies without 
concerning themselves with all groups in their societies, and ensuring 
members of all groups are both protected against possible harm from 
AI systems (which includes addressing issues of structural harm that may 
potentially be amplified by data-driven AI technologies) and are enabled 
to actively participate in AI ecosystem building in the particular state. 

Some specific important challenges in the context of AI governance 
include the issue of the exclusion of Africa from so-called global AI 
debates; the level of AI adoption and successful implementation of AI 
governance policies (impacted on by many factors that are not uniform 
across the continent, e.g., Internet penetration on the continent,5 effec-
tiveness and agility of legal processes, etc.); AI ethics, information and 
communication literacy (e.g., access to equal STEAM—STEM plus the

3 “AI systems are information-processing technologies that embody models and algo-
rithms that produce a capacity to learn and to perform cognitive tasks leading to 
outcomes such as prediction and decision-making in material and virtual environments. 
AI systems are designed to operate with varying degrees of autonomy by means of knowl-
edge modelling and representation and by exploiting data and calculating correlations” 
(UNESCO, 2020). 

4 The AI system lifecycle is fully defined by UNESCO (2020) as ranging  “from  
research, design, and development to deployment and use, including maintenance, opera-
tion, trade, financing, monitoring and evaluation, validation, end-of-use, disassembly, and 
termination”. 

5 Internet penetration in Africa ranges from 4.6% to 85.2% (https://www.statista.com/ 
statistics/1124283/internet-penetration-in-africa-by-country/). 

https://www.statista.com/statistics/1124283/internet-penetration-in-africa-by-country/
https://www.statista.com/statistics/1124283/internet-penetration-in-africa-by-country/
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Arts—education for all, etc.); and lastly, the collectivist/individualist clash 
between African and Western ethical traditions. 

All of these merit further discussion, but here I will just highlight a 
few issues. First, when we consider the issue of exclusion of Africa from 
“global” AI debates,6 it should be clearly understood that we deal here 
with issues of epistemic injustice that cut across both hermeneutic and 
testimonial injustice in Miranda Fricker’s (2007) sense. What is inter-
esting here is not just that the exclusion of African academics and AI 
practitioners is a form of epistemic injustice, but that it in fact may be 
contributing to general harm in terms of fairness and bias concerns as 
this exclusion is the product of deeper structural injustice in the West and 
globally. In particular, given that a person’s social positioning, influenced 
by factors such as race, gender and class, determines what knowledge they 
have access to as well as how the mechanisms with which they ascribe 
social meaning and gain knowledge are developed,7 I think it is probable 
that epistemic injustice in the sense of the exclusion of Africa and Africans 
from global debates on AI ethics on the one hand contributes to what 
Kate Crawford (2017) calls allocation and representational harms, and on 
the other hand, is exacerbated as a result of such harms, in a concerning 
kind of feedback loop. 

Testimonial injustice occurs when a hearer “awards a speaker’s claims 
less credibility than it deserves because of a prejudice that the hearer holds 
towards the speaker based on operations of power that come about as a 
result of given social identities” (ibid.). In its turn, hermeneutic injustice is 
the “withholding from a certain social group the proper tools with which 
to make sense of or articulate social experiences which prohibits [members 
of such groups] from functioning adequately as equal agents in society” 
(ibid.). If one considers that representational harm from AI systems is 
a cultural and social harm, which occurs when “systems reinforce the 
subordination of some groups along the lines of identity; so that’s race, 
class, gender, etc.” (Crawford, 2017), and that the primarily economic 
and transactional harm of allocation harm occurs “when a system allo-
cates or withhold[s] certain groups an opportunity or resource” (ibid.),

6 Of course, I don’t deny that much is being done in order to address this exclusion 
in certain contexts such as within UNESCO and the OECD. However, this is far from 
the norm in these debates. 

7 See, e.g., Mohanty (1993), Spivak (2010), Mason (2011), and Medina (2011). 
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one can perhaps get a glimpse of the scope of the harm to Africa and its 
people brought about by excluding them from global AI conversations. 

I claim that a social systems analysis of the kind advocated for by Craw-
ford (e.g., ibid., Crawford & Calo, 2016) and others such as Campolo 
et al., (2017), may very well show that there is a feedback loop specifi-
cally between testimonial injustice and representational harm and between 
hermeneutic injustice and allocation harm (especially in the latter case if 
allocation harm is also seen in terms of access to equal quality educa-
tion). It is because of being excluded, of epistemic injustice on a grand 
scale and of resulting exclusionary practices in the tech community, that 
identity prejudice feeds so easily into the harms Crawford (2017) iden-
tifies. The point I am making here is that excluding Africa from global 
discussions specifically in AI, given the potential of data-driven AI for 
amplifying structural bias, unfairness and exclusion, does far more harm 
than simply ensuring AI technology stays in the hands of the North. It 
is necessary that this is acknowledged and actively combatted by advo-
cating for inclusive, international and diverse tech teams, ensuring travel 
between Africa and the North becomes easier for AI practitioners, inviting 
speakers from Africa to global AI forums and acknowledging the existing 
skills and expertise in Africa, among other initiatives. 

One of the biggest contributing factors relating to the above is the fact 
that work done in Africa is not recognised adequately. Of course there are 
unique challenges in Africa, but nevertheless there is a lot to be excited 
about in terms of AI development in Africa. This is illustrated by many 
initiatives such as the courses offered at the African Institute for Mathe-
matical Science8 and various evening and weekend classes, AI boot camps 
and innovation hubs sponsored from industry in many African universi-
ties. Then there are initiatives such as, to name just a few, Data Science 
Africa,9 the Deep Learning Indaba,10 the Masakhane Natural Language 
Processing community,11 the IBRO-SIMONS Computational Neuro-
science group Imbizo,12 the Sisonke-Biotek grassroots-focused research

8 https://aims.ac.za/. 
9 http://www.datascienceafrica.org/. 
10 https://www.2030vision.com/projects/deep-learning-indaba. 
11 https://www.masakhane.io/. 
12 https://imbizo.africa/. 

https://aims.ac.za/
http://www.datascienceafrica.org/
https://www.2030vision.com/projects/deep-learning-indaba
https://www.masakhane.io/
https://imbizo.africa/
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initiative at the interface of machine learning and healthcare,13 and also 
government sponsored programmes such as Rwanda’s digital ambassador 
programme.14 There are many private sector technology actors in Africa 
too—two examples of big AI technology exhibitions are East Africa 
COM15 and AI EXPO Africa.16 Then, there are academic initiatives such 
as the Technical University Munich and the Ghanaian Kwame Nkrumah 
University of Science and Technology’s Responsible AI Network,17 and 
the Division for Science and Innovation’s Centre for AI Research in South 
Africa,18 among many others. 

Second, the concern around full AI adoption and successful imple-
mentation of AI governance policies relate, among other factors, to the 
practice of “ethics-dumping” which is a term introduced by the European 
Commission (Ruttkamp-Bloem, 2021), and first applied in the AI ethics 
context by Floridi (2019). Basically, this refers to the practice of transna-
tional tech companies moving core operations to countries with weak 
AI governance regulation. The reason why this is such a strong threat 
is that few African states have national AI strategies. Key components 
of such strategies should include at least improved telecommunications 
infrastructure in Africa to increase Internet penetration, adequate AI 
regulation and, perhaps most importantly, the establishment of enabling 
and collaborative AI environments (Pillay, 2020). Even fewer countries 
have national strategies to address social and ethical concerns around 
AI technology. Key obstacles in formulating such strategies include lack 
of sufficient research into re- and up-skilling so as to offset potential 
job losses; lack of equal access to quality education focused on STEAM 
teaching, that is, STEM teaching with at least AI ethics, information 
and communication literacy included; reaching every member of society, 
across socio-economic and age and gender divides; actively ensuring 
inclusion in global debates; and both ensuring the quality of data and 
addressing the “data desert” in Africa (ibid.). In the case of the latter,

13 https://www.sisonkebiotik.africa/. 
14 https://www.minict.gov.rw/projects/digital-ambassadors-programme. 
15 https://tmt.knect365.com/eastafricacom/. 
16 https://aiexpoafrica.com/. 
17 https://ieai.mcts.tum.de/responsible-ai-in-africa-network/. 
18 https://www.cair.org.za. 

https://www.sisonkebiotik.africa/
https://www.minict.gov.rw/projects/digital-ambassadors-programme
https://tmt.knect365.com/eastafricacom/
https://aiexpoafrica.com/
https://ieai.mcts.tum.de/responsible-ai-in-africa-network/
https://www.cair.org.za
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the private sector is playing an ever more crucial role in many African AI 
ecosystems (see the UNECA Africa Data Revolution Report, 2016). 

Furthermore, in summary, in their recent AI Needs Assessment Survey 
in Africa 2021 (Sibhal et al., 2021), UNESCO states that “Member 
States have requested UNESCO’s support for standard setting, policy 
advice, capacity building, network development and for addressing gender 
equality-related concerns in the development and use of AI” (ibid.): 32 
countries requested UNESCO’s support for building human and insti-
tutional capacities in AI-related domains in its fields of competence; 26 
countries requested policy advice for the development of aspects of AI 
policy concerning education, sciences, culture and communication and 
information; 21 countries requested support from UNESCO in terms of 
setting standards; 27 countries requested support in building partnerships 
for the development and use of AI to help them achieve their devel-
opmental priorities; and 17 countries requested support for addressing 
gender equality-related concerns in the development and use of AI (ibid.). 

The need for enhancing capacities for AI development and implemen-
tation of ethical AI governance is thus widely recognised, rather than 
downplayed in Africa. The need for AI literacy is also widely recog-
nised, if not always immediately or uniformly addressed. One success 
story of addressing this issue is the Rwandan Digital Ambassador’s 
Programme,19 which is a government-funded and government-driven 
initiative for bringing digital literacy to rural areas by sending out grad-
uate students and young entrepreneurs to communities to provide digital 
literacy training in local languages and focusing on locally relevant digital 
content and services (http://www.hsrc.ac.za/en/news/impact-centre/ 
African-AI). Data Science Nigeria has developed an elementary school 
textbook on the nature and role of data in African lives, and focused 
on children being taught skills in contexts they know. These exam-
ples illustrate the importance of intentional capacity building and public 
interest-driven AI approaches in Africa (e.g., AI for social good and AI 
for development initiatives focused on food security in agriculture, or on 
distribution of medical supplies20 ) combined with the need for under-
standing existing infrastructure and being realistic about what is possible.

19 https://www.minict.gov.rw/projects/digital-ambassadors-programme 
20 Think here of the famous Zipline initiative that originated in Rwanda and Ghana 

(https://flyzipline.com/). 

http://www.hsrc.ac.za/en/news/impact-centre/African-AI
http://www.hsrc.ac.za/en/news/impact-centre/African-AI
https://www.minict.gov.rw/projects/digital-ambassadors-programme
https://flyzipline.com/
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Being focused on African problems and needs also feeds back into the 
discussion above on trust and adoption of AI technology being key for 
the success of this technology. 

There are many factors in Africa that impact on the possibility of estab-
lishing this trust I referred to in the Introduction as an essential ingredient 
for successful realisation of the benefits of AI technologies for all. From 
the above, it is clear that these fall into different categories: (i) socio-
political factors ranging from epistemic injustice and being at the receiving 
end of structurally biased and non-transparent AI systems, to religious 
and cultural concerns; (ii) literacy and digital inequality concerns which 
may lead to feelings of helplessness or even despair, especially in cases 
where there are other hardships to face such as political instability, access 
to clean water, to electricity, to education, etc.; and (iii) concerns around 
labour exploitation, job loss and access to up-skilling. Overall, there is 
also a shared concern about the implications of AI technology for cultural 
diversity, which brings me to the next section. 

Towards an African AI Ethics 

More than in any other culture perhaps, African ethics is deeply seated in 
the societal beliefs about what is morally right and wrong on the one 
hand, and in the behaviour society deems appropriate to bring about 
social justice and harmony (see, e.g., Gyekye, 2011). In the West, ethics is 
not as entangled with societal thinking, as the approach is individualistic 
rather than collectivist. This difference in approach to the role and nature 
of ethical systems should be acknowledged, if one wants to speak at all of 
any kind of global AI ethics regulation, but also in particular, if one wants 
to establish an effective AI ethics paradigm or domain in Africa. 

Furthermore, the typical human rights approach to AI ethics dominant 
in the West may not sit naturally in Africa, as much of African political 
thought focuses on duties (responsibilities) rather than rights, or at the 
least, recognises that the rights vs. duties debate is central to African polit-
ical thinking. This debate rests on the African notion of personhood, and 
this is a complex moral-political concept in African philosophy, which 
needs to be taken into account when thinking of AI ethics regulation 
in Africa. Gyekye (1997, p. 2) differentiates between metaphysical and 
moral perspectives on the notion of personhood in relation to social struc-
turing of societies. The metaphysical perspective concerns questions such 
as whether a person is an “atomic, self-sufficient individual” (ibid.,), and
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thus the “ontological priority” of an individual over the community vs. 
her communal nature (ibid.). Moral questions focus on the nature and 
status of individual rights, the place and role of duties, and the nature 
and role of a sense of “shared life or common (collective) good” (ibid.). 

There is a contrast between Western acknowledgement of values 
such as autonomy, freedom and dignity belonging to individuals and 
the African ethical tradition according to which individuals depend on 
society for their very status of personhood and their general well-being 
(ibid., pp. 1–2). This difference also carries over to the notion of indi-
vidual rights in the different traditions (see also, e.g., Ake, 1987; Deng,  
2004; Metz, 2011; Molefe, 2019). In the African tradition, the rela-
tion between an individual and society is determined by a community 
of people (Gyekye, 1997, p. 2). Thus, the “communal structure” (ibid., 
p. 3) of African societies is the core characteristic of the social structure of 
African cultures (see also, e.g., Masolo, 2004; Tshivhase, 2015; Matolino, 
2018; Metz, 2018). In this sense, one’s status as an individual, one’s 
very uniqueness, is only a secondary quality, as one is “first and foremost 
… several people’s relatives and several people’s contemporary” (Gyekye, 
1997, 2).21 

In the AI ethics context, this communal aspect of African societies 
should be taken seriously, as there are many (e.g., Raso, 2018, Latonero, 
2018) who view AI ethics regulation through the lens of human rights 
and the communal structure of African societies implies that this indi-
vidualistic approach may not make sense in Africa. Let me be clear, I 
am certainly not implying that human rights are not respected in Africa, 
or should not be, or cannot be, but I am cautioning that there needs 
to be sensitivity to how the concept of individual (and by implication 
human) rights is interpreted in Africa and therefore to how AI ethics regu-
lations are formulated. In the global context, the actionability of AI ethics 
regulation depends on a number of factors such as the divide between 
the goals of members of the tech world and abstract ethical guidelines 
among others (see, e.g., Mittlestadt, 2019, Jobin et al., 2019; Hagen-
dorff, 2020), and certainly, those factors apply in the African context 
too. But, I urge here for the additional acknowledgement of the potential

21 I acknowledge that there are variations on this view, between moderate (e.g., Gyekey, 
1997) and more strict (e.g., Menkiti, 1984) African communitarianism, but the communal 
core remains across different nuances. 



24 E. RUTTKAMP-BLOEM

impact of recognition of cultural language and traditions on AI ethics and 
actionability in general and in Africa in particular. 

The naturalist approach to rights depicts rights as being “held simply 
by virtue of being a person (human being)” (Donnelly, 1982b, p. 391) 
and is based on individualistic moral and political frameworks (Gyekye, 
1997, p. 33). But if it is taken into account that the concept of person-
hood is at the heart of the debate on rights vs. duties in African 
communitarian theories (Molefe, 2019, p. 147), it becomes clear that 
more nuance is necessary (e.g., Donnelly, 1982a).22 In other words, 
the “thick” view of rights according to which rights are prior to duties 
(e.g., Griffin, 2009) is not necessarily naturally the African view, as on 
the latter account, rights should not naturally trump cultural, moral and 
political grounds for action (Molefe, 2019, p. 147), but are rather related 
to human dignity in more complex causal relationships (ibid, p. 152). 
There is in fact a continuum of views on rights in African literature, with 
persons such as Ake (1987), claiming that there are no individual rights in 
African moral and political thought, only communal duties, on one side of 
the continuum, more moderate views such as Gyekye’s (1997) in which  
rights and duties are not in a one-to-one correlative relationship, but are 
nevertheless on equal moral footing and in a mutually dependent relation-
ship, to African scholars accepting individual rights into African political 
theories to varying degrees (e.g., Wiredu, 1997; Metz, 2011; Matolino 
(2018)). I will here briefly consider Gyekye’s moderate communitarian 
approach23 to this debate, with some reference to other views, such as 
Molefe’s. It is impossible to do justice here to the richness of this discus-
sion in African literature and I can do no more than alert readers here 
to its overall importance, and specifically its importance in the context of 
actionable AI ethics for Africa.24 

22 I am not implying that there is no pushback against this naturalised account of rights 
in Western communitarian views, as of course there is, thinking of writers such as Taylor, 
McIntyre and Sandel among others, but the focus here is on the African view of rights, 
based as it is on African notions of personhood. 

23 Supporters of radical communitarianism include writers such as Mbiti (1970, 1990) 
and Menketi (1984). 

24 The general debate on the role of culture in global AI ethics regulation is a very 
complex one (see, e.g., Kesserwan, 2018, Hongladarom, 2020, Goffi et al.,  2021) and  
can obviously in itself also not be done justice to here.
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On Gyekye’s moderate communitarian view, the community and the 
individual are ascribed “equal moral status” (Ibid., p. 9) as the one cannot 
exist without the other. Such a moderate view ties to a specific interpre-
tation of the notion of the common good, which differs in important 
ways from the Western or individualistic interpretation of this notion. 
The Western understanding of the common good as “the aggregate of 
the particular goods of individual persons, which, like individual rights, 
ought to be respected” (Ibid, p. 13), implies not only the prioritisation 
of the individual, but also that the individual’s value system, does not 
depend on and may be totally different from that of their community. On 
this view “the pursuit of a common good in an individualistic society will 
do violence to the autonomy and freedom of the individual and fetter her 
ability to choose her own good and life plans. But not only that: … the 
pursuit of the common good will result in intolerance of other concep-
tions of the good and inappropriate use of political power to realise the 
common good” (Ibid.). 

If one now considers that even Gyekye’s moderate view of communi-
tarianism still implies that “communal life is not optional” (Ibid, p. 5) for 
an individual and that her personhood is “constituted by the social rela-
tionships she finds herself in” (Ibid), because of her “natural sociality” 
(ibid.), it becomes clear that the Western view of the common good and 
ultimately of rights cannot just be adopted as it is and should not just be 
“domesticated” (Molefe, 2019, p. 148) to fit the African context. Rather, 
in-depth reflection is needed to consider how these notions are inter-
preted and applied in African moral and political theories. On Gyekye’s 
account, the individual cannot be ontologically prior to society, as this 
would imply not only that the individual’s choice to join a community is 
optional, but also that the forming of communities is contingent on such 
decisions, and this is in opposition to the notion of our natural sociality 
(Ibid, pp. 5–6). It must furthermore be understood that cultural values 
are inherited from the social structure of the community and cannot be 
generated by the individual (Ibid., p. 7) as the individual can only realise 
their full potential as a member of a society. 

On Gyekye’s (ibid, p. 14) view then, in contrast to the Western view, 
the common good “literally and seriously means a good that is common 
to individual human beings—at least those embraced within a commu-
nity … It is linked, … to the concept of our common humanity and, 
thus, cannot consist of, or be derived from, the goods or preferences 
of particular individuals; thus, the common good is not a surrogate for
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the sum of the different individual goods [as in the West]”, because if 
it were, it would suggest the that “common” can only be contingently 
realised (ibid.). Rather, the common good includes moral or political 
values that are “embracive of fundamental or essential goods” (ibid.) such 
as dignity, peace and respect. “The common good can, thus, be regarded 
as that which inspires the creation of a moral, social, or political system 
for enhancing the well-being of people in a community generally” (ibid., 
p. 15). 

In this context, Gyekye (ibid., p. 34) formulates his moderate view of 
rights as belonging to individuals and contributing to their self-realisation, 
even though the way in which individuals express themselves as the 
result of these rights is still best done within a social framework within 
which communal values such as compassion are more important than 
individual rights. Gyekye (ibid., p. 36) writes: “… even though rights 
belong primarily to individuals, insofar as their exercise will often, directly 
or indirectly, be valuable to the larger society, their status and roles 
will nevertheless (have to) be recognized by communitarian theory”. To 
deny this would be “sawing off the branch” on which communitarianism 
sits (ibid.). Society acknowledges social values such as “peace, harmony, 
stability, solidarity, and mutual reciprocities and sympathies” (ibid, p. 37) 
and no individual may exercise their rights in a way that compromises 
these values (ibid.) and thus the claims of “individuality and community 
ought to be equally morally acknowledged” (ibid, p. 38). 

Thus, individual rights are only valid, or only have meaning, within 
human society. This means that such rights come with social “responsi-
bility” (duties) (ibid, p. 38)—where “responsibility” refers to “a caring 
attitude or conduct that one feels one ought to adopt with respect to 
the wellbeing of another person or other persons” (ibid, p. 39), and 
thus, Gyekye is defending a duty-based view of rights on which rights 
and duties (“responsibilities”) are closely related (ibid, p. 38). This is 
the case as the “relational character of the individual by virtue of her 
natural sociality immediately makes her naturally oriented to other persons 
with whom she must live. Living in relation to others directly involves 
an individual in social and moral roles, obligations, commitments, and 
responsibilities, which the individual must fulfil” (ibid., p. 39) as the 
communitarian notion of the common good implies that the individual 
should always do what is best for the community. This implies that moral 
duties/ responsibilities are “elevated” to the level of rights (ibid, p. 40).
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If we briefly turn to consider the view of Molefe, he points out that the 
African idea of personhood is “grounded on a different ethical sensibility 
than that which informs the discourse on rights” (Molefe, 2017) and  
that acknowledging this is core to understanding the debate on rights vs. 
duties in African communitarian theories (Molefe, 2019 p. 147). “The 
idea of personhood, … envisages an other-regarding morality of duties. 
It is these (other-regarding) duties [virtues], I submit, that take priority 
even over rights” (ibid). This implies the moral currency in the African 
context is different from the West: Rather than making each individual 
member of a community a moral concern, the community is the moral 
concern in African communitarianism. 

On the Western “minimalist” account of rights (e.g., Griffin, 2009), 
human rights “… function to protect our normative agency, which 
requires autonomy (the ability to choose one’s own ends), liberty 
(freedom from coercion and manipulation) and welfare (provision of basic 
needs to be able to lead a human life like education)” (Molefe, 2019, 
p. 157). Molefe’s “maximalist” duty-based view of rights is in direct 
contrast to this minimalist account of rights, as it is based at its core on 
the “ineliminable residue of human dependency” (Wiredu, 1998, p. 293), 
which relates to the recognition of our shared humanity rather than on 
differences between individuals (Molefe, 2019, pp. 158–160). The maxi-
malist conception of personhood is based on a social or relational ethics 
(ibid, p. 160), which is “an ethics motivated by the needs and interests 
of others” (ibid), and in this sense echoes Gyekye’s (1997) insistence on 
an ethics of sensitivity or care towards others and their needs. “The basis 
of these other-regarding virtues is the spontaneous human capacity to 
recognise human needs” (Molefe, 2019, p. 160). The kind of needs at 
issue here are basic needs in order to live a life of dignity. Such a life is 
only possible if an individual can attain personhood, which is dependent 
on living in a society in which the conditions for pursuing and attaining 
personhood are good (ibid, p. 163). Masolo (2004, p. 494) speaks of 
this duty to provide the basic goods for all in terms of the “economy of 
affection”. 

Given this brief—and necessarily superficial due to the wider scope of 
this article—introduction into African thinking on the rights vs. duties 
debate, at least two considerations to take into account when considering 
the nature and actionability of AI ethics in Africa become clear. Firstly, 
some of the most influential views of African ethics claim that it has a 
social and duty-based character that is different from the individualistic
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rights-based character of Western ethics. Secondly, it should be clear that 
the manner in which AI ethics regulations are phrased should take into 
account the cultural embeddedness of any action that is required. 

In terms of AI ethics culture matters, because for a global (or any 
other) AI ethics policy to be successful, it should belong to every role-
player25 as an active participant (Ruttkamp-Bloem, 2020). Among other 
things, this means the terms in which such policies are formulated must 
be familiar and acceptable to everyone at its receiving end, whether as user 
or researcher or developer or deployer of the technology at issue. Imple-
mentation and negotiation can only happen if role-players can understand 
each other and if every role-player feels heard and recognised as a credible 
and valid participant.26 

Returning to our conversation on Africa, Hagerty and Rubinov 
(2019) write that, “AI is likely to have markedly different social impacts 
depending on geographical setting. Likewise, perceptions and under-
standings of AI [and addressing its disruption and successfully mitigating 
its potential harm] are likely to be profoundly shaped by local cultural 
and social context” (Hagerty & Rubinov, 2019). In conclusion of this 
section, I now briefly consider concretely the difference between Western 
and African ethical values and principles that may credibly drive AI ethics 
regulation to illustrate the importance of cultural nuance. 

In terms of general African ethical values, Gyekye (1997, p. 40) 
identifies values such as peace, dignity, compassion, solidarity, reci-
procity, cooperation, interdependence and social well-being as princi-
ples of communitarian morality, which impose “responsibilities [duties] 
on the individual with respect to the community and its members” 
(ibid). These values are for instance clearly taken up by the Masakhane 
natural language processing organisation, which is a South African grass-
roots organisation whose mission is “to strengthen and spur NLP

25 With ‘role-players’ I mean AI actors in the sense of the UNESCO (2020) draft 
Recommendation: “AI actors can be defined as any actor involved in at least one stage 
of the AI system life cycle, and can refer both to natural and legal persons, such 
as researchers, programmers, engineers, data scientists, end-users, business enterprises, 
universities, public and private entities, among others” (UNESCO, 2020). 

26 While the focus here is on epistemic just approaches to AI ethics formulation, which 
will bring Africa to the table and assist in enabling responsible AI in Africa, it is worth 
pointing out that openness to inter-, trans-, and multi-disciplinary disciplinary research 
is another essential ingredient of successful participation for all, as well as for successful 
implementation of AI ethics regulations and negotiation (ibid.). 
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research in African languages, for Africans, by Africans” (https://www. 
masakhane.io/). Their list of principles includes: “Umuntu Ngumuntu 
Ngabantu”—“loosely translated from isiZulu and meaning ‘a person is 
a person through another person’ or ‘I am because you are’. This prin-
ciple [of Ubuntu] proposes relationality over individualism for stronger 
social cohesion towards sustainable communities” (ibid.). Other princi-
ples include African-centricity, ownership (of NLP research processes), 
openness, multidisciplinarity, kindness (towards members of the NLP 
community), responsibility (taking ethical impact of research seriously), 
data sovereignty (“Africans should be able to decide what data repre-
sents our communities globally, retain ultimate ownership of that data, 
and know how it is used” (ibid)), reproducibility and sustainability. 

If we now compare the Western context, where individualism, 
autonomy and human rights of individuals dominate as general values, 
we can clearly see how culture impacts on the AI ethics context. In 
general, AI ethics values and principles in documents generated in the 
West include some mention of human rights and human dignity, inclu-
siveness, flourishing of individuals and societies, autonomy, explainability, 
transparency, fairness and non-discrimination, awareness and literacy, 
responsibility, accountability, good governance, sustainability, robustness, 
privacy, solidarity and trust (see, e.g., Jobin et al., 2019). 

Even though the Masakhane project is focused on NLP and the values 
listed for the West are from broad AI ethics documents, it is clear that 
there is some overlap of values, if not directly, e.g., sustainability being 
mentioned from within different cultures; then by implication in terms of 
at least some shared sentiment, e.g., solidarity and Ubuntu, and openness 
and inclusivity. It may very well be that there may be values that stand 
alone as very context-dependent, but which are nonetheless universally 
comprehensible, such as African-centricity; and others that may overlap 
in terms of sentiment, but in which the description has a very contex-
tual slant, such as the interpretation of data sovereignty in the Masakhane 
case. But, in essence, it should be clear that taking culture seriously in 
the formulation of AI ethics values and principles does not need to make 
for incomprehensible differences. Rather, it makes for understanding— 
and respecting—the community that is on the receiving end of AI ethics 
regulation better and also ensures better potential adherence as regula-
tion is formulated in familiar terms. This is why care should be taken in 
terms of concrete formulation of AI ethics policy that in principle it would 
be possible for different communities to find affinity with the manner in

https://www.masakhane.io/
https://www.masakhane.io/
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which values and principles taken up in AI ethics regulation have been 
expressed. 

As a brief example, in the current version of the UNESCO Recommen-
dation, there is a value called “Living in peaceful, just and interconnected 
societies” (UNESCO, 2021). In the first draft of the Recommendation, 
this value was referred to as “Living in harmony” (UNESCO, 2020) 
and the idea behind it was to incorporate principles from the African 
philosophy of Ubuntu and Eastern philosophies such as Buddhism and 
Taoism, in order to demonstrate concretely the global character of the 
Recommendation. This value was not simply focused on inclusion and 
diversity, or on respecting human rights, and even though it incorporates 
the essence of what is meant by solidarity, it is still different and needed to 
be expressed in its own terms. It is clear if one looks at the current version 
(UNESCO, 2021) that while a solid compromise was reached after nego-
tiation, a fair measure of cultural content has unfortunately been lost in 
translation. 

This means we have a long way to go to learn how to practice 
cultural respect without somehow imagining that not expressing a value in 
Western terms would necessarily mean transgressing International Law, or 
that it would not be powerful enough somehow. Embracing culture does 
not mean that the meaning or interpretation of values and principles is 
open or relative to absurd degrees and it certainly does not mean Inter-
national Law is not complied with, it simply means that there has to be 
engagement in epistemic just circumstances with every member of every 
community on the receiving end of AI ethics regulation to ensure that 
the meaning ascribed to values is articulated clearly and communicated as 
much as possible in terms that have synergy with the culture at issue. This 
will obviously improve sensitivity to AI ethics and adherence to resulting 
regulation. This brings us to some concluding remarks. 

Conclusion 

I conclude that in order to ensure the actionability of AI ethics regula-
tion in Africa, AI ethics should be realised in epistemic just and dynamic 
systems driving AI policymaking. Reasons for advocating for the dynamic 
nature of AI ethics as a system include the fast-changing nature of AI 
technology, the need to take inter-, trans- and multi-disciplinary research 
seriously, the dynamic status and difference of contexts of application in 
terms of concepts such as AI (ethics) readiness and AI Ethics National
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Capital, and also the fact that this system should be accessible to various 
cultures. In its turn, reasons for defending an epistemic just AI ethics 
system lie in the simple fact that culture matters in conversations on ethics. 
Listing un-interpreted values as abstract concepts alienates the members 
of the tech community, but expressing such concepts from within one 
dominant culture in fact alienates entire countries or even continents. 
There should be engagement with different interpretations such that 
there can be articulation and communication of ascribed meaning (always 
within the confines of International Law). 

The way to meet this challenge is not to turn to hegemonic forms 
of discourse based on epistemic and other injustices as the easy way 
out; but to work to have cultural difference actualise the dynamics of 
ethics for a shared human goal.27 There is thus an urgent need for a 
protocol for cultural engagement in AI ethics discussions. While human 
rights may be the lens through which many in the West consider AI 
ethics, culture should perhaps be the global calculus for AI ethics in 
the sense of being the source for interpreting AI ethics and translating 
it into familiar terms for each community. This may contribute to trust 
in technology becoming tangible because in such a scenario, trust would 
be constructed from the bottom up. The point made here is that cross-
cultural understanding and collaboration on the one hand, and respect 
for socio-economic context on the other may ensure that the “responsi-
bility of solidarity with the least advanced to ensure that the benefits of 
AI technologies are shared” (UNESCO, 2021) that lies with the most 
technologically advanced countries can be successfully taken up. Interest-
ingly enough, the African philosophy of Ubuntu may be the very golden 
threat needed to knit the world into a more equal future and allow for a 
sustainable global AI ethics narrative, focusing such narrative on living in 
harmony, on shared human values and on the ultimate interconnectedness 
of all humans.28 

27 The role of ‘technology ambassadors’ (e.g., https://techmonitor.ai/leadership/inn 
ovation/tech-ambassadors) may be far more valuable than has been acknowledged up to 
now to enable such engagement. Rather than being deployed only to Silicon Valley to 
represent their countries’ interests in liaising with Big Tech Companies, they could also 
be deployed to inter-governmental discussions on AI ethics regulation and play the role 
of cultural interlocutors, rather than focusing only on political interests. 

28 See http://www.hsrc.ac.za/en/news/impact-centre/African-AI.

https://techmonitor.ai/leadership/innovation/tech-ambassadors
https://techmonitor.ai/leadership/innovation/tech-ambassadors
http://www.hsrc.ac.za/en/news/impact-centre/African-AI
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Responsible AI in Africa—Challenges 
and Opportunities 

Chinasa T. Okolo, Kehinde Aruleba, and George Obaido 

Introduction 

Since its inception , the development and integration of artificial intel-
ligence have been mostly concentrated within the Global North. This 
concentration of power has direct ties to the colonial history of resource 
extraction from the Global South that deprived nations in this region 
of autonomy and means to industrialise. This disparity has limited the 
ability of artificial intelligence applications to be effective, meaning that 
these tools are able to operate in a functional manner that doesn’t 
compound existing inequities, within such contexts. Effective AI adop-
tion and implementation of artificial intelligence are dependent on a 
variety of factors, such as having a local workforce with the required 
training to develop these solutions, sufficient infrastructural capacity to
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handle the computationally-heavy training of algorithms, representative 
datasets, governmental support and regulation to govern the appro-
priate fair use of these technologies, independent and civil institutions 
and policymakers that safeguard from harmful applications and rein-
force responsibility and accountability. Within the African continent, we 
find these factors sorely lacking and a major contributor to the dearth 
of solutions implemented that incorporate artificial intelligence. In this 
chapter, we present a number of challenges to effective AI adoption and 
implementation in Africa. We examine topics such as digital literacy, infras-
tructure and government support then lead into an analysis of the AI 
startup and research landscape within the continent. The chapter then 
defines what responsible AI looks like for Africa and provides actionable 
recommendations for improving its progress. 

What Signifies Responsible AI 

The concept of responsible AI has garnered significant attention in recent 
years (Boden et al., 2017; Gwagwa et al., 2020; Neri et al.,  2020; 
Arrieta et al. 2020).  According to Boden et al.  (2017), responsible AI 
is the tendency of behaving in a positive, desirable, or socially accept-
able manner. To formulate a central theme for responsible AI, several 
organisations created frameworks for building AI responsibly. These 
organisations formed an organisation termed the Partnership on Arti-
ficial Intelligence (PAI).1 The partnership included organisations such 
as Amazon, Facebook, Google, Microsoft and IBM. PAI documented 
best practices to bring diverse organisations together to build AI systems 
responsibly to benefit the people and society. PAI described responsible 
AI as an approach geared towards ethical, social consequences that must 
be considered towards the development and deployment of AI systems. 

Succinctly, the goals of the partnership on AI are fourfold:

• First, to develop and share best-practice methods and approaches in 
the research, development, testing and fielding of AI technologies;

• Second, to advance public understanding of AI across varied 
constituencies, including on core technologies, potential benefits and 
costs;

1 https://www.partnershiponai.org/ 

https://www.partnershiponai.org/
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• Third, to provide an open and inclusive platform for discussion and 
engagement on the future of AI, and to ensure that key stakeholders 
have the knowledge, resources and overall capacity to participate 
fully in these important conversations; and

• Fourth, to identify and foster aspirational efforts in AI for socially 
benevolent applications. 

AI enables society to automate more tasks and automate to a larger 
extent than before, but it is important to understand who or what is 
responsible for the benefits and harms of using this technology? And, 
if this problem should be tackled pro-actively in the domains of tech-
nology and policy, what does the development of “responsible AI” 
mean? (Coeckelbergh, 2020) To address this question within an African 
context, we describe the different tenets of responsible AI as mentioned 
by Nyabola (2016) and Shearlaw (2016), such as accountability, trans-
parency, explicability, transparency and bias. 

Principles of Responsible AI 

Accountability 

One of the common principles of responsible AI discourse is account-
ability (Arrieta et al., 2020; Raji et al., 2020a; Rakova et al.,  2021). 
According to Raji et al., (2020a), accountability is the state of being 
answerable or responsible towards a system with its underlying behaviour 
and its likely impacts. Their work further emphasised that algorithms 
cannot be held accountable. They are not legal entities; the organisa-
tions using and deploying these algorithms should be held liable through 
governance structures. 

Within the tenets of the law, the notion of responsibility is often 
coupled with liability and punishment for misdeeds, with account-
ability viewed as a review, oversight and enforcement (Kohli, 2018). 
In their work, Doshi-Velez (2017) noted that creating accountable AI 
systems is crucial because accountability is essential for good public 
and private governance. Ensuring accountability in AI systems requires 
guiding actions and providing explanations in line with social values 
and norms. To ensure accountability, Africa needs stringent policies to 
govern AI usage to ensure rights preserving and ethics in its formative
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design (Gwagwa et al., 2020). While only a few African countries have 
established data protection laws, many remain apathetic about it. 

Transparency 

Transparency means different things to different people, a term 
poignantly described by Weller [22]. Towards an AI discourse, Hollanek 
(2020) noted that a transparent system would provide information of 
what it is doing and why, and it must be permissible to be audited. 
Current AI algorithms are black boxes. The unboxing of AI algorithms 
has shown to be an engineering challenge, requiring clarity and expla-
nations for end-users and regulators. This level of opacity is seen as 
surreptitious, incorporated by complex data processing, purported as a 
matter of deliberate practice (Hollanek, 2020). 

Within contemporary African settings, the lack of AI transparency is 
visibly apparent (Gwagwa, 2020). One notable example is surveillance 
technology, where many African states are deploying these systems to 
monitor citizens (Mudongo, 2021). Most foreign organisations predom-
inantly run these systems with the sole purpose of achieving political 
agendas or silencing critics. Such lack of transparency infringes user’s 
privacy and leads to data exploitation. According to Hollanek (2020), to 
assess AI transparency, one must recognise that the developer has always 
been a trickster, applying masking techniques to achieve a result. The 
gateway to transparency is to ensure that all aspects of algorithm design, 
politics and morals have to be considered, especially to win trust. 

Explicability 

We used explicability and explainability interchangeably. The concept of 
explainability is viewed as the notion of explanation of steps taken by 
an AI model, in an attempt to ensure transparency, such that the result 
produced must be clearly understood by a human expert (Neri et al., 
2020; Arrieta  et  al.,  2020). For example, in precision medicine, medical 
practitioners require much more information from an AI model about a 
medical diagnosis rather than just some binary predictions. Other notable 
application areas that require explanations include autonomous vehicles, 
security, finance, among others. 

According to Carman and Rosman (2021), to develop AI models sensi-
tive to African interests and values, it is pertinent to adopt the principle of
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explicability relevant in an African research context. The authors echoed 
that for an African adoption, AI systems must be just, fair and intelligible. 
The study further recommended that AI frameworks be designed to be 
applied to an African context for transparency. Regrettably, as a conti-
nent with diverse cultures and values, it is widely understood that African 
interests are not considered during AI designs (Wareham, 2021). 

Bias Evaluation 

AI bias occurs when an algorithm’s output becomes prejudiced due 
to false assumptions based on the data fed into it (Silberg, 2019). 
Silberg argued that the extent to which AI is used for prediction and 
decision-making will always be subject to bias challenges. Roselli et al. 
(2019) argued that AI biases stem from diverse sources, such as the 
chosen algorithm, input attributes and training data used. Several AI 
biases have been seen in diverse applications, such as facial recognition 
systems, autonomous vehicles, health systems, criminal justice systems 
and recruiting systems (Mehrabi et al., 2021; Perkowitz, 2021; Gebru,  
2020; Jo & Gebru, 2020). A typical example of AI bias in the medical 
field might be that an algorithm may wrongly recognise doctors as male 
and not female or exclude minorities. In some cases, AI systems may 
falsely misclassify a black person as a criminal element before standing 
trial or even likely to re-offend. Such systems often exclude traditionally 
marginalised groups and result in many diversity issues. 

There has been growing use of AI in many sectors in Africa, espe-
cially in an unequal society, such as South Africa. Most banks use such 
technologies to make loan decisions (Adams et al., 2020). However, the 
metric used for allocating loans through demographics or loan history 
is widely unavailable. Such systems may be used to disadvantage certain 
races or genders. Moosajee (2021) attributes this issue to biased results 
caused by biased data.
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Challenges to Effective AI Adoption 

and Implementation in Africa 

In this section, we present the challenges towards AI adoption and 
implementation in Africa. 

Digital Literacy 

Digital skills literacy is a significant barrier to the adoption and imple-
mentation of artificial intelligence in Africa. Out of all world regions, 
sub-Saharan Africa has the lowest percentage of citizens equipped with 
digital skills, equalling to about half of the average level of digital skills 
adoption seen globally (Madden & Kanos, 2021). The Future of Work 
in Africa 2021, a report from the World Bank, shows that, on average, 
citizens in Nigeria, Kenya and South Africa possess a higher level of 
digital skills compared to the rest of sub-Saharan Africa (Choi et. al 
2020). Inspired by the Sustainable Development Goals formed by the 
UN, the World Bank has formed the Digital Economy for Africa (DE4A) 
initiative, to digitally enable every African individual, business and govern-
ment by 2030 (World Bank, 2021). Creating building blocks for a 
digital economy within the African continent shows promise in enhancing 
economic growth and alleviating poverty by encouraging entrepreneur-
ship among young adults, increasing farming productivity and yields, and 
balancing the labour workforce by creating pathways for women to access 
more jobs (World Bank, 2019a, b). While some of the statistics presented 
earlier in this section seem dismal, it is important to note the historical 
and structural issues that have led to such outcomes. Historically, the lack 
of investment by African governments into infrastructure necessary for 
supporting digital economies has hampered the growth of digital literacy. 
With the help of international finance institutions and intergovernmental 
organisations, countries such as Mozambique and Rwanda have actively 
begun to develop action plans towards achieving digital transformation 
(World Bank, 2021). Over the past few years, large technology companies 
have begun to realise the importance of training local workforces in digital 
skills. In May 2021, Microsoft announced a partnership with the Nige-
rian government to significantly build their digital economy (Microsoft, 
2021). This collaboration plans to speed Nigeria’s transition to becoming 
a digital economy by making significant investments in internet infras-
tructure, equipping 5 million people across the country with digital skills,
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developing cloud-based tools to fight corruption and leveraging artifi-
cial intelligence to preserve cultural heritage. With companies such as 
Microsoft, Twitter, IBM, Facebook and Google already having such a 
large presence within the African continent, commitments such as the one 
seen by Microsoft can help subvert the colonial narratives and dynamics 
seen in other industries like agriculture and mining. However, their pres-
ence is not without great scrutiny or concern. Big Tech is not the saviour 
Africa needs to look up to and their presence in Africa is driven primarily 
by profits, monopoly and a rush to grab power more than anything else. 

Infrastructure 

Over the past decade, internet penetration within the African continent 
has risen rapidly from an estimated 10% in 2010 to 28% in 2019 (ITU, 
2021). The sore state of internet penetration across the African conti-
nent can be blamed due to infrastructure issues associated with the lack 
of access to electricity and low investment into internet infrastructure 
such as fibre-optic cables, cell towers and base stations. According to 
the World Bank, 80% of the urban population in sub-Saharan Africa has 
access to electricity compared to 28% in rural sub-Saharan Africa2 . The  
World Bank estimates that reaching the 100 million Africans living in 
remote regions inaccessible to cellular mobile networks will require an 
investment of at least $100 billion3 . While an extremely large number, 
tech companies such as Google, Facebook and Microsoft have lent their 
expertise and vast financial resources to improve internet infrastruc-
ture across Africa and the Global South to varying levels of success. 
Alphabet’s (Google’s parent company) Loon, a project developed in 
2011 to bring high-speed internet to remote regions through fleets of 
balloons, operated in regions such as Sri Lanka, Puerto Rico, Mexico, 
Brazil, Chile, Argentina and Kenya (Loon, 2017). While this project was 
disbanded in early 2021, Alphabet has pledged $10 million to support 
companies and organisations focused on internet connectivity, education 
and entrepreneurship within Kenya (Teller, 2021). In partnership with 
Samsung, Ericsson, MediaTek, Opera, Nokia and Qualcomm, Facebook

2 https://data.worldbank.org/indicator/EG.ELC.ACCS.RU.ZS?locations=ZG& 
name_desc=false 

3 https://www.worldbank.org/en/news/press-release/2019/10/17/achieving-broadb 
and-access-for-all-in-africa-comes-with-a-100-billion-price-tag 

https://data.worldbank.org/indicator/EG.ELC.ACCS.RU.ZS?locations=ZG&amp;name_desc=false
https://data.worldbank.org/indicator/EG.ELC.ACCS.RU.ZS?locations=ZG&amp;name_desc=false
https://www.worldbank.org/en/news/press-release/2019/10/17/achieving-broadband-access-for-all-in-africa-comes-with-a-100-billion-price-tag
https://www.worldbank.org/en/news/press-release/2019/10/17/achieving-broadband-access-for-all-in-africa-comes-with-a-100-billion-price-tag


42 C. T. OKOLO ET AL.

launched Free Basics (also known as Internet.org), an initiative to provide 
free internet services to underdeveloped countries in 20134 . This service 
provides free internet access to websites containing job ads, weather and 
health information and full access to the entire internet for those who 
pay. This two-tiered system has been criticised for harming net neutrality 
and cannibalising the services of local internet cafes, leading to its even-
tual shutdown in India (Prasad, 2018). To this date, 32 African countries 
have participated in this initiative but over the past decade, internet shut-
downs have become a common censure tactic for African governments 
(Killander & Ilori, 2020). The close relationship between Free Basics 
and the telecommunication companies providing these services, many of 
which are fully or partially state-owned, is a troubling issue that should 
be examined more closely. In 2020, Facebook announced “2Africa”, their 
billion dollar project to build an undersea cable that will interconnect 23 
countries in Africa, tripling the continent’s existing network capacity and 
providing support for 4G, 5G and broadband access (Facebook Engi-
neering, 2020). Microsoft Airband, launched in 2017 to bring internet 
connectivity to rural regions, currently has projects in 8 African countries 
(Ghana, Nigeria, Kenya, South Africa, Democratic Republic of Congo, 
Zambia, Tanzania and Rwanda)5 . While Africa continues to be the focus 
point of internet-related initiatives, there is reasonable scrutiny of these 
initiatives and their capabilities to exacerbate existing censorship of citi-
zens by African governments and introduce new methods of surveillance 
to the continent (Shearlaw, 2016). 

Price Barriers 

The Global System for Mobile Communications estimates that 45% of the 
population in sub-Saharan Africa subscribes to mobile services (GSMA, 
2020). Affordability is a large barrier to preventing the adoption of 
both mobile devices and services, which is the primary way users within 
the African continent access the internet. Another factor that impacts 
affordability is the high telecommunications taxation rates in countries 
such as the Democratic Republic of Congo, Mozambique, Sierra Leone 
and Tanzania, which are above the world average (GSMA, 2016). The

4 https://connectivity.fb.com/ 
5 https://www.microsoft.com/en-us/corporate-responsibility/airband 

https://connectivity.fb.com/
https://www.microsoft.com/en-us/corporate-responsibility/airband
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majority of low- and middle-income countries have failed to meet afford-
ability targets set by the Alliance for Affordable Internet (A4AI) and 
adopted by the UN Broadband Commission for Sustainable Develop-
ment (Policy, 2018). When represented as a percentage of average per 
capita Gross National Income (GNI), the average price of one gigabyte 
of mobile broadband varies between 0.84% in North America and 17.49% 
in Africa (Policy, 2018). With an average cost of $3.30 per gigabyte of 
mobile internet—a price that is higher than anywhere in the world except 
for North America6 —African consumers are being priced out of access to 
the internet and stonewalled from improving their livelihoods through 
digital means. African governments have to be proactive in regulating 
large, multinational telecom companies in setting fair prices for consumers 
and providing the necessary investments in both electrical and internet 
infrastructure to accelerate the adoption of digital skills, which will hope-
fully have a significant impact on the state of AI development within the 
continent. 

Lack of Local AI Talent 

While the technology ecosystem within Africa has grown significantly, 
there is still a large gap between the pace of software development and 
AI development within the continent. Fortunately, the interest of outside 
entities like Google, Microsoft and IBM has led to the establishment of 
AI research labs on the continent and the local startup ecosystem has also 
begun to grow. Something we find extremely promising is the emergence 
of local AI practitioners and research groups that have formed to address 
local problems in agriculture, healthcare, education and more. Initiatives, 
such as Bhala, a smart keyboard that is the first mobile application to 
support spell-checking Ndebele, Shona, Swati, Swahili, Xhosa, and Zulu, 
is an example of home-grown technology that meets the needs of local 
populations and fills a gap overlooked by larger players in this space7 . A  
subsequent section in this chapter (survey of the landscape of AI in the 
continent) provides a deeper look into the current state of artificial intel-
ligence within the African continent. We analyse over 100 startups and

6 https://www.dw.com/en/why-mobile-internet-is-so-expensive-in-some-african-nat 
ions/a-55483976 

7 https://www.bha.la/about.html 

https://www.dw.com/en/why-mobile-internet-is-so-expensive-in-some-african-nations/a-55483976
https://www.dw.com/en/why-mobile-internet-is-so-expensive-in-some-african-nations/a-55483976
https://www.bha.la/about.html
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organisations dedicated to providing AI products, services and education 
and note trends that show great promise or bring cause for concern. 

Artificial intelligence has become nearly ubiquitous in many soci-
eties and many tech companies have begun to recognise the importance 
of democratising the development of artificially intelligent systems and 
providing equitable access to regions traditionally overlooked in AI 
development. Large tech companies such as Google, Microsoft, IBM, 
Facebook and Amazon have made strides to move into the Global South, 
establishing research labs, development centres, customer support centres, 
or data centres within this region. The openings of these establishments 
may initially appear to be beneficial for local ecosystems, but the talent 
needed to fill these highly specialised roles may not exist locally. This 
presents room for displacement of local workforces by those who have had 
the privilege to access relevant training and mirrors systems of colonialism. 

Fortunately, the past five years has given rise to grassroots efforts 
focused on training local communities in artificial intelligence and related 
technologies such as natural language processing (NLP), computer vision 
and machine learning. Black in AI8 , a nonprofit organisation founded 
in 2017, has provided hundreds of Black students and professionals the 
opportunity to attend top tier machine learning conferences such as 
Conference on Neural Information Processing Systems (NeurIPS), the 
International Conference on Learning Representations (ICLR), Interna-
tional Conference on Machine Learning (ICML) and much more. Addi-
tionally, the organisation has begun mentorship programmes to guide 
prospective applicants to graduate programmes in computer science, 
support current PhD students in their journeys towards tenure track 
positions in academia and provide resources for entrepreneurs of African 
descent to build successful AI startups. Other prominent initiatives such as 
Data Science Africa9 , Masakhane10 , Ghana NLP11 , AI Saturdays Lagos12 

and Deep Learning Indaba13 have similar missions, contributing greatly 
to the representation of African scholars at AI/ML conference venues,

8 https://blackinai.github.io/#/ 
9 http://www.datascienceafrica.org/ 
10 https://www.masakhane.io/ 
11 https://ghananlp.org/ 
12 https://aisaturdayslagos.github.io/ 
13 https://deeplearningindaba.com/2021/ 

https://blackinai.github.io/#/
http://www.datascienceafrica.org/
https://www.masakhane.io/
https://ghananlp.org/
https://aisaturdayslagos.github.io/
https://deeplearningindaba.com/2021/
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increasing the number of publications focusing on AI and its applications 
to local problems and improving access to AI education. Another step 
to improving AI adoption within the African continent has focused on 
building institutions to formally train students in the concepts needed 
to pursue successful careers within this field. The African Institute for 
Mathematical Sciences (AIMS) was launched in 2003 in South Africa to 
teach specialised topics in the mathematical sciences such as applied math-
ematics, bioinformatics, scientific computing, artificial intelligence and 
more14 . Since then, AIMS has expanded to Senegal, Ghana, Cameroon, 
Tanzania and Rwanda, graduating nearly 2000 students. To meet the 
demand for artificial intelligence practitioners within the continent, AIMS 
launched the African Masters in Machine Intelligence (AMMI) with spon-
sorship support from Facebook and Google15 . DeepMind, a subsidiary 
of Google that develops AI systems to advance scientific discovery, has 
recently funded scholarships for students to pursue Master degrees in 
Computer Science with specialisations in AI, ML and data science at 
Makerere University in Uganda (Mwamai, 2021)16 . We believe that 
industry-academic partnerships between local African institutions are a 
tangible step in bridging the AI-talent gap within the continent and 
will help build sustainable pathways to encourage future growth. While 
governments should be taking on the primary responsibility of funding 
AI education and entrepreneurship, the support of large industry players 
has helped fill this gap. 

Datasets 

Another issue plaguing the effective adoption of artificial intelligence in 
Africa is the lack of data accessible to African researchers and the rele-
vance of this data to African problems in domains such as agriculture, 
health care and voice/text recognition. Machine learning relies on vast 
amounts of data to train algorithms, and if this data is sparse and unrep-
resentative, the resulting algorithms will be less effective and could cause 
harm to the vulnerable populations. Within Western countries like the

14 https://nexteinstein.org/ 
15 https://aimsammi.org/about-ammi-2/ 
16 http://cs.mak.ac.ug/news/view/18 

https://nexteinstein.org/
https://aimsammi.org/about-ammi-2/
http://cs.mak.ac.ug/news/view/18
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United States, issues regarding dataset representation of minority popu-
lations like Black people and women have gained prominence over the 
past few years (Buolamwini & Gebru, 2018). However, this conversa-
tion has continued to stay focused on dataset bias in the context of 
Western issues, centring the gaze of these problems on the Global North. 
In regions where the social construct of race is not present, focusing 
solely on the lack of racial representation in datasets limits how people 
address other facets of dataset underrepresentation in the Global South. 
We find that expanding issues of dataset bias to factors like ethnicity, tribal 
affiliations and other cultural nuances will help datasets becomes truly 
inclusive and relevant to solving African challenges. Open-source plat-
forms like Kaggle17 , openAFRICA18 and Zindi19 have been supportive 
avenues for African researchers and AI practitioners to curate and share 
their datasets, helping to address the lack of datasets within the African 
continent. Initiatives like the Inclusive Images Challenge from Google20 

have aimed to improve representation of imagery from the Global South, 
but haven’t fully represented the vast diversity within the African conti-
nent. This stresses the importance of local communities within the African 
continent being involved in the creation, sharing and use of datasets. 
More notably, we find that the formation of grassroots efforts throughout 
the continent has helped make significant strides in the types of data 
representing a variety of cultures, languages and regions throughout the 
continent. Collaborations between entities like Zindi and AI for Develop-
ment (AI4D) led to the creation of the AI4D Africa Language Challenge 
in 2020 where over 400 data scientists enrolled to contribute their exper-
tise to build novel datasets21 . The winners of the challenge submitted 
datasets encompassing a variety of African languages like Wolof, Igbo, 
Hausa, Fongbe, Ewe, Kabiye, Kiswahili and Chichewa, many of which 
aren’t present on popular translation services provided by Apple and 
Google. Other initiatives like the Lacuna Fund22 , which was founded to 
provide researchers and scientists in low-income countries resources to

17 https://www.kaggle.com/tags/africa 
18 https://africaopendata.org/dataset 
19 https://zindi.africa/ 
20 https://www.kaggle.com/c/inclusive-images-challenge 
21 https://zindi.africa/competitions/ai4d-african-language-dataset-challenge 
22 https://lacunafund.org/about/ 

https://www.kaggle.com/tags/africa
https://africaopendata.org/dataset
https://zindi.africa/
https://www.kaggle.com/c/inclusive-images-challenge
https://zindi.africa/competitions/ai4d-african-language-dataset-challenge
https://lacunafund.org/about/
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produce labelled datasets, have helped improve dataset representation in 
agriculture, health and languages. More notably, the Lacuna Fund stresses 
adherence to practices in ethics and privacy, ensuring that the datasets will 
be owned by their respective creators and openly accessible to the interna-
tional community. We believe that it is imperative for African researchers 
to maintain agency over the data they collect and have input on how 
this data should be shared. Data sharing practices within the African 
context have been understudied, but a recent paper titled “Narratives 
and Counternarratives on Data Sharing in Africa” provided much-needed 
insight on local practitioners involved in these efforts and contributes 
tangible suggestions towards making datasets context-aware and ensuring 
the process of collection and sharing is trustworthy (Abebe et al. 2021). 
While there is still a long way to go in improving the quality and acces-
sibility of datasets representing the African continent, significant progress 
has been made thus far. 

Government Support 

Over the past few years, governments have raced to develop legislation 
that will govern the use and implementation of artificial intelligence for 
personal and commercial use. However, African governments lag heavily 
behind those in North America and the European Union. In the 2019 
Government AI Readiness Index published by Oxford Insights, Africa 
is the worst performing region, with no countries listed in the top 
50 spots and only 12 in the top 100 (Readiness, 2019). The top five 
countries who are represented in the top 100 (Kenya, Tunisia, Mauri-
tius, South Africa and Ghana) already have significantly developed tech 
ecosystems. This brings cause for concern to smaller economies within 
the African continent who have not developed legislation but could still 
be impacted by the effects of artificial intelligence. While it is unclear 
how many African countries have formally instituted regulation on AI, 
countries like Senegal, Kenya and South Africa have launched regulatory 
frameworks, data protection laws and acts regulating automated decision-
making (Adams, 2021). The Index of Regulation of Artificial Intelligence 
has monitored the AI policy and regulatory landscape around the world, 
reporting eight African countries (Ghana, Kenya, Nigeria, Sierra Leone, 
South Africa, Uganda, Zambia and Zimbabwe) as making strides towards 
regulating AI (Goitom, 2019). Additionally, the lack of AI legislation 
proposed by African governments is mainly due to policymakers with
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scant technology expertise, and insufficient expertise in AI and related 
emerging technologies. As the local AI workforce grows within the 
African continent, it will be important that governments provide opportu-
nities for highly-experienced professionals to contribute to AI legislation 
by serving on technical advisory panels or being placed in government 
positions specifically developed to leverage their expertise. The develop-
ment of artificial intelligence in Western countries has been fuelled by 
local startups and a similar model could prove successful in Africa. Larger 
companies like Google, Apple and Amazon have made dozens of acqui-
sitions of AI startups over the past few years, but this model may not be 
efficient for the African context since there is so little AI activity occur-
ring in comparison with the West. Thus, government support for AI 
startups and research hubs is crucial. This will ensure that local inter-
ests and not those of multinational corporations are prioritised when it 
comes to solving issues with AI and that the continent doesn’t expe-
rience an “AI brain drain” seen in other fields such as medicine and 
engineering. Efforts like the Artificial Intelligence Hub at the Univer-
sity of Lagos run by Data Science Nigeria, which is the first of its kind in 
Nigeria and likely in the continent, provide free AI courses and research 
labs for aspiring AI practitioners (Ndiomewese, 2018). While it is not 
clear how much governmental support this initiative received, it is a good 
model for governments to follow in establishing nationwide AI hubs. 
Again, we stress the importance of AI development being “for Africans by 
Africans” to ensure that colonial cycles of extraction by Western entities 
and historical dependence on foreign aid don’t impede what could be a 
viable pathway towards economic freedom (Chan et al., 2021). 

Survey of the Landscape of AI in the Continent 

The AI startup and research organisational landscape in Africa has rapidly 
increased over the past decade and continues to grow. We collected data 
on 102 African startups and research organisations that are either in oper-
ation, defunct, or with an unknown operating status across 11 African 
countries. Startups and research organisations were included if they oper-
ated within any of the 54 countries on the African continent and if their 
core product or business offering focused on artificial intelligence and/or 
its respective applications across a variety of domains. As some startups 
had either expired or broken links to their respective websites, we still 
included them but listed their operating status as either Unknown (U) or
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No (N). Our search for African companies and organisations working with 
AI was conducted through Google, LinkedIn, Twitter and startup market 
intelligence platforms like Crunchbase, Pitchbook, Venture Capital for 
Africa (VC4A) and Tracxn. We also relied heavily on curated lists from 
sources such as Briter Bridges23 , a business intelligence company focusing 
on markets in the Global South and AI Expo Africa. This list is not 
exhaustive but represents a significant number of companies developing 
artificial intelligence solutions across the African continent. 

Companies and organisations operating on the continent span a wide 
range of industries and domains. From the startups we listed, we found 30 
different industries they operate in. Finance, health care, agriculture and 
research were the largest segments, accounting for nearly 50% of all the 
companies. Within many startups on the continent, the financial sector 
has been a priority, and as the shift to AI-powered solutions has begun, 
there is no surprise that this trend has moved towards finance as well. 
However, despite the goal of many fintech startups on the continent to 
improve financial access, they might in fact not be improving the lives 
of people at the bottom of society. We also find similar trends in health 
care, where AI has claimed to either match or even exceed the diagnostic 
capabilities of doctors (Liu et al., 2019). However, this claim only holds 
true in the high-resourced environments these technologies are developed 
and tested in, which mostly happen to be in Western societies. As infras-
tructure within the African continent has scaled rapidly, we expect to see 
AI being leveraged further across a variety of domains. While AI being 
applied to fields such as agriculture, health care and finance may help 
improve overall access to these vital services, if not developed properly, 
they could indeed exacerbate existing inequities. 

A significant number of companies have sprung up as consultancies to 
help larger businesses incorporate AI strategy into their current respec-
tive solutions. These companies were also classified as “AI” companies 
for the sake of simplicity. Another growing trend we see is the estab-
lishment of research groups and initiatives to train AI researchers on the 
continent and to tackle gaps within AI development that fail to include 
African users. Groups such as Masakhane9 have conducted novel research 
to build datasets and machine translation tools for African languages while

23 https://briterbridges.com/ 

https://briterbridges.com/
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other initiatives such as Datascience Nigeria24 have democratised access 
to AI education by hosting bootcamps, summits and online competi-
tions. A small number of AI developers on the continent have begun to 
develop their own libraries to improve AI and data science methods, with 
some like DeepQuest AI25 by brothers Moses and John Olafenwa having 
thousands of users around the world. 

The startups in our analysis operate across a total of 11 African 
countries, with a majority of them based in Nigeria (25%) and South 
Africa (33%). Compared to other regions within the African conti-
nent, Western Africa and Southern Africa have 35 and 33 organisations 
respectively focusing on AI. Most notably, we find that countries from 
Francophone Africa (Benin, Burkina-Faso, Cape Verde, Côte D’Ivoire, 
Democratic Republic of the Congo, Republic of Guinea, Madagascar, 
Mali, Mauritania, Niger, Senegal, Togo and Tunisia) are missing from 
the AI ecosystem. While the overall startup and research landscape in AI 
within the African continent are promising, it is essential that AI services 
built on the continent include Africans from a diverse set of backgrounds 
and regions. We find that the artificial intelligence startup ecosystem in 
Africa is relatively young. All of these startups and organisations were 
founded between 2010 and 2020, with 72 (70%) of them founded within 
the past five years. Additionally, almost 80% of the startups in our analysis 
are early-stage, showing significant room for these companies to grow. 
While artificial intelligence has been around for decades, we presume 
that many of the companies in our analysis that were founded in the 
early 2010s may have adjusted their respective strategies to incorporate 
AI methodologies. 

A majority of the AI solutions developed by startups within the African 
continent cater to businesses that are aiming to improve their respective 
AI offerings or introduce AI into their operational systems. As finan-
cial technology (also known as fintech) becomes increasingly popular, we 
find that a significant number of AI startups are developing technology 
to improve banking processes or make financing decisions for customers 
based on existing data. Agricultural businesses and healthcare facilities are 
also popular options for AI startups to provide services for these industries 
that are rapidly digitising. Our analysis notes a growing trend of AI being

24 https://www.datasciencenigeria.org/ 
25 https://deepquestai.com/ 

https://www.datasciencenigeria.org/
https://deepquestai.com/
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introduced into warehouse operations and for manufacturing capabilities 
which could prove positive in scaling growth in these sectors and having 
a positive economic impact. 

Out of 102 startups, 22 of them (21%) had either all white or majority 
white/non-African founding teams. Many of these companies were based 
in South Africa, which we find particularly concerning due to the types 
of technologies such as facial recognition being developed by these star-
tups which would disproportionately affect a major part of the respective 
population. In the United States, research has shown how facial recogni-
tion systems from companies such as Microsoft, IBM, Amazon and others 
are biased against subjects of darker skin tones and those with female 
characteristics (Buolamwini, 2018). These companies have either chosen 
to improve the gender and racial makeup of the datasets used to train 
these systems or abandon facial recognition technology altogether (Heil-
weil, 2020). Surveillance technologies like facial recognition are being 
deployed within large cities throughout the continent and have received 
major backlash from citizens in countries like South Africa and Zimbabwe, 
but continue to stay in use (Chutel, 2018; Hawkins, 2018). This again 
raises concern due to policing systems in countries such as South Africa 
that are significantly biased towards Black South Africans who make up a 
considerable portion of the population. 

From the 102 startups we analysed, we found that there is a lack of 
information and transparency on what exactly most startups are doing: 
what methods they are using to build their predictive models, where 
their data is sourced, and how well their models perform. These issues 
have been characterised as fairness, accountability, transparency and ethics 
(FATE) and dozens of startups, mainly in the United States and Europe, 
have formed to address these issues of data and model observability. As 
this field continues to widen, it will be important for African startups 
working with AI technologies to construct AI observability platforms of 
their own or work with other local startups in this space. More signifi-
cantly, it is hard to conclusively say if there is a “true” AI element within 
many of the startups we ed. However, this is an issue that is not relegated 
solely to startups within the African continent. In 2019, London venture 
capital firm MMC studied almost three-thousand “AI startups” across the 
EU, concluding that 40 per cent of these companies do not incorporate 
artificial intelligence in their products (MMC, 2019). The overuse of the 
phrase “artificial intelligence” has led to unrealistic exaggerations of tech-
nology and excessive trust on what AI can do. Academic research labs and
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AI startups have purported to build AI systems that can detect emotions, 
gender, sexuality and even political orientation; however, these tasks are 
nearly impossible for a human to accomplish (Birhane, 2021; Heckman, 
2020; Wojcik & Remy, 2019). This work has led to calls for the EU to ban 
these tools (Asher-Schapiro, 2021) and we hope that policymakers within 
the African continent recognise these harms and actively begin to intro-
duce regulation banning these tools. With the business models of many of 
these types of companies primarily being motivated by maximising profit 
at any cost, the autonomy and well-being of everyday citizens should not 
be disregarded. Current AI technologies are already believed to cause 
harm to marginalised people around the globe, and as AI grows within 
the African continent, there could be repercussions if its development isn’t 
well-governed. 

Emerging Trends and Concerns 

in AI Deployments in Africa 

China is making a push for AI leadership and doubling down on its 
soft power initiatives in Africa as part of China’s Grand Strategy to 
tap emerging markets, shape global governance norms and expand its 
influence (HDI, 2021; Nantulya, 2018). In his report to the 19th 
Party Congress in October 2017, Chinese President Xi Jinping outlined 
his vision for China becoming a global science and technology leader 
by 2050 (Shepherd & Qiu, 2017). A growing consensus singles out 
China as a major driver and influencer of authoritarian tech (Feldstein, 
2019a, b). Several experts have claimed that Chinese governments are 
working closely with Chinese companies to export authoritarian tech to 
like-minded governments to promote an alternative governance model 
(Polyakova & Meserole, 2019; Sharma,  2020; Mozur et al., 2019). 
These reports can be validated with the recent increase in the export 
of Chinese tech, which are gross human rights violators to countries 
such as Zimbabwe, Uganda and Ethiopia (Feldstein, 2019a, b). Most 
of the countries in Africa rely on Chinese companies for their digital 
and telecom services. For example, the Ethiopian government uses the 
services and infrastructures of ZTE, a Chinese telecom to monitor its citi-
zens’ communications, Hikvision, the world’s leading surveillance camera 
manufacturer, recently opened an office in Johannesburg, CloudWalk 
Technology, a startup based in Guangzhou, recently signed a deal with the
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Zimbabwean government (Hawkins, 2018), and Transsion a Shenzhen-
based company that has never sold a handset in its native China, but 
its brands iTel, Tecno and Infinix sell more smartphones than any other 
produces in Africa (Bayes, 2019; Bloomberg, 2018). 

As reported in the AI Global Surveillance (AIGS) Index, Chinese 
companies led by Huawei are leading the supply of AI technologies with 
much focus on surveillance systems around the world (Feldstein, 2019a, 
b). Huawei technology has been linked to more countries in the South 
than any other company. It is aggressively infiltrating into the sub-Saharan 
Africa technology market by providing not only equipment and techno-
logical tools but also offering operation, management and support to set 
up these tools. To date, at least 12 African countries are using Huawei 
digital surveillance technology (Olander, 2019; Jili, 2020). An inves-
tigative report in The Wall (2019) highlighted that Huawei employees, 
technicians, provide other services to Uganda and Zambia governments 
that are not disclosed publicly. They helped the Uganda government 
spy on their political opponents by using cell data to track their loca-
tions and intercept their encrypted social media and communications. 
Also, in Zambia, the employees assisted the government in gaining access 
to Facebook pages and phones of bloggers critical of the president so 
they could be tracked and arrested. In Uganda, the government splashed 
$126 million on CCTV from Huawei (Reuters, 2019; Woodhams, 2020). 
The police say the new CCTV system will help reduce violent crime; 
however, the opposition leaders and civil society leaders believe that the 
law enforcement bodies are overburdened and too corrupt to identify 
criminals using footage. They believe the cameras with facial recognition 
technology will target and identify demonstrators in violent clampdowns 
as the election approaches in 2021. 

Facial recognition technology has become increasingly pervasive 
around the world today, with the rising concerns about privacy, poten-
tial abuses, security, bias and freedom (Zeng et al., 2019); this has led to 
cities such as San Francisco ban its usage (Conger, 2019). In 2018, the 
government of Zimbabwe employed a surveillance network developed by 
CloudWalk to provide a mass facial recognition programme. In exchange 
for the technology, Zimbabwe sends images of its citizens, which give 
China an edge in AI technologies compared to other Western countries 
(Mind Matters News, 2020; Techzim,  2018). Beyond the human rights 
concerns, the deal pointed to another angle to the China-Africa tech 
story: the quest for technological advantage. As one local outlet put it:
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“the Zimbabwe Government is sending our faces to China so China’s AI 
can learn to see black faces”. Existing AI facial recognition technologies 
are principally trained on white and East Asian datasets; the Zimbabwe 
deal offered Cloudwalk valuable data for improving its recognition of 
other ethnicities—thereby strengthening the arsenal of surveillance tools 
available to authoritarian governments (Bayes, 2019). 

Its terms require Harare [the capital of Zimbabwe] to send images 
of its inhabitants—a rich data set, given that Zimbabwe has absorbed 
migration flows from all across sub-Saharan Africa—back to CloudWalk’s 
Chinese offices, allowing the company to fine-tune its software’s ability to 
recognize dark-skinned faces, which have previously proved tricky for its 
algorithms.—Andersen (2020a, b) 

By expanding into African markets, China’s tech companies are gaining 
access to that sought-after commodity, data. Yes, these companies are 
playing a positive role in connecting African citizens, consumers and 
businesses. Nevertheless, they also have another role in helping Beijing 
promote its model of the internet as a controlled space and as a 
data-driven instrument of social and political control. 

As reported by Tilouine and Kadiri (2018), the Africa Union (AU) 
building headquarters at Addis Ababa gifted to AU by China was serving 
the Chinese government more purpose than initially assumed. In January 
2018, AU officials accused China of hacking its headquarters computer 
every night (when no one was in the office, but daylight had broken in 
Shanghai) for five years and downloading confidential data. Beijing had 
funded the building in Ethiopia, and a Chinese state-owned company 
built it. Chinese workers still maintain the building to this day, and 
even its elevator symbols are written in Chinese. This is bothersome. 
That one of the most prominent political organisations in the conti-
nent had been unknowingly sending all of their confidential data directly 
to the Chinese state certainly raises concerns about the implications of 
China’s growing influence in the technological infrastructure of Africa. 
The overt Chinese presence on the continent in construction, technology 
and business has been attributed to the availability of generous loans with 
affordable interest rates and willing partnership for development (Future 
Africa,2018).
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Recommendations for Improving 

Responsible AI Progress in Africa 

According to Feldstein (2019a, b), local governments have the right to 
undertake surveillance systems that are unbiased and rooted in limiting 
their citizens’ freedom and enforcing political repression. For example, 
tracking technologies play a crucial role in preventing terrorism. They 
give the government the ability to monitor threats and act accord-
ingly. Governments can also use face recognition tools in finding missing 
people and victims of human trafficking. However, technology and power 
struggles have changed the nature of how governments use surveillance 
systems and what they intend to monitor. Generally, the legal stan-
dards required to utilise surveillance systems legitimately are high, and 
governments find it challenging to meet them. Countries with weak legal 
enforcement or authoritarian systems “routinely neglect these obligations” 
(Feldstein, 2019a, b). 

Several authors have investigated the implication of racial bias surveil-
lance and facial recognition algorithms (Cavazos et al., 2020; Bacchini & 
Lorusso, 2019; Raji et al., 2020b; Seutloali, 2015). Despite all the iden-
tified implications and recommendations made by these authors, it is 
important to state that no algorithm improvement is safe from the risk 
of contributing to racial discrimination if the social context in which it 
unfolds mainly consists of racial prejudice. A key recommendation is to 
stop seeing face recognition technologies as tools that do not see race 
and focus on working hard to monitor and get rid of racist from these 
tools. We need software and systems trained on datasets that are equally 
made up of faces representing all races. Until a solution to bias is found, 
algorithms need to be tested regularly for racially biased error rates. 

Awareness is also a key precondition. We cannot hope that any of these 
recommendations are ever achieved unless we become definitively aware 
that facial recognition technology is doomed to be racially biased—at least 
until racism is permanently erased. Of course, the most effective recipe for 
a racism-free face recognition technology is to struggle for a racism-free 
society. 

It is crucial to align AI initiatives and the data used for training 
AI models to local communities in Africa and the Global South in 
general. Engaging these communities, offering training solutions, under-
standing local issues and their unique needs will help create an avenue for 
developing more inclusive AI technology.
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Conclusion 

As AI development extends across the world and begins to make signif-
icant progress within Africa, it is imperative that local development of 
AI is encouraged and actively supported by governments, international 
agencies and large tech companies who have already begun to expand 
their global footprint throughout the continent. With current discourse 
and development of artificial intelligence focused on the West and China, 
there is little work that understands the nuances and sociotechnical impli-
cations of AI development in Africa. Combined with the lack of policy 
regulating the use of AI in many African countries, some of which has 
been problematic, Africa remains ripe for continued exploitation through 
new avenues presented by AI. 

Although it will take considerable effort and expense to grow African 
countries into “AI superpowers”, leveraging existing strengths in the 
software development and AI research communities while investing in 
infrastructure are viable steps towards this goal. AI has strong potential 
to transform livelihoods within Africa, but it is up to the continent to 
diligently focus on ensuring the potential risks and harms of AI don’t 
outweigh the benefits. 
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Working with Robots as Colleagues: Kenyan 
Perspectives of Ethical Concerns on Possible 

Integration of Co-bots in Workplaces 

Tom Kwanya 

Introduction 

In 2013, a group of US soldiers deployed in Iraq shocked the world 
by holding an elaborate funeral for a robot, named Boomer, which was 
destroyed in combat. Grieving over the fallen comrade in arms, the 
soldiers not only honoured the robot with a 21-gun salute but also 
with two prestigious medals, the Purple Heart and Bronze Star Medal 
(Carpenter 2013). The Purple Heart is a decoration awarded in the name 
of the President to soldiers either killed or wounded in service. The 
Bronze Star Medal is awarded to soldiers for heroic service in a combat 
zone. Boomer was considered as male and was recognised “posthu-
mously” for heroic exploits and saving the lives of his comrades in arms 
(Nyholm and Smids 2020). This funeral and the awards demonstrated 
unique facts about the type of relationships people can develop with 
the machines they work closely with. Typically, people can humanise the 
machines to the extent that they regard them as colleagues and treat 
them in the same way they would treat their human associates. Similarly,
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they can develop emotional “brotherhood” bonds with the machines in 
a process that Renzullo (2019) describes as the “anthropomorphisation” 
of devices. Nijssen et al. (2019, p. 42) explain that “interactions with 
machines may give rise to emotional attachment and a humanized percep-
tion of them to the point where we start considering them deserving of 
moral care - something that is usually only reserved for other humans”. 

Boomer’s funeral was not the only incident in which human beings 
have assigned human characteristics to machines. In 2017, workers at the 
Canadian Broadcasting Corporation feted “retiring” mail robots with a 
retirement party (Isa 2018). The party, complete with beautiful balloons 
and a cake, was held to celebrate the tireless, selfless and colourful career 
of the robots in the corporation having served faithfully for a quarter 
of a century (Hooker and Kim 2019). During the party, members of 
staff narrated stories of their experiences with the robots and how they 
would be missed in the company. Some of the employees expressed the 
fear that it may be difficult adjusting to the new work experience without 
the robots. By organising and participating in such a party, the workers 
demonstrated that human beings have the capacity to develop unique 
bonds with machines which is akin to relationships colleagues develop 
with people they work closely with in work spaces. Indeed, staff members 
narrated how they had become so accustomed to the robots to the 
extent that they were part and parcel of the workspace just like human 
colleagues. 

Other recent anthropomorphisation cases include the granting of citi-
zenship of a humanoid robot known as Sophia by Saudi Arabia in 2017 
(Retto 2017). Sophia who became the first humanoid to be granted 
citizenship by any country is an advanced robot which is capable of inter-
acting closely with human beings. Sophia is linguistically advanced and 
capable of expressing feelings such as anger, joy, sadness, amazement, 
annoyance or fear (Weller 2017; Yu  2020). Importantly, she is able to 
learn from her interactions with human beings thereby improving her 
knowledge and experiences. Thus, she is able to fit better in her context by 
demonstrating familiarity with the culture, emotions and linguistic expres-
sions of the people she interacts with. She is even capable of searching 
for new information using platforms such as Google. She has an Insta-
gram account with 160 k followers and 500 posts as at October 2021. 
As a Saudi citizen, Sophia enjoys the rights of a legal person similar to 
other legal persons, including human beings (Pagallo 2018; Parviainen 
and Coeckelbergh 2020). In fact, she is the first robot to be appointed
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an ambassador by the United Nations where she serves as the United 
Nations Development Programme’s innovation champion. Sophia now 
has siblings such as Japanese Erica and Chinese Jia Jia (Riaz et al. 2020). 

From the foregoing, it is evident that robots are moving closer to 
human beings, particularly, in workspaces. This will inevitably expose 
human workers to a different working environment laden with myriad 
benefits, challenges and concerns thereby raising a number of ethical 
questions: How should human workers perceive and interact with robots 
working alongside them? Are these robots supposed to be treated as tools 
or colleagues by the humans working with them? Can human workers 
truly trust the robots they work with in the same way they can trust their 
human colleagues? What factors influence the acceptance of robots as co-
workers by human workers? This chapter explores these ethical concerns 
in the Kenyan context. 

Emerging Frontiers for Robots 

According to Calo et al.  (2016), a robot can simply be perceived as a 
machine which has some means of sensing the environment or receiving 
instruction; an algorithm or programme which enables it to decipher the 
sensed data or instruction; and can take appropriate action based on the 
sensed instruction. Gates (2007, p. 65) argues that robots and related 
machines will soon be found in all spheres of human life, including in 
homes. He explains that “as these devices become increasingly afford-
able to consumers, they could have just as profound an impact on the 
way we work, communicate, learn and entertain ourselves as the PC has 
had over the past 30 years”. Kaur et al. (2021) explain that robots are 
getting more advanced and becoming more helpful in diverse spheres of 
human life. These trends exemplify an earlier opinion of Gates (2007) 
who projected that the power and potential of robots in everyday life 
are bound to increase because the devices have capacity to be networked. 
Therefore, it is possible to have groups of networked robots which are 
able to work together to accomplish tasks which may not be performed 
easily or comfortably by human beings. 

Gunkel (2018, p. ix) opines that human beings are currently “in the 
midst of a robot invasion. The machines are now everywhere doing 
virtually everything”. Iqbal et al. (2017) explain that what was hitherto 
imagined in science fiction is finally being realised. Indeed, the Inter-
national Federation for Robotics (IFR) (2015) projected a gradual but
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steady increase of robots in nearly all spheres of human life in what 
was described as “conquering of the world” by the machines. Cookson 
(2015) also predicted a ubiquitous presence of diverse types of robots. 
In the service industry, for instance, he envisioned robots entertaining 
guests, taking care of the elderly, cooking and serving food in restau-
rants, and milking cows on farms. Sun (2016) stated that several robots 
were already being used on farms for irrigation, harvesting and processing 
of crops. Solaiman (2017) reported that there were already 12 million 
service robots in operation and that this number would grow exponen-
tially in the future. Demianova (2018) predicted an annual 12% growth 
in the application of robots in diverse sectors of the economy. 

Clabaugh and Matarić (2018) explained that new technological 
advancements have facilitated the development of advanced robots which 
are able to stretch the limits of human–machine symbiosis to levels that 
have hitherto not been experienced. Currently, there exist robots for 
many human endeavours. Pagallo (2013, p. 47) reported that there are 
artificial agents with the ability to “send bids, accept offers, request 
quotes, negotiate deals and make contracts”. Other latest entrants into 
the robotics universe include machines which are able to “protect and 
improve the quality of air, water, and soil; safeguard species biodiversity; 
and effectively manage natural resources” (Mazzolai et al. 2021); diverse 
categories of social robots used for educational purposes (Konijn et al. 
2020; Xia and LeTendre 2021); automation of diverse forms of indus-
trial processes (Stein and Kaivo-Oja 2020); and those performing assistive 
roles in homes and medical facilities (Nomura 2017), among other roles. 

Many challenges hamper advancement of robotics. According to Gates 
(2007, p. 60), “the robotics industry faces many of the same challenges 
that the personal computer business faced 30 years ago. Because of a 
lack of common standards and platforms, designers usually have to start 
from scratch when building their machines”. Dautenhahn et al. (2005) 
conducted a study in the United Kingdom to understand the perception 
of robots among 28 adults. The study found that a large majority of the 
respondents preferred having a robot as a machine, assistant or servant 
but not as a companion or friend. Most of the respondents also preferred 
to assign robots household chores not involving the care of children or 
animals. Scopelliti et al. (2004) conducted a study which revealed that 
whereas young people demonstrate an openness towards robots in social 
set-ups, including in workplaces and homes, the elderly are hesitant and 
are actually frightened of the prospect.
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Cookson (2015) argued that although industrial robots have for many 
years dominated robotics, the balance has tilted in favour of service 
robots. These robots are more than just machines. Demianova (2018) 
explains that many workers fear that the increasing use of robots as an 
affordable source of efficient labour will render many workers jobless 
leading to new dynamics in the labour markets globally. Sharkey and 
Sharkey (2012) argue against the use of robots in a way that totally 
replaces human beings particularly in situations which require emotional 
support which robots, being machines, cannot give. They give the 
example of providing care support to the elderly persons who would feel 
neglected and isolated if the use of robots extensively reduces their inter-
action with human beings. Pransky (2001) argues that letting children 
to interact extensively with robots may lead them to have less inter-
action with other children and humans thereby leading them to think 
that human–robot interaction is actually the norm. Fridin (2014) holds 
the view that exposing young children extensively to robots may lead 
to poor emotional and social development. This may lead to difficulties 
in engaging with other humans or being confused about the abilities of 
humans and robots. Interacting with robots more than human beings may 
also affect children’s moral consciousness. She calls for a balance in the 
levels of exposure of children to robots and other human beings. Several 
scholars echo this call (Bertolini and Aiello 2018; de Graaf 2016; Fiske  
et al. 2019; Haring et al. 2019; Lin  et  al.  2011; Yulianto 2019). 

According to Solaiman (2017), several discourses are ongoing about 
the personality of robots. One of these is the view that robots should 
acquire their own legal personality so that they, and not their manufac-
turers or owners, are held responsible for their own mistakes. Gunkel 
(2018) poses: Can robots be held responsible for the consequences of the 
mistakes they make in their line of duty? Do robots, being the machines 
that they are, expect some level of respect from human beings? Can they 
be treated with dignity reserved for human beings and other living things? 
Can robots have any rights? 

Contextual Information 

Robots have been used in diverse sectors of the economy for decades. 
The robots, which were largely industrial, worked in controlled spaces 
not shared with human workers (Fryman and Matthias 2012). Industrial 
robots supported heavy manufacturing processes. They were intimidating
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huge mechanical machines operating autonomously in industrial plants 
(Dauth et al. 2017; Singh et al. 2013). With technological advancement, 
new types of robots, called collaborative robots or co-bots, have emerged. 
As opposed to industrial robots, co-bots are designed and deployed to 
work closely with human workers in less controlled workspaces (Fast-
Berglund et al. 2016; Galin and Mamchenko 2020; Kildal et al. 2018; 
Simões et al. 2020; Veloso et al.  2015). According to Vojić (2020), 
co-bots have been largely deployed to perform manual duties such as 
packing, picking, welding or assembling parts of products. There are also 
co-bots in the service industry offering user support and customer care. 
Marvel and Norcross (2017) report that the integration of co-bots in 
workspaces has been on the increase. For instance, Cohen et al. (2019) 
projected that the US alone will spend 12 billion dollars on co-bots in 
2025, up from 710 million dollars in 2017. It is also estimated that more 
than 5 million co-bots are already sharing human workspaces globally. 
It is further estimated that about 400,000 co-bots will be joining the 
human workspaces yearly in the near future. Malik and Bilberg (2019) 
opine that co-bot deployment results in the automation of up to 70% of 
the workload making processes and production to become more efficient 
and profitable. 

Kenya is one of the most technologically advanced countries in sub-
Saharan Africa (Kwanya 2021). Its capital, Nairobi, is the technological 
hub of the East and Central African region earning it the title “Sil-
icon Savannah” (Kwanya et al. 2021). The country is reputed for having 
one of the best Internet connections in Africa due to the number of 
undersea cables which land in it (Bramann 2017). Kenya also boasts of 
the use of the latest technologies in its economy; a dominant presence 
of multinational ICT companies implying access to latest technologies; a 
growing population of young people amenable to technological develop-
ments; a relatively well-educated population (adult literacy is about 78%); 
and a history of technological innovation. Indeed, Nairobi is the home 
of globally-celebrated technological innovations such as mobile money 
transfer platform, M-pesa, among others (Kwanya 2021). 

Kenya’s short-term development blueprint is anchored on the “Big 4 
Agenda” which is aimed at improving the national economy by enhancing 
manufacturing, improving food security and nutrition, attaining universal 
healthcare coverage and providing affordable housing to the citizens 
(Macharia 2019; Musundi et al. 2021). The Government of Kenya has 
committed to use emerging innovative technologies to attain the “Big 4
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Agenda” targets. It is specifically seeking to mainstream the use of artifi-
cial intelligence, machine learning and robotics to achieve its development 
agenda (Mvurya 2020). Consequently, the government and other stake-
holders are already experimenting with co-bots in various sectors of the 
economy. The latest initiative was the deployment of a medical co-bot, 
known as Robodoc, to support the country’s response to the COVID-
19 pandemic. It is expected that the country will experience an influx of 
co-bots in the next few years (Kwanya 2021). 

Literature Review 

The category of robots which work and interact closely with human 
beings is known as collaborative robots or co-bots (Peshkin and Colgate 
1999; Kwanya 2021). According to Castillo et al. (2021), co-bots are 
designed for close physical and functional collaboration with human 
workers. Colgate et al. (1996) explained that co-bots are robotic devices 
which perform assigned tasks in collaboration with human workers. They 
work in close proximity with human beings and share their workload. 
Their close physical proximity and sharing of work imply that co-bots are 
constantly in contact with the human beings they work with. Peshkin and 
Colgate (1999) further explained that co-bots work collaboratively but 
fairly independently from human intervention. Compared to industrial 
robots, co-bots are more flexible, adaptable and safe (Fast-Berglund et al. 
2016). Table 1 summarises the characteristics of co-bots and compares 
the same with industrial robots. 

According to Yilma et al. (2020), co-bots possess human-like charac-
teristics making them able to collaborate with them on a day-to-day basis. 
Pazienza et al. (2019) explained that co-bots are specially designed for 
close and constant interaction with human beings in ordinary workspaces. 
Cohen et al. (2021) argued that co-bots are critical for the realisation 
of the 4th Industrial Revolution. Co-bots blur the boundaries between 
the digital and physical work environments as well as the distinction 
between human workers and machines. Sladić et al.  (2021) also explain 
that co-bots are designed to collaborate with other robots and humans 
in performing tasks. Adriaensen et al. (2021) emphasise that while most 
of the jobs assigned to robots were those which are ergonomically or 
psychologically challenging for humans to do, co-bots work on the same 
tasks in the same workspace with human beings. According to Margherita 
and Braccini (2021), co-bots utilise a human-worker-centric approach in
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which the robot does not entirely replace human labour but enriches it. 
According to Campbell (2021), the greatest benefit of co-bots lies in the 
fact that they provide an alternative to the use of costly and complex 
traditional robots. Sony et al. (2021) assert that co-bots will drive the 
realisation of the fourth industrial revolution by synergising human labour 
with robotic power. Gjeldum et al. (2021) emphasise that it is the ability 
of co-bots to directly mingle with and share tasks with humans that make 
them more versatile in the Industry 4.0 workspaces. 

A number of models of interaction between humans and robots in the 
human workspaces have been identified. The first model of interaction is 
co-existence. According to Wang et al. (2019), co-existence is a situation 
where the robot and human share space but perform different tasks. The 
second model is cooperation. Gjeldum et al. (2021) explain that in coop-
eration, the robot and the human perform different components of a task 
but sequentially. The subtasks performed by the robot and the human are 
mutually independent. The third model is collaboration. According to 
Vicentini (2020), collaboration involves the robot and human working 
on the same task at the same time to yield a mutual result. Collaboration 
brings the robot and human being together to work on the same assign-
ments simultaneously in a relationship that Gupta et al. (2021) describe  
as mutually-inclusive and contagious. Rossato et al. (2021) explain that 
collaboration enables organisations to combine the strengths of robots 
(such as tirelessness, speed and accuracy) with those of the human worker 
(such as flexibility and dexterity). McQuillen (2021) asserts that when 
this happens, robots and humans maximise their strengths while also 
compensating for their individual weaknesses. 

Co-bots are now quite common in several sectors of the economy 
(Fast-Berglund et al. 2016). Many benefits are derived from co-bot 
deployment in human workspaces. These include precision in job perfor-
mance (Pazienza et al. 2019; Zhu et al. 2020); improved productivity 
due to enhanced human–robot collaboration (Gobinath 2021; Sowa et al.  
2021); production efficiency due to processing optimisation (Castillo 
et al. 2021); low production costs (Castillo et al. 2021; Gisginis 2021; 
Kadir et al. 2018); better quality of products or job outputs (Galin 
et al. 2020); job enrichment and fulfilment through improved workflows 
and role distribution (Kadir et al. 2018; Margherita and Braccini 2021); 
improved capacity to handle complex assignments (Simoes et al. 2019; 
Zhu et al. 2020); improved safety of human workers when robots take up 
risky and repetitive duties (Fast-Berglund et al. 2016; Zhu et al. 2020);
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quick performance of tedious and sophisticated tasks (Gisginis 2021); as 
well as improved customisation of goods and services (Kopp et al. 2021). 

Many factors have influenced the adoption and use of co-bots. Sladić 
et al. (2021) identify lack of requisite technical skills to work with 
robots as one of the factors limiting the deployment of co-bots. Pinto 
et al. (2021) argue that many human workers, including engineers, do 
not wholly trust robots and perceive them as being volatile, uncertain, 
complex and ambiguous. Lambrechts et al. (2021) argue that resistance 
to change, organisational culture and leadership are among the factors 
which limit the adoption and use of co-bots. Other factors which hinder 
widespread adoption and use of co-bots include occupational safety 
concerns (Kopp et al. 2021). McQuillen (2021) suggests that giving 
some level of control over the robot to the human coworker enhances 
the acceptability of the robot by the human. Lambrechts et al. (2021) 
suggest that reskilling and upskilling human workers to collaborate with 
co-bots would enhance acceptability and effectiveness of co-bots into their 
workspaces. Giacometti and Larsson (2017) argued that addressing safety 
concerns of workers in spaces and tasks shared with robots would also 
enhance their acceptability and operational gains. 

According to Calitz et al. (2017), there is a great opportunity to deploy 
co-bots in sub-Saharan Africa. Although only a few manufacturing compa-
nies and businesses in Africa have deployed co-bots, the machines are 
acknowledged as having a great potential to drive economic growth of 
the region. Calitz et al. (2017) also identify the factors contributing to 
the relative slow adoption of co-bots in sub-Saharan Africa to include 
perceived high costs of purchase, installation, operation and maintenance; 
low cost of labour in the region; lack of requisite technical capacity and 
infrastructure; and lowly educated but highly unionised workforce who 
fear job losses. According to Chigbu and Nekhwevha (2021), workers in 
Africa need to acquire new skills to fit the needs of new job tasks which 
involve collaborating with co-bots. Keet (2021) also suggests that devel-
opers of co-bots need to demonstrate cultural awareness when developing 
co-bots for use in Africa. Dunn (2021) recommends the development and 
use of policies which facilitate the development of human skills which are 
relevant for the fourth industrial revolution. 

According to Anderson and Anderson (2010), autonomous machines 
like robots are bound to play a critical role in human life. They further 
argue that the big question is whether they will do this ethically. Ethical 
concerns about the widespread use of robots have been on the table for
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many years. Indeed, as early as 1941, Isaac Asimov, an American professor, 
proposed the following three laws of robotics (Asimov 1941): 

1. A robot may not injure a human being or, through inaction, allow 
a human being to come to harm; 

2. A robot must obey the orders given it by human beings except 
where such orders would conflict with the First Law; and 

3. A robot must protect its own existence as long as such protection 
does not conflict with the First or Second Law. 

Anderson (2008) argues that the above laws, though a pointer to the 
need for ethical machines, were unsatisfactory, thereby necessitating the 
continued dialogue on ethics in robotics. Indeed, Maddahi et al. (2021) 
explain that robotics has advanced over the years and have outgrown these 
laws. For example, there are now robots, such as Boomer which was 
mentioned earlier, used in warfare and are definitely designed to harm 
enemy human beings. 

Maddahi et al. (2021) argue that three main ethical issues arise from 
the use of co-bots. These include privacy and safety of data either gener-
ated or stored by the robot; the impact of robot use on the common 
good of the society in which they are applied; and the safety of human 
beings working with the robots or operating in their work environment. 
Ménissier (2020) explains that the Montreal Declaration for the Respon-
sible Development of Artificial Intelligence aimed to provide a framework 
for ethical application of artificial intelligence in society. A number of 
ethical principles can be derived from the declaration. These include 
respect for autonomy, caution, diversity inclusion, responsibility, demo-
cratic participation as well as protection of privacy and intimacy. Maddahi 
et al. (2021) explain that these principles are human-centric and do not 
have adequate provisions for advanced robotic machines. 

Other ethical dilemmas relate to the possibility and nature of bonding 
relationships between robots and their human co-workers as well as the 
socioeconomic effects of widespread automation of tasks (Maddahi et al. 
2021). Anderson (2008) wonders whether autonomous machines can 
have a moral standing. Tolksdorf et al. (2021) explain that in cases 
where robots are trusted to take care of vulnerable persons, such as chil-
dren and the elderly, these machines may not be expected to uphold 
values such as human morals. Therefore, ethical dilemmas arise regarding
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the moral safety of the persons under their care. Again, there are also 
concerns about human beings absconding from their duty of taking care 
of their offspring and parents. Leaving these fundamental responsibilities 
to robots alters the social structure of the society and may lead to chil-
dren growing up with “machine” minds which may affect their capacity 
to relate well with other human beings when they grow up (de Graaf 
2016). Indeed, Anderson et al. (2005) explained that scientists find it 
difficult to make ethics computable. Robots are disruptive technologies 
which also stimulate social changes in their environments. If not handled 
carefully, such changes may have outstanding impact on the humanness 
of society as we know it today. Tan et al. (2021) point out that these 
disruptive changes have more serious and long-term social safety implica-
tions that can be comprehensively deciphered or anticipated. Liang et al. 
(2021) explain these ethical dilemmas relating to robots will persist and 
have consequences on human rights, morals, values, justice and equity. 

Anderson (2008) citing the arguments of Asimov (1976) explains that 
some people hold the view that autonomous machines should have rights 
to act independently without having to work as slaves for human beings. 
Chomanski (2021) also advocates for the freedom of artificial persons 
arguing that they should be treated just like human beings and should 
not be enslaved or exploited. In this regard, Peeters and Haselager (2021) 
suggest that robots should be designed with features that enable them to 
consent to assignments or other forms of interaction with their human 
operators or co-workers. According to Bennett and Daly (2020), these 
debates led to discussions on the status of robots as legal persons. These 
discussions have not been conclusive. Nonetheless, they explain that the 
rights assigned to a robot may depend on many factors about the robot, 
including its assumed gender. Nonetheless, other scholars (Kelley et al. 
2010; Calverley 2006) hold the view that perhaps it would be better to 
treat robots in the same way we treat domestic animals or pets. In this 
case, they would not have exactly the same rights or moral expectations 
as human beings. The diversity of views on the rights of robots points to 
the fact that the subject is complex and non-conclusive. 

According to Boada et al. (2021), current debates on ethical issues 
relating to ubiquitous robot use in society are fragmented and conceptu-
ally disordered. This limits the perception of ethical risks emanating from 
integrating robots into the social spheres of human life and the interven-
tions therein. It is also difficult to prescribe a set of ethical principles for 
machines because ethics is relative. Similarly, ethical dilemmas exist which
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make it difficult to prescribe actions in all imaginable decision situations 
in human life. 

Although the sub-Sahara is lagging behind the developed countries on 
the adoption and use of robots, the situation is changing fast. According 
to Rapanyane and Sethole (2020), the rise of the use of artificial intel-
ligence and robots in the sub-Sahara is driven by the need to facilitate 
the fourth industrial revolution in the region. Indeed, Mayer (2018) 
and Naudé (2017) argued that meaningful industrialisation on the conti-
nent will be realised fast by embracing artificial intelligence and robotics 
in manufacturing. In Kenya, Banga and te Velde (2018) argued that 
the country can make fast progress in manufacturing by using intel-
ligent systems and equipment. These views echoed positions taken by 
Kibor and Obwoge (2014), Arunda (2020) and  Anitah  et  al. (2019). 
Although statistics about the actual level of adoption of robots in Kenya’s 
workspaces are blurry, it can be deduced that this situation will not hold 
for long. It is just a matter of time before there are a sizable number of 
robots working alongside human beings in diverse sectors of the economy 
in Kenya. This will definitely lead to ethical concerns and dilemmas. It 
is evident from this literature review that Kenyan perspectives to the 
ongoing debates on ethical issues emerging from the entrance of robots 
in the job market are lacking. This chapter explores this subject as a means 
of contributing Kenyan perspectives to this important global debate. The 
degree to which these salient ethical issues are identified, discussed and 
addressed will determine the success of robots in Kenyan workspaces. 

Methodology of Study 

This chapter is founded on a qualitative study conducted to investigate 
the ethical concerns of Kenyan workers on the integration of co-bots in 
their workspaces. According to Kahlke (2014), qualitative studies enable 
researchers to understand issues under investigation from the perspec-
tives of the respondents. Dongre et al. (2010) argued that applying 
qualitative methods of data collection and analysis helps researchers to 
explore research issues in-depth and to adequately integrate the opinions 
of the respondents. This chapter discusses the perceptions and attitudes of 
Kenyan workers towards collaborative robots in their workspaces. There-
fore, it relied heavily on the views of the respondents. A qualitative 
approach was, therefore, deemed most appropriate to collect data for the 
study.
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Data was collected from 20 purposively selected information scientists 
in Kenya. According to Malterud et al. (2016), the sample size of popula-
tions in qualitative studies depends on the objectives and context of each 
study. However, they point out that the “information power” or level 
of expertise of the respondents is critical in determining their number. 
Thus, the more expert the respondents, the smaller the sample size and 
vice versa. According to Braun and Clarke (2021), it is possible to reach 
information saturation with 20–24 interviews. In the study anchoring this 
chapter, the respondents were experts in information science who were 
selected through information-oriented purposive sampling. Information 
scientists were selected because they are likely to encounter robots in 
non-industrial environments. A sample size of 20 respondents was also 
deemed as adequate to provide an exhaustive view of the qualitative issues 
under study. Qualitative data was collected from the selected respon-
dents through telephone interviews. This data collection technique was 
considered appropriate because of restrictions on physical meetings due 
to COVID-19 pandemic. A semi-structured interview schedule was used 
to guide the interviews. The key questions asked included: 

1. Are you aware of co-bots? 
2. In your opinion, what extent are they deployed in Kenya? 
3. Have you encountered a co-bot in your professional work? 
4. In your opinion, what are the benefits of co-bots? 
5. Are you willing to accept a co-bot as a work colleague? Please, 

explain your answer. 
6. Are you willing to share your workspace with a co-bot? Please, 

explain your answer. 
7. In your opinion, is it ethical to treat a co-bot a colleague in the 

workplace? 
8. If your response to 7 above is yes, what ethical concerns would you 

have about treating a co-bot as a colleague? 
9. How can the concerns identified in 8 above be addressed to enhance 

acceptability of co-bots in workspaces? 

Findings of the Study 

The collected data was analysed thematically based on the questions 
above. The findings of the study are presented here according to the 
themes. The themes are awareness of collaborative robots, extent of their 
deployment in Kenya, past experience with co-bots, benefits of integrating
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co-bots in human workspaces, willingness to work in close proximity with 
co-bots, ethical concerns about sharing workspaces with machines such as 
co-bots, as well as strategies to enhance acceptance of co-bots in human 
workspaces. 

Awareness of Co-bots 

All the respondents were aware of the existence of co-bots. When asked 
to explain what they knew about co-bots, the overall response was that 
co-bots are robots which have been specially designed and developed 
to operate in ordinary spaces alongside human beings. Some verbatim 
responses are as reported hereunder: 

Co-bots are small robots which interact directly with human beings in 
ordinary life spaces such as offices, markets and homes. R11 

Co-bots are robotic machines which help human beings to perform normal 
tasks in homes and offices efficiently. R07 

Cheap, simplified and adaptable robots which are able to operate in 
normal spaces used by human beings to perform a wide array of tasks to 
make human life more convenient and comfortable. R13 

A category of robots which can work alone but also together with people 
and other robots in completing shared job tasks. R10 

Co-bots are advanced human-friendly robots which can operate in normal 
job locations and can work closely with human beings. R3 

It can be deduced from the responses that information workers in 
Kenya have a good understanding of what co-bots are. They describe co-
bots as a category of robots which are designed to work in close physical 
interactions with human beings and less controlled and human-friendly 
environments. They also perceive co-bots as representing an advancement 
in robotics aimed at making robots pleasant and safe to work in close 
proximity with human beings. This description tallies with the definitions 
of co-bots found in the reviewed literature (Castillo et al. 2021; Kwanya 
2021; Peshkin and Colgate 1999). 

These findings demonstrate that people in sub-Saharan Africa are 
abreast with emerging developments in robotics and associated technolo-
gies. Indeed, Calitz et al. (2017) explain that most business enterprises in 
Africa know about collaborative robots and their potential role in facili-
tating the realisation of the fourth industrial revolution. Naudé (2017) 
explained that although the level of awareness of co-bots in Africa is
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growing rapidly, more needs to be done to harness their potential. Isa 
(2018) pointed out that even with relatively cheaper labour, Africa will 
continue to lag behind developed countries if technologies which provide 
efficient labour, such as co-bots, are ignored. She emphasises that the 
advantage associated with cheap labour force in Africa will be eroded 
incrementally by assistive technologies like collaborative robots. Chinya-
murindi and Mey (2017) assert that there is need, therefore, for strategies 
which will turn the awareness into programmes for adopting co-bots in 
the workspaces. According to Chigbu and Nekhwevha (2021), Africa 
will continue being a technological desert if no comprehensive actions 
are taken to transform technological awareness into reality. Rapanyane 
and Sethole (2020) assert that assistive technologies are inevitable. The 
earlier Africa embraces the technologies the better for the continent. In 
this regard, this level of awareness of co-bots is positive and should be 
encouraged. 

Extent of Deployment of Co-bots in Kenyan Information Workspaces 

All the respondents indicated that they were not aware of any co-
bot currently deployed in the information workspaces in Kenya. They 
acknowledged the presence of diverse automation systems in the country 
but stated that none of these meets the descriptions of co-bots given 
above. They also stated that there is a limited number of industrial robots 
in Kenya’s manufacturing sector. The findings of the current study concur 
with Magachi et al. (2017) who investigated the use of industrial robots 
by listed manufacturing companies in Kenya. They found a low applica-
tion of industrial robots by the companies. They attributed this low usage 
to high costs of acquiring and deploying robots as well as inadequate 
technical skills to operate them. Nganga (2020) also reports low usage 
of robots in Kenya and attributes this to inadequate skills, infrastructure 
and policies. Nonetheless, in the wake of health challenges occasioned by 
the COVID-19 outbreak, Kenya is one of the countries which turned to 
robots to reduce the spread of the disease. In partnership with the United 
Nations Development Programme (UNDP) and Japan International 
Cooperation Agency (JICA), the country’s Ministry of Health deployed 
three robots—Jasiri, Shujaa and Tumaini—at the Jomo Kenyatta Inter-
national Airport and Kenyatta National Hospital in February 2021. The 
robots handle high-exposure duties such as temperature screening, auto-
matic disinfection and fumigation, as well as identifying those who are
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either standing too close together or not wearing masks. The robots, 
all given the male gender, also collect other critical health data from 
high-traffic locations for decision-making and intervention. A number of 
drones have also been deployed in the country to support telecommu-
nication, security/military, agricultural, health, educational, tourism and 
customer service operations, among many others (Achieng et al. 2020; 
Arunda 2020; Banga  and te Velde  2018; Forbes et al. 2020; Mvurya  
2020; Steer 2017). 

It is evident from the findings that the positive level of awareness of co-
bots in Kenya is not followed with a commensurate extent of deployment 
in information workspaces. It is noteworthy, however, that the number 
and diversity of robots in other workspaces in the country are growing, 
albeit gradually. It can be concluded, therefore, that it is just a matter of 
time before more robots enter into Kenya’s information workspaces in 
libraries, mass media institutions, archives, museums, records centres and 
publishing houses, among others. This situation is not entirely unique to 
Kenya. In sub-Saharan Africa, only South Africa has co-bots in informa-
tion workspaces. Ocholla and Ocholla (2020) reported that “Libby”, a 
humanoid robot deployed in the University of Pretoria library in 2019, is 
the first and only humanoid librarian in sub-Saharan Africa. Libby, origi-
nally made in China, is considered as a library employee and offers services 
alongside other librarians in the institution. They add that although Libby 
is way ahead of her time, it is a harbinger of more robots to be deployed 
in information centres in other countries in sub-Saharan Africa. Tella 
(2020) also argued that the fact that there are few co-bots in informa-
tion centres in sub-Saharan Africa is by no means a permanent situation. 
He predicted that robots will soon be part and parcel of sub-Saharan 
information centres in the near future. 

Merits and Demerits of Co-bots in Information Workspaces 

Deployment of co-bots in information workspaces can result in several 
benefits. The respondents explained that the key benefits revolve around 
helping information workers to perform routine tasks, offering non-stop 
services, taking up jobs considered unhealthy or risky for human beings, 
and offering consistent services efficiently. In libraries, for instance, co-
bots can shelve books, conduct library orientation for new students, take 
stock of and label library resources, as well as check-in and check-out 
information materials (Kwanya et al. 2014). These routine duties take
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up a large portion of librarians’ time leaving no space for creativity and 
innovation. By freeing this time, co-bots will enable librarians to spend 
this valuable time in other roles. In record centres and archives, co-bots 
can easily work with dusty materials and artefacts which are considered a 
health hazard for human beings. They can also ensure accurate classifica-
tion and filing of documents to facilitate prompt searching and retrieval 
(Kwanya 2021). This will not save the time of the users but also improve 
their decision-making process ultimately resulting in improved produc-
tivity. Co-bots can also be relied on to offer uninterrupted services since 
they do not have to take leave, fall sick or become moody (Abok and 
Kwanya 2016). They overcome limitations to consistent services experi-
enced by human workers. This consistency results in steady and superior 
services throughout the day. In this age where information users seek 
services on a 24-h, everyday basis, co-bots will aid information centres to 
expand the reach of their services and reduce barriers to access (Gichora 
and Kwanya 2015; Nakitare et al. 2020). Some of the verbatim responses 
are as reported hereunder: 

A robot concentrates fully on the job assigned to it since it does not have other 
responsibilities in life like taking care of sick relatives, attending burials or 
weddings, dropping or picking children from school. R07 

Co-bots can perform heavy-duty roles in information centres such as lifting 
files and artefacts. These tasks would require the effort of many people at a 
time. In this manner, co-bots will help information centres to cut costs while 
offering efficient services. R03 

Robots do not get tired and therefore do not need time off to rejuvenate. 
As long there is work to be done, they will do it. R09 

The knowledge held by a co-bot is readily available in the organisation 
since it is largely explicit. The organisation faces no risk of knowledge loss 
with staff turnover. In fact, turnover itself is greatly reduced. Co-bots serve 
faithfully and loyally. They are not looking out for greener pastures. Similarly, 
they cannot get disgruntled or experience burnout. R12 

Robots can store and retrieve vast volumes and diversity of data much 
faster than human beings. This capacity can be used to personalise infor-
mation services and products to the needs of individual users. This helps to 
improve the relevance and impact of services. R10 

Co-bots can keep organisational secrets. They can effectively manage confi-
dential records since they do not gossip or feel the obligation of extending 
favours. They have no favourites. R08
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Co-bots can offer transparent and accountable services. They are not 
corrupt…they cannot take bribes or show impartiality. They can help infor-
mation centres to overcome challenges associated with negative ethnicity and 
gender biases which are common in Sub-Saharan Africa workspaces. R01 

The respondents also explained that despite the many benefits of co-
bots, there are also a number of disadvantages of having the machines 
in information workspaces. Generally, human workers would find co-bots 
as cold, inflexible and dangerous. Some of the verbatim responses are as 
hereunder: 

What if a co-bot goes berserk while on duty? The consequences would be 
disastrous. R11 

Although there are co-bots which can tell stories and share jokes with 
colleagues, this is quite limited. They have no clue about current affairs. 
Therefore, their stories and jokes will largely be stuck in time. They can also 
not tailor their stories or jokes to the mood of the day or personal interests 
of the colleagues. Working with a co-bot would the most boring part of any 
worker’s life. R13 

A co-bot does not eat. Therefore, it has not packed lunch to share with a 
colleague. It lacks the attributes of brotherhood in the workspace. R04 

Some information materials and artefacts are fragile. It is unimaginable 
them surviving for posterity with the roughness of robots. R05 

When faced with unique challenges requiring discretion, co-bots would not 
be able to reason beyond the programme they have. There are cases, especially 
in customer services, when workers have to make decisions contrary to the 
established protocols or policies. The context of the case determines and justifies 
the decision. R15 

Robots have no feelings or emotions; they cannot be motivated. They also 
have no stake in the organisation. They don’t care whether the company closes 
or thrives. They have no capacity to appreciate success or failure. R17 

Co-bots in Information Workspaces in Kenya 

In spite of the demerits discussed above, all the respondents were willing 
to share their workspaces with co-bots. However, there was divided 
opinion on whether they would consider such co-bots as colleagues or 
tools. Those who would consider co-bots as colleagues argued that given 
that they would share space and tasks, the contribution of the co-bot 
is much more than that of a tool. They further explained that a tool is
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operated but co-bots work independently with minimum human inter-
vention. However, they emphasised that they would remain senior to the 
co-bot and where needed rather than taking instructions from the co-
bot. Therefore, they would remain superior in the workspace and exercise 
authority over co-bots they work with. Some of the verbatim responses 
are as reported hereunder: 

The close proximity in which co-bots and humans work as well as the sharing 
of tasks qualify them to be considered as colleagues. They can be cataloguing 
books together. Maybe the human worker enters the metadata while the co-
bot attached bar codes and shelves the books. As long as the human is not 
operating the robot, it is a colleague and not a tool. R10 

The basic perception of a colleague is an entity, human or otherwise, with 
whom/which one works closely and shares roles or their components. Therefore, 
co-bots are artificial colleagues. R01 

Co-bots being artificial workers must take instructions from their human 
colleagues who are far more intelligent than they are. Yes, co-bots can be 
junior colleagues performing routine, risky and tedious tasks under the 
guidance of a senior human colleague. R09 

Those who would treat co-bots as tools and not colleagues explained 
that being machines, their contribution to the job roles is limited. They 
merely extend the performance of human beings. Even where their 
performance is higher than the human being, they are merely offering 
support to the human being. They also emphasised that machines such as 
co-bots can only be colleagues with human workers if they are considered 
equal. In their opinion, there is no way co-bots will ever equal human 
beings. Therefore, regardless of their advancement, they will remain 
tools in the hands of the human workers. Some verbatim responses are 
hereunder: 

Any entity which is artificial can be equalled to a living human being. By 
considering co-bots as colleagues, human beings would be imagining them as 
their equals. Yes, they may be stronger but can only serve as beasts of burden 
to their human operators. R04 

Machines make work easier for human beings. Machines have no interest 
in performing any work. Only human beings are able to attach value to 
work. Therefore, co-bots cannot appreciate the need for any work. They get no 
benefits from working. They do whatever they are assigned to do by human 
beings to make the work easier, convenient or safer for the human being.
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Therefore, they cannot be equals or colleagues with the humans. They are 
machines, tools, equipment. R17 

Work is a God-given responsibility of human beings. Co-bots are tools 
helping humans to work better. They are not colleagues. R16 

It can be concluded from the foregoing that information workers 
in Kenya are generally open to receiving co-bots in their workspaces. 
However, they would like to exercise absolute control over the co-bots 
either  as  a master or as a senior  colleague.  

Ethical Concerns About Considering Co-bots as Colleagues 
in the Information Workspaces 

All the respondents had ethical concerns about considering co-bots in 
their workspaces as colleagues. One of the concerns, as has already been 
mentioned, revolved around the concept of work. The issue here is 
that work is a natural responsibility of humans. By being considered as 
colleagues, co-bots would be usurping God-given human responsibility 
which they lack the moral authority to do. In this regard, the respon-
dents emphasised, as explained earlier, that co-bots can only support 
human beings in doing work. Their role is subordinate. The human 
being is the owner of work. Regardless of their contribution, co-bots 
can never be ethically considered as colleagues or equals with humans 
in matters of work. Besides, Lueg and Twidale (2018) argue  that  it  
is not possible to replicate human intellectual abilities in robots. They 
state that people are now more concerned about developing interfaces 
for robots than for “mammals who get tired, bored, excited, irritated, 
intrigued, or distracted, and who even change their minds about what 
they want to do” (p. 409). The views of the respondents tally with those 
of Pauliková et al. (2021) that co-bots should only supplement the work 
of humans and not replace them. Co-bots seek to change the concept 
of work. Indeed, García-Esteban et al. (2021) explain that the attribute 
which distinguishes co-bots from the other robots is the fact they can 
work independently without human intervention and, therefore, do not 
just complement human labour. They can own work and complete it 
without human support. Information professions in Kenya, who were the 
respondents in this study, hold the view that the concept of work and 
its ownership need to be clarified. This will help to answer the question
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on whether co-bots, being machines, can work or not. They can only be 
considered colleagues if they can work. 

Related to the issue above is the concept of the value of the human 
being. If co-bots can be considered colleagues, is the value attached to 
them equal to that attached to the human being? Will humans be treated 
as co-bots and vice versa? Is this not a recipe for chaos in society? With 
the debates about the rights and personality to ascribe to co-bots, this 
equality issue is serious. The scholars, such as Chomanski (2021), who 
advocate for co-bots to be given the same rights and personality humans 
have, are essentially equating the machines to humans. The rights include 
the ability to consent to instructions or not (Peeters and Haselager 2021). 
Bennett and Daly (2020) propose that co-bots should enjoy all the rights 
given to legal persons. The respondents in this study hold that humans 
are above co-bots and therefore can never be equated to them whether 
in the workplace or elsewhere in society. In Kenya, human life is held as 
sacred. The respondents could not see the conditions under which similar 
status can be given to machines which are created by other humans. They 
argued that as opposed to offspring, co-bots are not like the people who 
create them. They can never grow to become equals with their human 
creators. In their opinion, it is not possible to share human comrade-
ship in workspaces with co-bots. They underscored the fact that co-bots 
can, indeed, collaborate with human beings in performing specific roles. 
However, this does not qualify the robots to be considered as colleagues 
to the human beings because that is tantamount to equating the artificial 
with the natural. 

Another issue relates to the fear that co-bots will replace humans or 
at least reduce their role in the workspace. Besides denying humans their 
God-given right to work, this will deny them opportunity to make a living 
from working. The big question here is: Would it be ethical to give robots 
work when many people in Kenya are jobless? Available statistics indi-
cate that about 20% of youth in Kenya are unemployed and the level is 
likely to increase (Gachari and Korir 2020; Njogu 2015). As explained 
by Demianova (2018), the fear that robots will replace human beings in 
some job functions is real. This is partly because robots are bound to 
be cheaper than human labour. The respondents argue that any initia-
tives which replaces humans in the workspace with robots or reduces 
their presence therein give the implication that robots are more important 
than humans. Besides, denying any human beings work is tantamount 
to denying them life. Without humans, can there be work for robots?
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Therefore, the respondents emphasised, the needs of human beings for 
opportunities for work should be met before robots can be given work. 

The entry of co-bots into information workspaces will result in unin-
tended changes in values, work ethics and moral standards which will 
have far-reaching consequences on society. For instance, working closely 
with co-bots will make human workers as cold, emotionally, as the robots. 
Similarly, it will reduce humans to work mechanically as machines without 
exhaustively applying their intellectual abilities. Furthermore, humans will 
develop relationships and bonds with their co-bot colleagues which may 
isolate them from fellow human beings both in the workspaces and in 
the society at large. In Kenya, and also in the rest of sub-Saharan Africa, 
people value social connections and togetherness, possibly more than 
wealth. The respondents argued that the benefits of robots should not 
break the social ties which bind communities together. As long as there is 
potential for this, co-bots will always be viewed with suspicion in Africa. 
In Africa, “anthropomorphisation” is viewed as immoral and evil. There-
fore, deep relationships with devices as the American soldiers did with 
Boomer are unlikely to develop or be encouraged. Such relations will be 
perceived as perversion and will attract stigma and disdain. 

The other ethical issue relates to trust. Can machines be trusted fully? 
Can machines make and keep promises? Can machines be confidants? Can 
robots keep secrets? Can robots advise humans on social or emotional 
issues? Can robots be role models? Indeed, Pinto et al. (2021) argued that 
even engineers find it difficult to fully trust robots which they develop. 
They find them to be volatile and unreliable in some instances. The 
respondents argued that it is not possible for humans to fully trust co-
bots which do not have a sense of loyalty or moral standards. Therefore, 
co-bots cannot be true colleagues until humans are able to trust them 
enough to confide in them, seek advice from them, and accept them 
as role models. The respondents were unable to predict whether these 
concerns can be addressed through technological advancements alone. 
There is a need to socialise information professionals differently if they 
are to accept co-bots as colleagues who are worthy of trust. This will 
undoubtedly take a lot of time and effort and may not be realised in this 
generation. 

Robots, to a large extent, are culturally dumb. This implies that they 
lack essential cultural sensitives like etiquette, values and codes of morality. 
Besides being professional, workspaces are also cultural (Wallace 2021). 
Although there are advances towards social robots (Jones 2017), it is not
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possible to find robots which can fit perfectly in authentic communities 
like those in Kenya and the rest of sub-Saharan Africa. The respondents 
explained that most robots have been developed in exotic cultures. So 
far, no commercial robot is indigenous to Kenya. This means that they 
are unlikely to accommodate the way of life in Kenyan workspaces. This 
is exacerbated by the fact that there are limitations on what a robot can 
learn after development. It will be akin to teaching an old dog new tricks. 

Limitations 

No co-bots are currently deployed in Kenya’s information workspaces. 
Therefore, the views presented here are not based on the actual pres-
ence of co-bots. It is likely that the respondents would consider the 
issues differently if they were already working in the presence of co-
bots. Nonetheless, the opinions are backed up with literature from 
environments in which co-bots already exist. 

Conclusions 

From the foregoing, this chapter concludes that Kenyan information 
workers are willing to welcome co-bots into their spaces but as tools. 
They are of the view that co-bots do not meet the threshold of brother-
hood and, therefore, cannot be considered as colleagues. The respondents 
explained that many factors influence the acceptability of co-bots into 
Kenya’s information workspaces. These include basic enablers such as 
skills and infrastructure. However, they argued that there are ethical issues 
which are more deep and paramount. These include the concept of work 
as a divine gift to humanity which cannot be shared with machines; the 
notion that treating co-bots as legal persons equates them to human 
beings which is viewed as demeaning to humanity; the fear that co-
bots will dominate and eventually replace humans in ordinary workspaces 
thereby denying them not just an opportunity to work but to livelihood; 
fear of unintended social consequences of “anthropomorphisation” which 
drive society to oblivion; lack of trust for machines created by limited 
humans to offer unlimited services and companionship; and discomfort 
with exotic robots entering professional and indigenous spaces. These 
ethical concerns need to be addressed comprehensively to enhance the 
acceptability of co-bots in information workspaces in Kenya. While it is 
relatively easy to address basic concerns like the need for facilitative skills,
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Table 1 Characteristics of co-bots Adapted from Cohen et al.  (2021) 

Characteristic Industrial robots Co-bots 

Role Replacing a worker Assisting a worker 
Human interaction Commands, programming, 

assigning locations, 
movements and gripping 

Intelligent interaction: 
gesture recognition, speech 
recognition and 
anticipating operator moves 

Camera and computer 
vision 

External camera and 
external system when they 
exist 

Built-in standard (as part 
of the co-bot), coupled 
with artificial intelligence 

Workspace Separate safe workspace for 
robots and operators usually 
fenced 

Sharing the same 
workspace. No fencing is 
necessary 

Work envelope Essential and rigid Not relevant; flexible and 
spontaneous 

Handling of disruptions and 
obstruction 

Usually needs a full set-up 
after disruption 

Built-in standard to handle 
disruptions and 
obstruction; no need to 
restart 

Re-programming Rare Frequent 
Physical disruptions Mostly hazardous; set-up 

required for re-initiation 
Safe response to 
disruptions with easy 
re-initiation protocol 

System self-awareness Basic failure detection Real-time monitoring of 
load on each axis and 
segment, tactile pressure 
and axis locations 

Agility Rapid motions Slow motions 
Payload May be heavy Not heavy 
Acquisition cost High Low 
Ability to work in dynamic 
environment, possibly with 
moving entities 

No Yes 

policies and infrastructure, the ethical concerns will take much longer to 
mediate. It is therefore improbable that information workers in Kenya will 
unreservedly welcome co-bots into the workspaces in the near future. 
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Artificial Intelligence in Africa: Emerging 
Challenges 

Abejide Ade-Ibijola and Chinedu Okonkwo 

Introduction 

The adoption and use of Artificial Intelligence (AI) are rapidly increasing 
(Borenstein and Howard 2021) around the world. In Africa, AI creation 
and implementation are transforming our lives and cultures in a variety of 
ways including economically, socially, and politically (Luan et al. 2020; 
Roos 2018). These developments are always difficult to comprehend 
and predict, and they are only becoming more so as the COVID-19 
pandemic continues (Borenstein and Howard 2021). According to a 
research report, increasing the adoption of AI in Africa requires the devel-
opment of vibrant ecosystems based on five stakeholders who form the 
foundation of building AI success including policymakers, universities, 
large companies, start-ups, and multi-stakeholder partnerships (Schoeman 
et al. 2021).
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AI refers to a set of technologies that allow machines to function intel-
ligently and mimic human sensing, comprehension, and action (Li et al. 
2018; Hamet and Tremblay 2017; Adamopoulou and Moussiades 2020). 
The technology will have a significant impact in almost all areas where 
human intelligence is involved. It can be used by businesses and institu-
tions to personalise activities, optimise operations, promote innovations, 
and empower and supplement staff (Schoeman et al. 2021). Essentially, 
AI changes the way people function, allowing for more efficient resource 
allocation, which leads to increased productivity and allows better govern-
ment service delivery to the public (Borenstein and Howard 2021; Roos 
2018). Specifically, the application of AI in education, health care, agri-
culture, commerce, and governance is showing a significant impact on 
their various activities. 

AI is a rapidly growing technical field that has the potential to change 
every aspect of human social interactions (Pedro et al. 2019). AI-powered 
services pervade many aspects of human life across the globe; however, 
adoption rates vary between developed and developing nations (Francesc 
et al. 2019). It is evident that AI is penetrating the African social system 
through various operations (Schoeman et al. 2021; Marino Garcia and 
Kelly 2020). Chatbots in Kenya, for example, now provide healthcare 
services to people without visiting doctors, and a data-driven platform 
called Zenvus in Nigeria delivers insights to farmers (Francesc et al. 2019). 
Finance and other sectors are not excluded; AI-powered technologies 
are changing the ways of operations in these sectors. In South Africa, 
Mama Money and Mukuru enable easy and quick transfer of money across 
different countries in Africa. Kudi is a Nigerian AI-powered Chatbot that 
aims to provide financial services to underprivileged people (Kudi 2018). 
Other online shopping facilities are: TakeAlot (South Africa) and Konga 
(Nigeria). 

Because of the widespread adoption of mobile technologies in Africa, 
there is an optimism that AI technologies will be the next wave of tech-
nologies to receive wide acceptance. However, with the exception of a 
few nations (such as South Africa, Nigeria, Ethiopia, Kenya, and Ghana), 
widespread adoption of AI applications in Africa is not yet a reality 
(Gadzala 2018). The crucial factors needed for technology adoption are 
sadly lacking across most of Africa, and many countries in Africa are still 
lacking the necessary infrastructure, governance, data ecosystem, STEM 
education, and other factors necessary for AI.
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The purpose of this paper is to explore the challenges facing a 
widespread adoption of AI across African regions. Therefore, the research 
question is, “what are the challenges facing the design, development, 
deployment and application of AI in Africa?”. To achieve this aim, a 
desk research to review literature (including reports) on AI in Africa was 
conducted. AI technologies are increasingly and significantly currently 
being developed, deployed, and applied more widely in the developed 
countries of the world than in Africa. This is as a result of contextual 
factors that can be conceptualised as barriers that require attention so as 
to improve AI capacities. This chapter highlights these barriers/challenges 
and makes recommendations that can improve the development, deploy-
ment, and usage of AI technologies in Africa. 

This chapter starts with an overview of the meaning and nature 
of AI followed by the examination of the emerging challenges to AI 
in Africa. Section “Emerging Challenges to AI Adoption in Africa” 
discusses the implications of the challenges, while section “Addressing 
AI Adoption Challenges” suggests possible ways to address these issues. 
Section “Discussion” makes some practical suggestions and recom-
mendations for diverse stakeholders, and finally, section “Conclusions” 
concludes the chapter. 

Overview of Artificial Intelligence 

Artificial Intelligence (AI) is a branch of science that studies and develops 
intelligent machines (Luxton 2016). This field of science was established 
in the 1950s, and by that time, AI was described as a new science 
which would methodically examine the phenomenon of “intelligence”. 
Computer simulations of intelligent processes were to be used to achieve 
this goal (Brey and Søraker 2009). The authors further explained that in 
AI, intelligence is viewed as a broad mental skill that incorporates a variety 
of more specialised abilities, including reasoning, planning, problem-
solving, concepts understanding, use of language, and learning. To test 
computer intelligence, in 1950, Turing and Haugeland (1950) intro-
duced the Turing Test which is still invoked though with some criticism 
(Hayes and Ford 1995). 

AI refers to technology that can perform tasks that require a certain 
level of intelligence—that is, a machine or tool that has been trained 
to perform work like that of a human. AI is categorised into two 
basic types including weak and strong AI or narrow and general AI
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(Chang 2020). Weak AI portrays AI as a problem-solving tool, whereas 
strong AI entails the creation of a “real” mind (Flowers 2019). AI port-
folio involves Natural Language Processing (NLP), Robotics, Machine 
and Deep Learning, Cognitive Computing, and Reinforcement Learning 
(Chang 2020). The idea of AI as a science that examines the phenomena 
of intelligence has been somewhat overtaken in recent years by a percep-
tion of AI as an engineering discipline in which scholars focus on 
producing usable programmes and tools that operate in areas that ordi-
narily need intelligence (Brey and Søraker 2009). AI technologies are 
already in use all around us, in nearly every aspect of life. It can be used 
in a variety of corporate roles to help employees at work by reducing 
their workload and in areas such as commerce, education, agriculture, and 
finance. In addition, Artificial Intelligence is being used in transportation, 
automobiles, manufacturing, and weather forecasting. 

As a technology, AI is still in its infancy. Today’s AI systems have 
only a rudimentary understanding of human expression, tone, emotion, 
and the intricacies of human interaction (Smith and Shum 2018). Before 
computers can truly act like humans, there is still a long way to go. While 
AI research has a long history of enthusiasm followed by extended disap-
pointment, we are currently in the midst of an extraordinary period of 
technological innovation across multiple industries, which is fuelling the 
rise of AI. AI will have a big influence by enabling quicker and deeper 
advancement in practically every sector where (human) intellect plays a 
role. It may be used by businesses or organisations to engage customers, 
revolutionise product creation, optimise operations, and empower staff 
(Akerkar 2019). But, more crucially, AI can assist society in overcoming 
some of its most overwhelming challenges (Nishant et al. 2020). 

AI solutions are being successfully deployed at scale in some African 
countries and especially in Kenya, Nigeria, Ghana, Ethiopia, and South 
Africa (Gadzala 2018). Most solutions currently target the financial 
services, agriculture, and healthcare sectors (Okonkwo and Ade-Ibijola 
2021). South Africa leads the continent in AI adoption with a robust 
ecosystem that includes numerous technology hubs, research groups, and 
various. Many companies in South Africa are either integrating AI solu-
tions into their existing operations or developing new solutions using AI 
(Ferrein and Meyer 2012; Gwagwa et al. 2020).
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Emerging Challenges to AI Adoption in Africa 

AI is a game-changing innovation with the potential to improve all sectors 
of the African social system. However, the adoption and use of AI appli-
cations in African society raise some issues including skills acquisition, 
ethics, programming, data integration, user attitude, government policy, 
and insufficient infrastructure and network connectivity. These challenges 
emerged from the review of AI-related literature and are presented and 
discussed in the subsequent sections. 

Skills Acquisition 

This entails learning the theoretical and practical skills required for the 
development, implementation, and use of AI applications. Technological 
advancement necessitates the acquisition of technical skills. Business and 
IT leaders in Africa agree that to achieve the adoption and use of AI tech-
nologies, the stakeholders’ knowledge base must be changed or improved 
(Mzmkandaba 2019). One of the key essential competences in the era of 
the Fourth Industrial Revolution (4IR) is programming skills. Further-
more, Bianco (2021) reported that one of the major barriers to the 
adoption of this modern technology—AI—is skill. Any project requires 
the right expertise to succeed, and AI is no exception. Of all, AI skills are 
more difficult skills to master, and there is undoubtedly a demand–supply 
imbalance in the market. 

AI, as a new and growing innovation, will improve existing jobs 
while also creating new ones, necessitating the acquisition of new skills. 
According to a Gartner research circle survey, 56% of participants believe 
that learning new skills would be essential to execute both existing and 
newly developed jobs. (Bianco 2021). In the development and implemen-
tation of an AI system, there is a need to incorporate expert knowledge 
(Abu-Alsaad 2019). Despite the fact that IT professionals (software devel-
opers and engineers) design and develop AI applications, they are not the 
primary users of AI. In developing markets such as the African market, a 
scarcity of AI-ready workers is a major issue (Ajadi 2020). 

The development of AI involves machine learning and NLP processes 
which consist of complex algorithms; thus, programming skills are 
needed. The issue is “How can AI be programmed to perform accu-
rate operations?”. For example, in an interaction with a Chatbot, a user’s 
questions can come in various forms demanding the same answer. For
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example, “What is the time” and “Could you check the time”. The 
Chatbot system may correctly answer the first question but incorrectly 
answer the second. According to Grosz (Grosz 2018), computational 
linguistics and NLP systems also raise some of the most serious poten-
tial issues, such as dialogue system failure, the impact of social Chatbots 
on how people communicate with one another, and system performance 
issues. As a result, ICT efficacy and programming competences are among 
the required skills for effective adoption and use of AI applications 
(Komarova et al. 2019). 

Uncertainty 

Although the adoption and use of AI applications are becoming common, 
it is still difficult for some business leaders to quantify the benefits associ-
ated with the technology. There are some well-known benefits of AI, such 
as instant response, time saving, medical advances, and revenue genera-
tion; other benefits like automation of process, enhanced learning, and 
customer experience are still hard for users in Africa to comprehend 
(Mzmkandaba 2019, Okonkwo and Ade-Ibijola 2021). Because these 
technologies mimic human intelligence, that is doing human jobs in a 
different manner, the question is therefore: Is the adoption of AI appli-
cations beneficial or not? While some business leaders and stakeholders 
believe and trust in this technology, others are afraid that implementa-
tion of AI may disrupt their traditional ways of working (Coetzee 2018; 
Smith and Neupane 2018). As a developing continent, Africa, the knowl-
edge of AI is still at an early stage and the population is still not certain of 
the advantages. The fear of the unknown poses a great challenge to the 
adoption and use of AI in Africa. 

Lack of Structured Data Ecosystem 

AI initiatives rely on the quality and quantity of data contents to provide 
accurate information or responses to users in each situation. In many 
cases, an AI will fail if the data that is used to train the AI system 
does not reflect the demographic variables in the targeted population. A 
Chatbot system, for example, requires comprehensive information about 
its operations to provide correct responses to users; if the information 
requested by the user is not in the data bank, the system will fail. Data 
shortages in Africa are well known in the context of development, where
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high-quality data are essential indicators of growth in relation to the 
Sustainable Development Goals (SDGs) and a key input for the develop-
ment of modern technologies. The UN Economic Commission for Africa 
(UNECA) stated that African data ecosystems are at “nascent stages of the 
African data revolution and the private sector is increasingly becoming 
a critical and dynamic player within African data ecosystems” (UNECA 
2016). Machine learning methods are only as good as the data they 
are given. AI algorithms include prejudices found in data or even in 
the individual who created the process, spreading social disparities. This 
is especially important in Africa, where users are more likely to import 
machine learning algorithms built and trained abroad using data that 
may not recognise or be biased against substantial parts of the African 
population (Kathryn Hume 2017). To enable researchers, developers, and 
users to adopt AI solutions, a deeper, larger, and more accessible pool of 
data is needed. In developing markets, particularly in unstable or conflict-
affected areas, high-quality data is not always available or accessible (Ajadi 
2020). 

Lack of Relevant Government Policies 

As AI-powered technologies are beginning to sweep over business, gover-
nance, and educational activities, there is a need for a policy on AI 
implementation strategies in African countries as seen in the developed 
countries such as Australia, China, France, and the United States (Pedro 
et al. 2019). Although some African countries, such as Mauritius, Egypt, 
Zambia, Tunisia, and Botswana, have recognised the potential of AI to 
boost GDP and have developed national AI strategies, and South Africa, 
Nigeria, and Kenya have passed data protection laws, all are still in their 
infancy (Pedro et al. 2019; Effoduh 2020). The African Union (AU) 
proposed the Promulgation of AI laws and regulations, called structured 
regulation of AI to manage the benefits of the technology for Africans 
(Effoduh 2020). Most of the African population is a late majority and 
laggard adopter of innovation; they take a “wait-and-see” approach to 
technology adoption (Okonkwo et al. 2020, 2021). AU needs to speed 
up to establish a well-structured adoption and implementation of AI-
powered technology to boost its adoption among the African population. 
Overall, there is a general lack of relevant policies that can prioritise the 
design and implementation of AI as well as address the potential impacts 
on society.
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Ethics 

In terms of technology development, ethics refers to a set of principles 
based on public acceptance, religious beliefs, and cultural norms on the 
best behaviour that can be observed and followed during the develop-
ment and deployment of innovative and emerging technologies. In Africa, 
ethics form the basis of human activities which can promote African 
cultures and help to build confidence in the development and applications 
of technologies in Africa (Dugbazah et al. 2021). 

While AI has enormous potential, it also poses major difficulties for 
businesses and governments, notably in terms of ethics. The moral, 
economic, and social repercussions of the Second and Third Industrial 
Revolutions are still being debated in many African countries (Oosthuizen 
2020). AI has already been implicated in several examples of ethical issues. 
Studies have revealed some major areas of AI possible implications on the 
African social world including accountability, data bias, transparency, and 
socio-economic risks (Ruane et al. 2019). AI technologies are systems 
that mimic human intelligence. AI undermines established moral and 
legal paradigms that place human agency solely in the hands of humans 
(Tegmark 2018). Using biased data, AI has been noted to create socio-
economic inequality (Larsson et al. 2019). In addition, the design of 
AI systems involves some complex algorithms which in turn compromise 
trust and transparency. Data is used to train these algorithms. It has been 
claimed that there is a data scarcity in Africa (Microsoft 2018), and that 
the majority of acquired data does not correctly reflect the African experi-
ence, implying that many algorithms may not be appropriately adapted 
to the features of local populations (Mahomed 2018). To provide an 
acceptable basis for AI adoption in Africa, stakeholders must have open 
discussions on the ethical implications of AI and take necessary steps. 

User Attitudes 

Another challenge facing the adoption of AI systems in Africa is the users’ 
attitude. An adopter’s attitude towards the adoption and rejection of an 
invention can be favourable, negative, and apprehensive (Okonkwo et al. 
2019). According to (Wang et al. 2008), attitudes are a primary predictive 
factor impacting the adoption of a new product; hence, a better knowl-
edge of attitudes in a well-defined manner is required. Africans are very 
sceptical in adopting and using new technology due to culture and social
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influences. In a study on the adoption of AI in higher education, Chat-
terjee and Bhattacharjee (2020) revealed that individuals’ behavioural 
intentions to use AI in higher education are influenced by their atti-
tudes. Likewise, another research on the adoption of software engineering 
products proved that user attitude influences the adoption of software 
tools (Okonkwo et al. 2019). This leads to the conclusion that higher 
education authorities would find it useful and beneficial to mould stake-
holders’ attitudes to shape their intentions and behaviour (Chatterjee and 
Bhattacharjee 2020). As a result, if students have negative perceptions 
of Chatbot technology applications in education, they will be hesitant 
to adopt and use the technology. Positive perception of an innovation 
accelerates adoption. 

Insufficient Infrastructure and Network Connectivity 

Inadequate infrastructure and a dearth of network affordability are some 
of the major hurdles of AI adoption in Africa. The growth of infrastruc-
tural development as well as mobile technology network connectivity in 
Africa is slow (Marino Garcia and Kelly 2015). A good percentage of 
Africa’s population are unconnected and not having access to the internet. 
Adoption of AI requires adequate availability of wireless network connec-
tivity. In addition, African countries have the world’s most expensive 
broadband. The Alliance for Affordable Internet (A4AI) reported that 
African countries inhabited nine of the ten least affordable spots in terms 
of internet access, with expenditures ranging from 12 to 44% of GDP 
(Marino Garcia and Kelly 2020). 

Addressing AI Adoption Challenges 

Adoption and use of any innovation including AI require the necessary 
competence. First and foremost, AI skill is much more difficult to perfect, 
and there is a greater demand for AI expertise. It is important to create a 
conducive environment in business, health, education, and public ecosys-
tems and encourage the employees to have interests on the use of AI to 
perform their operations. This will make them learn the skills. There is a 
need to improve the educational curriculum to integrate the teaching of 
AI skills from the secondary level. Improving people’s learning abilities 
in mathematics and computer programming will help them acquire the 
necessary AI skills. Because the use of AI systems is permeating all aspects
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of life, the knowledge of AI is for all. Adding introductory programming 
and computer basics subjects to all fields of study may also aid in the 
acquisition of AI skills. 

All stakeholders (citizens, policymakers, and technical experts) should 
be involved early in the architectural design process so that societal expec-
tations, fears and concerns are taken into account and no patchwork is 
necessary later as an afterthought. This will improve users’ knowledge 
of the system, which will reduce uncertainty or fear of the unknown. 
A responsible data management framework that takes into account data 
diversity is recommended for AI developers. The framework will make 
it easier to collect comprehensive data for system development and will 
improve the accuracy of AI system operations. 

Ethical challenges are big concerns regarding adoption of AI systems 
in Africa. Many initiatives, including educational institutions, govern-
ment agencies, non-governmental groups, and industry, have attempted 
to address the ethical and legal challenges that have arisen because of AI 
technology, but the impact of these efforts is still insignificant in Africa 
(Borenstein and Howard 2021). The selection, design, deployment, and 
usage of AI technology have ethical implications. We therefore agree 
with the recommendations made by Borenstein and Howard, (2021) 
that it is critical for developers to recognise that the technology they 
are creating is entwined with ethical dimensions, and that they have a 
critical role and obligation to engage with ethical considerations as devel-
opers. Making developers aware of their professional responsibilities and 
moral implications while developing will aid in reducing ethical issues. 
Also, government and other professional bodies should strengthen their 
ethics policies to guide the development process of AI. 

Creating a conducive environment encourages innovative minds. 
African nations are still struggling on infrastructural development. Most 
government policies concentrate on urban development while rural areas 
suffer. Government should ensure that they extend their developments to 
rural locations, bringing stable and adequate network coverage across all 
areas. For example, most of the farming industries that need AI to boost 
their operations and increase productivity are in rural areas. In addition, 
the African Union and each respective African nation should establish AI 
strategies and policies that will be a foundation for the development and 
implementation of AI technologies.
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Finally, Africa has developing economies that require technological 
advancements to accelerate growth. As a result, it is critical that the conti-
nent encourages the use of AI in a variety of ways to perform various 
tasks. Establishing various agencies that can assist in dealing with citizens’ 
doubts and fears should be encouraged as part of an awareness campaign. 
These agencies should improve Africa’s appreciation and adoption of AI 
and establish efficient ways of addressing societal impacts. Technology 
start-ups or tech hubs should be established to train the next generation 
of AI experts, and local technological innovations should be supported by 
the government and private sector. 

Discussion 

The adoption of AI technologies in Africa is facing some challenges 
including lack of technical skills, uncertainty, lack of structured data, lack 
of government policies, ethics, and user attitude. AI has the potential 
to improve productivity at a firm while also keeping competitive and 
gaining a deeper knowledge of their consumers. However, there are not 
enough individuals with the necessary expertise and abilities to operate 
these applications. A strong skill set is required to create an AI tech-
nology with good content, system, and service qualities, and adequate 
knowledge of how to use the product is required to use the technology 
effectively. These skills extend beyond basic technological knowledge and 
may address other difficulties such as a lack of adequate managerial knowl-
edge or even development of business ideas. In terms of maintenance, AI 
tools require routine maintenance and upgrade, and this calls for expert 
knowledge of programming. In other words, a company that wants to 
employ the services of AI technologies needs an in-house engineer or 
trusted vendor for maintenance and services. As a result, business leaders, 
other stakeholders, and members of the public who may be engaged in 
the implementation and usage of any sort of AI must acquire the core 
skills required to adapt, learn, govern, and utilise the technology in their 
respective fields of work. This implies that all the stakeholders including 
the government should develop a means to incorporate the required skills 
into the people starting from the young age of primary education to 
professional level. Lack of technical skills hinders the adoption and use 
of technologies (Mtega et al. 2012). 

The application of AI technologies raises some ethical concerns, partic-
ularly in the areas of role, privacy, transparency, trust, personality, and
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culture. There are numerous ethical questions surrounding the adoption 
of AI: Are AIs job killers? How is data stored and utilised? Is AI smarter 
than humans? and so forth. These questions instil fear and scepticism in 
the adoption of AI technologies. For example, in the healthcare system, 
AI is being used to collect various forms of personal information from 
patients. Gathering user data generates several privacy concerns; some 
may have legal backing and are protected by data protection laws (Ruane 
et al. 2019). When incorporating AI into any aspect of life, it is critical 
to consider user privacy. As an intelligence machine that is not human, 
it is best to inform users of its AI status so that they can make informed 
decisions about how to interact with the system. The human–machine 
relationship differs from the human-to-human relationship. Knowing the 
nature of an AI system will increase the user’s understanding and trust. 
To accommodate different users, user groups, interests, characteristics, 
and context should be considered during the design and development 
of AI tools. Culture plays an important role in ethics. It is concerned 
with the social behaviour of people in a specific area. African nations are 
multilingual and have diverse cultural backgrounds, which can have an 
impact on the adoption of technological innovation. Culture, according 
to research conducted in Nigeria and South Africa, is a determining factor 
in technological innovation (Bankole et al. 2011; Lekhanya 2013). 

Individual beliefs and feelings should be considered when designing 
AI systems. The user’s perceptions of a new technology influence its 
adoption. A positive perception encourages users to adopt and use AI 
systems, whereas a negative perception leads to rejection of the inno-
vation. If users do not have sufficient information about an innovation, 
they will be sceptical of its usefulness, leading to uncertainty—fear of the 
unknown. Because most Africans are laggards and late majority adopters, 
they are uncertain of new technological innovations, and they employ a 
wait-and-see approach to adopting new innovations. The greater the level 
of uncertainty, the lower the adoption of AI in Africa. Developers and 
other stakeholders should always strive to make AI systems user-friendly 
to reduce the uncertainty associated with new technology. Governments 
should step up infrastructural development and expansion of network 
connectivity especially to rural locations in Africa. Furthermore, African 
governments and stakeholders, including the African mobile ecosystem, 
must establish well-structured guidelines and policies to ensure proper AI 
systems development, implementation, and adoption in Africa.
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AI technologies are rapidly evolving and being used for a wide range 
of purposes, including education, business, politics, and social activities. 
In Africa, there is still a need for sustainable development, and the use 
of AI technologies may help to achieve this. Using AI technologies as 
supporting tools will be impossible if they are not properly adopted, and 
for AI to gain widespread adoption, these challenges must be addressed. 

Conclusions 

This chapter has highlighted some of the emerging challenges facing the 
effective design, development, adoption, and use of AI technologies in 
Africa. AI technologies have enormous potential to aid the growth of 
African economies and human flourishing. AI technology has the poten-
tial to alter business operations and performance, enhance productivity, 
and improve health care, education, and transportation in Africa. Without 
addressing these challenges or barriers, Africa will continue to lag behind 
countries in the global world. Stakeholders in Africa, especially policy-
makers, need to establish robust governance structures and infrastructures 
to improve not only the design and development of AI but the adoption 
and use of AI technologies. In addition to policymakers, industry stake-
holders also have a duty to focus on capacity development to ensure that 
adequate AI skills are acquired for the responsible use of AI to address 
African-specific needs and problems. It is therefore hoped that a proper 
understanding and appreciation of these challenges and recommendations 
will be had to ensure accelerated design, development, and adoption of 
AI, which will have a big influence on Africa’s economy. 
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The Use of Gendered Chatbots in Nigeria: 
Critical Perspectives 

Favour Borokini, Kutoma Wakunuma, and Simisola Akintoye 

Introduction 

Chatbots are “artificial intelligence (AI) software that can simulate 
a conversation (or a chat) with a user in natural language through 
messaging applications, websites, mobile apps or through the tele-
phone”.1 In Africa, there has been a significant increase in the devel-
opment and use of chatbots and their adoption is becoming widespread 
amongst data and service providers who use their capabilities to meet 
customer demands and needs amid an expanding customer base. The situ-
ation reflects how more businesses are turning towards AI to power their

1 https://www.expert.ai/blog/chatbot/. 
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products and services in Africa, a growth not unrelated to the explosion 
of data and data collection and processing capabilities on the continent. 

The use of chatbots is not limited to specific institutions as their use 
has been noted in banking and other financial institutions as well as in 
insurance, transportation and health care. However, although chatbots 
have garnered glowing reviews from various angles for the benefits they 
bring towards improving productivity and profit-making, the frequent 
anthropomorphisation of them as female, merits close scrutiny because 
of the impact on perceptions of women, as well as existing socio-
cultural expectations, stereotypes and demands regarding how women 
are expected to act in society. In a UNESCO report titled “I’d blush 
if I Could”(UNESCO, 2019), UNESCO detailed the potential nega-
tive impacts of chatbots or voice-based conversational agents on societal 
perceptions of gender. According to the report, the proliferation of 
female-gendered conversational agents was primarily driven by customer 
preference and a non-critical examination of the product development 
decisions by product teams, which could entrench and perpetuate biases 
about women today. 

Based on these reflections, this chapter will look at the deployment and 
integration of gendered chatbots in Nigerian institutions and the potential 
impact of this deployment on Nigerian women. Drawing from statistics 
about the industries and positions typically occupied and dominated by 
women, as well as the presence of women in the finance and technology 
development space, our contribution will evaluate the origins of the pref-
erence for these bots and proffer recommendations on ways to curb the 
negative effects of their deployment. 

As chatbots are increasingly being used in the financial sector this 
chapter will focus on the use of chatbots in Nigerian commercial banks 
followed by a review of their use in other sectors. In 2018, Nigeria’s 
United Bank for Africa (UBA) launched the very first chatbot by a 
commercial bank in the country (Eleanya, 2018). This move was precip-
itated by the growing need to improve financial inclusion and improve 
customer experience by simplifying financial transactions (Nelson, 2019). 

Since then, chatbots have been used to provide a variety of services 
by banks in Nigeria, ranging from airtime top-up, account enquiry and 
customer complaints. In late 2021, almost 50% of the 22 commercial 
banks listed on the Central Bank of Nigeria’s website (CBN Nigeria, 
2021) had deployed chatbots in some shape or form. Although the ratio-
nale justifying their deployment by banks does not say anything about the
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gender selection process, it is clear that the logic behind their deployment 
has largely revolved around the need to promote customer satisfaction, 
convenience and safety (Adesanya, 2020; Zenith Bank, n.d.) on the part 
of the banks, in line with global trends. 

The following section will cover the methodological approach used to 
collect the data for this study. 

Methodology 

Using secondary data collection methods, this study analysed chatbots 
deployed in commercial banks and other institutions in Nigeria. This 
is based on information available on websites such as those of the 
Central Bank of Nigeria (CBN), and national newspapers. This research 
is therefore based on the findings of the analysis conducted. 

This study focuses primarily on the 22 commercial banks on the CBN 
website. The Supervisory Framework of the Central Bank of Nigeria 
is structured into two departments: “Banking Supervision” and “Other 
Financial Institutions”.2 Commercial banks, alternatively described as 
deposit money banks, as well as discount houses, are under the juris-
diction of the former, while financial institutions such as Microfinance 
Banks, Bureaux-de-Change, Development Finance Institutions, Primary 
Mortgage Institutions and Finance Companies, which are described as 
“other”, are the purview of the latter. 

Information regarding the presence and availability as well as the 
features and descriptions of chatbots on the websites of the 22 commercial 
banks was collected. For the purposes of the research, chatbots avail-
able on the websites of the banks, in addition to those deployed on 
social media platforms such as Facebook, WhatsApp, Instagram and Tele-
gram were considered. It was possible to access chatbots hosted on the 
latter three through links provided on the social media of the banks, and 
through phone numbers registered to the chatbots. 

The availability or existence of the bots was predicated on live links on 
the websites of each of the banks, social media posts alluding to them, 
and news reports. In cases where there were social media posts and news 
reports alluding to their existence, but no live links were found, for the 
purposes of this study, such banks were described as not having chatbots.

2 https://www.cbn.gov.ng/Supervision/framework2.asp. 

https://www.cbn.gov.ng/Supervision/framework2.asp
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The analysis was based on three identifiable chatbot cues: name, 
avatar and a last category, tagged “other descriptor” for cues that did 
not fit the first two categories, to categorise and classify their gender 
presentation into three categories: male/masculine, female/feminine and 
gender-neutral. For the purpose of this study, gender-neutral means that 
“something is not associated with either women or men”3 as the Euro-
pean Institute for Gender Equality opined. In this study, the term is used 
to refer to features that could be borne by both men and women as well 
as those which are neither stereotypically male nor female. 

In addition to searches conducted on the websites of these banks, 
the research also sourced information about the chatbots from blog 
posts, news reports and journal publications, leveraging the information 
available on these platforms. 

Findings---The Use of Chatbots in Nigerian Banks 

The research found that 10 of Nigeria’s 22 commercial banks have 
either currently or in the past integrated chatbots into their product and 
service delivery. Based on their gender presentation, these chatbots are 
categorised based on either of these three features (Table 1).

Of these ten, based on the name given to the bot, the assigned gender 
based on pronouns or descriptions on the banks’ social media or official 
website and the graphic depiction of the avatars, 7 chatbots are gendered 
female. These are bots belonging to Zenith Bank, United Bank for Africa, 
Sterling Bank, First City Monument Bank, Fidelity Bank, Ecobank and 
Access Bank. On the other hand, Heritage Bank’s chatbot, which was 
integrated into its Octopus app was not gendered in any way and merely 
appeared as a feature of the mobile app while Keystone Bank’s Oxygen 
was presented with a robot arm or a stylised “O2”. Leo, United Bank for 
Africa’s chatbot, was the only male-gendered chatbot on the list. 

The breakdown of the chatbots in Table 2, which shows the names, 
assigned gender and avatar of the bots in the 10 banks, reveals that the 
majority of them are female-gendered and designed with a preference for 
female characteristics revealed in stereotypically female names or avatars 
or both, except for three banks. These banks are Keystone Bank, which 
has a robot as its avatar and a neutral name, Heritage Bank, which has a

3 https://eige.europa.eu/thesaurus/terms/1190. 

https://eige.europa.eu/thesaurus/terms/1190
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Table 1 Table illustrating the three cues used in determining the gender of 
chatbots 

S/N Chatbot Feature Explanation 

1 Names The names given to these chatbots are often either 
stereotypically masculine or feminine, with outliers having 
gender-neutral names. Through these names, it is often 
possible to determine if the bots are designed to project a 
male or female gender(ed appearance). Where the bots are 
not assigned extrinsically male or female names, they are 
either assigned neutral names, i.e. names which may be 
borne by either male or female persons, or acronyms or the 
name of an animal species 

2 Avatars In addition to names, bots may also be classified as male or 
female based on the avatars which represent their identity. 
Avatars may refer to graphic depictions of these bots, 
showing physical features such as hairstyle, or clothing 
typically associated with a certain gender. For instance, 
UBA’s Leo, the only male-gendered chatbot on the list from 
a total of 10, has an avatar often dressed in a T-shirt and 
jeans with a low cut. Leo’s avatar is also portrayed with a 
sharp, chiselled jaw. Some other portrayals have Leo wearing 
a suit and dressed as a Yoruba man wearing the traditional 
Yoruba fila 
Ambiguity in gender presentation, where the avatars are 
gendered neither male nor female, is achieved due to an 
absence of he/she pronouns, due to the avatar being an 
animal specie or being an object such as a robot 

3 Other descriptor Asides from names, certain descriptors such as pronouns, 
adjectives or certain patterns of behaviour often attributed to 
or expected of a particular gender may also be used to 
identify what gender the bot has been assigned

neutral name for its bot and no avatar and United Bank for Africa, whose 
chatbot has a male-gendered avatar and name.

Analysis of the Table 2 reveals the following about the chatbot names:

a. Only one of the names, Leo, is a stereotypical male name. It 
accounts for 10% of the chatbot names. 

b. Only 30% of the chatbot names are stereotypically female names. 
These are Kiki, Ivy and Tamada (a portmanteau of two feminine 
names), Tamara (a Hebrew word for date) and Ada (an Igbo name 
given to the first female child of a family).
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c. 60% of the chatbot names are gender-neutral. These names are 
Sami (which could be short for Samantha, a female name or a 
Samuel, a common male name), Temi (a Yoruba word meaning “my 
own” which precedes many gender-neutral Yoruba names such as 
Temiloluwa and Temitope), ZIVA (an acronym for Zenith Intel-
ligent Virtual Assistant) and Rafiki (a Swahili word for friend). 
Heritage Bank’s chatbot had no name and was simply a feature 
provided on their Octobus bank app and Oxygen, Keystone Bank’s 
chatbot is a colourless, odourless gas. 

For the avatars: 

a. 10% of the avatars had a male avatar who sported a low cut and wore 
a T-shirt and jeans, both commonly worn by Nigerian men. 

b. 20% of the avatars presented as gender-neutral. These were Oxygen, 
which was often depicted with a stylised “O2” or a robot or robot 
arm and Heritage Bank’s chatbot which had no avatar. 

c. 70% of the avatars are presented wearing common Nigerian female 
makeup, hairstyles and clothes. These are ZIVA, Kiki, Ivy, Sami, 
Temi, Rafiki and Tamada. 

Other descriptors 

Other descriptors used to verify the assigned gender granted to the chat-
bots where gender-neutral names but feminine avatars were present include 
pronouns such as “she”. 

It is clear that based on the names, it is difficult to ascertain the 
assigned gender presentation of some of the chatbots such as Sami and 
ZIVA. However, from the gender presentation of their avatars and the 
pronouns used in their description, it is clear that they are unambiguously 
gendered females. From our analysis, therefore, 70% of the identified 
chatbots are gendered female. 

Discussion on Gendered Chatbots 

The criticism and support of the female-gendered chatbots and other 
conversational agents have been the subject of various conversations in AI 
ethics. Support for chatbots has been predicated on their efficiency with
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the conversational agents being forecast to save businesses as much as 
$7.3 billion by 2023 (Vogeler, 2019). The female-gendering of chatbots 
has also been pursued to promote the wider acceptance of bots. According 
to Borau et al. (2021), in specific domains such as health care, and with 
self-driving cars, where consumers are loath to trust recommendations 
and replies proffered by chatbots and other AI systems, the female-
gendering of AI systems plays on human perceptions and stereotypes of 
warmth and friendliness associated with women. This is interesting to 
note, particularly as the world’s first chatbot was named Eliza.4 ,5 

However, there are important considerations stemming from the devel-
opment, use and impact of female-gendered chatbots. The attribution 
of the female gender to chatbots appears to be a predominant one as 
research analysing the design of 1,375 chatbots showed (Feine et al., 
2019). The trend was especially visible in such sectors as customer service, 
sales and brand representation which are usually customer-facing roles. 
Women operating in these fields, or who work in fields requiring them to 
operate in the public eye, often face intense scrutiny while contending 
with stereotypes about their personality and appearance. For instance, 
when asked to describe two female presenters, one of whom spoke in 
a more stereotypically female voice than the other, respondents classified 
the former as less intelligent and trustworthy but more empathetic and 
warm than the latter (Voelker, 1994). Long-held social stereotypes and 
assumptions regarding women such as these may inform the creation and 
build of female-gendered conversational agents, which in turn may inform 
and influence social norms regarding women’s capacity and nature. The 
descriptions used by banks and blog writers to describe their roles and 
personalities are also telling of certain societal biases about the roles 
persons in the service industry, where women are well represented (PWC, 
2020), are expected to play. In addition, they are revealing of societal 
stereotypes about the expected behaviour of women which is assumed 
to be solicitous, polite, always available and good communicators, hence 
their customer-facing roles. For instance, in a bid to encourage its use, 
Sterling Bank’s Kiki is said to be one to never “air”—a slang that means

4 https://medium.com/the-official-integrate-ai-blog/so-should-chatbots-be-female-fb3 
f2854ad37. 

5 http://psych.fullerton.edu/mbirnbaum/psych101/Eliza.htm. 

https://medium.com/the-official-integrate-ai-blog/so-should-chatbots-be-female-fb3f2854ad37
https://medium.com/the-official-integrate-ai-blog/so-should-chatbots-be-female-fb3f2854ad37
http://psych.fullerton.edu/mbirnbaum/psych101/Eliza.htm
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to ignore—messages6 (Sterling Bank Plc, 2020). This suggests an existing 
belief that female-gendered chatbots are just as good as—or better than 
women—at communicating, a field considered well-suited to women. 
This belief underpins hiring and training practices which have seen women 
relegated and restricted to soft and feminine roles and their exclusion 
from those considered hard and serious such as programming or engi-
neering, considered better-suited to men. In essence, such a gendered 
categorisation of women essentialises women’s position as good commu-
nicators, or even more concerning, sexualises women in so far as female 
chatbots may be used to attract more customers or grow an institution’s 
profit through their soft, feminine voices and looks. Thus ignoring serious 
political questions of AI for social good, ethically and responsibly and as 
a technology that can play a role in empowering women. 

A 2021 report from the International Finance Corporation (IFC)7 

(International Finance Corporation, 2021) which assessed the workplace 
gender equality policies of the 30 most capitalised companies listed on 
the Nigerian exchange revealed that although Nigerian women made 
up one-third of the workforce, this number lagged behind the global 
average by 5%. In addition, according to the report, women’s represen-
tation at the highest leadership levels ranged from 20% to 27%, in line 
with global trends which range from 17% to 25%. At the managerial 
level, in the Central Bank of Nigeria and amongst the five biggest Nige-
rian banks, namely: First Bank, United Bank for Africa, Guaranty Trust 
Bank, Access Bank, and Zenith Bank, which are collectively known as 
FUGAZ, 80% of the appointed Executive Directors are male (Ushedo, 
2021). However, while it is difficult to establish the precise number of 
women in the banking sector due to the absence of gender-disaggregated 
data collected by the Nigerian Bureau of Statistics,8 Nigerian women 
are well represented in the service industry, which the financial sector is 
a part of, although they are, in contrast, underrepresented in manage-
ment positions in the same sector. On the other hand, there is also 
a corresponding dearth in the number of women working in ICT. 
According to UNESCO’s report, which details the general preference

6 https://www.facebook.com/search/posts?q=sterling%20bank%20kiki&_rdc=1&_rdr. 
7 https://www.ifc.org/wps/wcm/connect/8911c51f-1b19-4395-8de3-bb142d589 

118/Gender+Equality+in+Nigeria%E2%80%99s+Private+Sector+Report.pdf?MOD=AJP 
ERES&CVID=nM7Dn7a. 

8 https://nigerianstat.gov.ng/elibrary/read/1241018. 

https://www.facebook.com/search/posts?q=sterling%20bank%20kiki&amp;_rdc=1&amp;_rdr
https://www.ifc.org/wps/wcm/connect/8911c51f-1b19-4395-8de3-bb142d589118/Gender+Equality+in+Nigeria%E2%80%99s+Private+Sector+Report.pdf?MOD=AJPERES&amp;CVID=nM7Dn7a
https://www.ifc.org/wps/wcm/connect/8911c51f-1b19-4395-8de3-bb142d589118/Gender+Equality+in+Nigeria%E2%80%99s+Private+Sector+Report.pdf?MOD=AJPERES&amp;CVID=nM7Dn7a
https://www.ifc.org/wps/wcm/connect/8911c51f-1b19-4395-8de3-bb142d589118/Gender+Equality+in+Nigeria%E2%80%99s+Private+Sector+Report.pdf?MOD=AJPERES&amp;CVID=nM7Dn7a
https://nigerianstat.gov.ng/elibrary/read/1241018
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for female-gendered chatbots and other conversational agents, “a related 
or concurrent explanation for the predominance of female voice assis-
tants may lie in the fact that they are designed by workforces that are 
overwhelmingly male” (UNESCO, 2019). Another report from the IFC 
report9 also revealed that just 18% of the total developer population 
in Nigeria were women. The homogenous male nature of technology 
talent and the overrepresentation of women in the service industry, when 
considered with the prevalence of social stereotypes about the role of 
women, therefore reveal a direct relationship with the ubiquity of female-
gendered chatbots in financial institutions in Nigeria. The reinforcement 
of gender difference in technology is further seen through Green’s (2002) 
work when she states that because more women work in net-based profes-
sional settings, men are creating niche areas of internet-focused activity 
such as security. Green (2002, p. 188) indicates that such areas are “the 
‘masculinised’ technocultural domain: which command high fees”. As a  
result, women are more likely to work in less high-profile areas. This 
kind of occupational segregation can be observed in work carried out 
by (Kotamraju, 2003) in the US, where she discovered that even though 
web design employs both men and women, they work in different areas, 
noting the division between graphic designers who did design and layouts 
and programmers who develop software. The graphic designers who were 
mostly women were lowly paid while the software development team was 
on higher rates. This was despite both groups being considered as web 
designers and dependent on each other to achieve shared company goals. 
Hafkin (2006) confirms this finding when she reveals that there are far 
fewer women who are systems analysts and programmers and even fewer 
women working as software and hardware engineers. 

While the link between the performance of chatbots and corresponding 
assigned genders remains unclear, there is some evidence that developers 
often imbue conversational agents with specific ideas and feelings flowing 
from their personal perceptions of how their creations should work. In the 
case of Cortana, the Microsoft UX Lead, Jonathan Foster, had this to say: 
“we continue to endow her with make-believe feelings, opinions, chal-
lenges, likes and dislikes, even sensitivities and hopes. Smoke and mirrors, 
sure, but we dig in knowing that this imaginary world is invoked by real 
people who want detail and specificity” (Foster, 2019). But who are the

9 https://www.ifc.org/wps/wcm/connect/e358c23f-afe3-49c5-a509-034257688580/ 
e-Conomy-Africa-2020.pdf?MOD=AJPERES&CVID=nmuGYF2. 

https://www.ifc.org/wps/wcm/connect/e358c23f-afe3-49c5-a509-034257688580/e-Conomy-Africa-2020.pdf?MOD=AJPERES&amp;CVID=nmuGYF2
https://www.ifc.org/wps/wcm/connect/e358c23f-afe3-49c5-a509-034257688580/e-Conomy-Africa-2020.pdf?MOD=AJPERES&amp;CVID=nmuGYF2
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real people who want detail and specificity? More likely than not, it is 
the creators and developers as Foster (2019) pointed out. Therefore as 
the UNESCO (2019) report indicates, designers and developers are over-
whelmingly male who embed their own values and sense of what a female 
chatbot should sound or look like. As such, there is a serious argument 
to be made for a more serious examination of AI beyond what may be 
perceived as its neutrality by developers and designers by looking more 
closely at its negative impact on women. 

The gendering of chatbots can have the unintended impact of 
entrenching and reflecting unfounded biases about the capabilities and 
abilities of both genders. Such a situation could occur when male-
gendered bots handle requests more efficiently than female-gendered 
ones. This has been noted from the perception of the United Bank 
of Africa’s Leo which is Nigeria’s only male-gendered banking chatbot 
which has been severally tagged the smartest banking chatbot in Nigeria 
(Moses-Ashike, 2021; Nweze, 2021). This could also be the case where 
male-gendered chatbots are deployed for use in typically male-dominated 
settings. Complications posed by the former can be likened to and result 
in what feminist researchers have tagged the glass elevator, a term coined 
to describe “the advantages that men receive in the so-called women’s 
professions (nursing, teaching, librarianship, and social work), including 
the assumption that they are better suited than women for leadership posi-
tions” (Williams, 2013). The implications of this rather niche variety of 
technology-facilitated gender-based injustice against women could mean 
female representation in digital spaces is worth considering. 

Similarly, the deployment of male-gendered bots to perform roles 
typically carried out by men also embeds conventions about the types 
of persons most suited to perform these roles. This is the case with 
Translators without Borders’ Shehu, a chatbot designed to facilitate 
understanding and answer questions about COVID-19 in North-Eastern 
Nigerian. Shehu is a multilingual bot that speaks English, Hausa and 
Kanuri, commonly-spoken languages in the region (TWB Communica-
tions, 2021b). According to the Translators without Borders website, 
the word “Shehu” “is an official title for a scholar, and refers to 
someone learned and knowledgeable”. However, while by definition, 
Shehu appears to be gender-neutral and is described using the gender-
neutral pronoun “it” (TWB Communications, 2021a), it is both a title 
and a name typically borne by male scholars and male children. Further-
more, Shehu is also visually depicted as male. Shehu is depicted as wearing
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a traditional cap, typically worn by men as as part of native attire. The 
combination of these features is arguably sufficient to determine that in 
spite of the gender-neutral definition of the name and the use of gender-
neutral pronouns, Shehu is in fact designed to be male. It projects the 
appearance of a strong, intelligent and authoritative male figure which 
aligns with existing socio-cultural perception of Islamic scholars who are 
male and rarely female. 

Gendered chatbots in communities in Africa is also worth consid-
ering as their use could introduce and, in some cases, further complicate 
gender relations in a way and manner akin to the impact of colonialism 
on indigenous women’s rights which were eroded in colonial and post-
colonial societies. Women’s rights scholars have noted that in an attempt 
to undermine existing social hierarchies and structures, the activities of 
women’s groups were suppressed, resulting in the removal of institutions 
such as women’s support groups and chieftaincy titles (Alapo, 2014). It 
has also been noted that even Western education, typically appreciated for 
its role in the emancipation of women from traditional oppression, did 
not always have this result, as colonial education emphasised the prepa-
ration and training women for domestic roles rather than leadership 
within society (Okome, 2002). Already, several studies have highlighted 
the many ways technology today is a tool of neocolonialism reminis-
cent of colonial extractivist activities (Iyer, 2018). AI-powered chatbots 
could therefore introduce and impose new forms of gendered expecta-
tions upon women. Many chatbots today already are marketed on the 
premise of an ever-ready, ever-available, polite assistant. For instance, First 
City Monument Bank’s Temi is given the following description: “Hi! I’m 
Temi, your personal person. I’ll always have time for you any time of the 
day. Ready to discuss your plans be it health, travel or even future goals. 
The good news is, I get things done and I’ll never reply to you with a 
‘k’”.10 

Customer expectations regarding chatbots also highlight the need for 
a chatbot that is more responsive and always present, an expectation 
said to be defeated by having to deal with customer service represen-
tatives on their websites (Abdulquadri et al., 2021). Researchers have also 
noted the use of online platforms to spread novel and existing, i.e. merely 
technologically-assisted variants of technology-facilitated violence as the

10 https://twitter.com/myfcmb/status/1070234891353231360. 

https://twitter.com/myfcmb/status/1070234891353231360
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divide between online and offline spaces decreases (Henry and Powell, 
2015). 

Recommendations 

At the moment, there is a huge increase in the use of AI-enabled chat-
bots; it is crucial to question the need for chatbots at the moment in 
a country where the unemployment rate has risen to 33.30% in the 
fourth quarter of 2020 from 27.10% in the second quarter of 2020. 
Exemplified by the Silicon Valley-esque “move fast and break things” 
approach to innovation, which has defined the uncritical development and 
deployment of AI systems and technology generally, today, techno chau-
vinism has been implicated severally in the decision of Nigerian banks and 
other institutions to integrate chatbots into service delivery as opposed to 
simply hiring more staff. In her book, Broussard (2018) defines techno 
chauvinism to mean the belief that technology is always the solution. 
In Nigeria, customer services at financial services are notoriously poor 
and often the subject of numerous social media complaints (Benson, 
2018). This dismal state of affairs may be explained by hiring practices 
in the industry. According to the National Bureau of Statistics,11 approx-
imately 42% of bank employees were contract staffers in 2020, and only 
95,026 persons were employed in total throughout the industry, down 
from 103,610 from the previous year.12 Judging from this, perhaps a 
more worthwhile response to the challenges of a growing customer base 
might be to channel resources towards the employment and training of 
more staff rather than the costly pursuit and development of chatbots to 
improve service delivery. 

Corporations that have deployed gendered chatbots and other conver-
sational agents have often justified this move citing the need to innovate 
in line with customer preferences and expectations for (personality traits 
such as humaneness and warmth typically associated with) female bots 
(Guo et al., 2020). A suitable response to this may be derived from 
similar arguments in Science and Technology Studies (STS) research 
where rich criticism of racialisation and whiteness in Artificial Intelligence 
development as well as the demeaning depictions of people of colour in

11 https://nigerianstat.gov.ng/elibrary/read/1241018. 
12 https://nigerianstat.gov.ng/download/1081. 

https://nigerianstat.gov.ng/elibrary/read/1241018
https://nigerianstat.gov.ng/download/1081
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science fiction exists (Sparrow, 2020). There, some Science and Tech-
nology Studies scholars have suggested that one way to address such 
troubling depictions of people of colour is by deracialising the depic-
tion of robots such that future robots or their avatars are designed to 
have blue or green skin. These suggestions have been countered by 
research showing that the presence of racial and ethnic minorities in 
media is important for representation in some cases. In their commen-
tary, Cave and Dihal (2021) mention that racialised bots might help build 
trust and increase interactions, particularly for and between marginalised 
groups. Applying this to gendered chatbots, it might be an argument 
worth considering that gendered chatbots are useful for representation 
and in imbuing a sense of care in the attitudes of engineers and devel-
opers towards the final product. However, there are serious concerns 
worth noting about the underlying profit-making motivations of these 
corporations who are compelled to make a profit by centring customer 
needs and playing to societal stereotypes and expectations at the expense 
of the dehumanisation of women. Moving forward, product development 
teams need to reflect on the potential cultural harm gendered bots may 
pose societally. It is crucial for product teams to adequately consider if 
bots must be gendered during the development and iteration process. 
To achieve this, there is the need to develop guidelines for gender-equal 
design of chatbots that will help engineers in the diminishing possible 
gender stereotypes that could become embedded in the process. 

Another option worth considering, as argued by Cave and Dihal 
(2021), is the use of AI to subvert stereotypes. Subverting stereotypes 
could be achieved by creating female bots or avatars for positions and 
roles in which women and even men are traditionally underrepresented. 
A great example of a male bot performing extremely well in a female-
dominated field is United Bank for Africa’s Leo. It is possible to change or 
subvert the narrative about female capacity by depicting female-gendered 
bots breaking stereotypes regarding their capabilities without further 
entrenching gender biases. 

For women to be active participants in AI as well as to have a sense of  
the social and economic potential of AI, much lies in the inclusion of their 
experiences and needs in technology policies (UNICTTF, 2002; Jorge,  
2006) “gender-specific projects and programs, regulations that facilitate 
affordable access to women and the poor, establishment of universal 
access programs targeting women, licensing regimes that favour compa-
nies with gender-equality policies, and programs that consider women’s
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needs and realities” (Jorge, (2006, p. 74). These are regarded as crucial 
considerations in technology policies in order for women to be a part 
of the technology development process. The problem though, as Jorge 
concedes, is that although policies may mention gender-equality concerns, 
in most cases, they are not followed through at the regulation and 
implementation stage and thus remain merely as desirable add-ons. 

On the part of the government, there is the need to develop gender-
inclusive policies which prioritise inclusiveness in product and service 
delivery. This would reflect inclusiveness and respect for female employees 
and customers on the part of banks. Banking institutions need to reaffirm 
their commitment to guidelines such as the Nigerian Sustainable Banking 
Principles 2012 (CBN Nigeria, 2012). This can be achieved through the 
inclusion of women in various departments of these institutions. Such 
inclusion will require a political change in attitude simply because it calls 
for a reflection of and consequent change in power relations in order 
for women’s needs, aspirations and interests to be realised. For this to 
happen, women’s situation needs to be understood as a linkage between 
women’s human poverty, globalisation as well as gender inequality. Chat-
bots, therefore, need to be designed, developed, implemented and used 
in a gender-sensitive way that sees women as equal and not categorised as 
less than or other to men. 

Lastly, there is the need for critical discussions on issues around 
gendered chatbots and societal perceptions. This requires ongoing inter-
action between researchers, practitioners, developers and users to address 
pertinent questions such as promoting diversity amongst chatbot devel-
opers, identifying gender bias in chatbot development, and avoiding 
“female-by-default” chatbot designs and ethical considerations of organi-
sations. 

Conclusion 

Resolving technology-facilitated violence perpetuated and engendered 
through the use of gendered chatbots requires a combination of efforts 
from various stakeholders, including the government and private industry, 
requiring a multi-pronged approach in the form of awareness campaigns, 
training, research and policy development, and paying close attention to 
the implications of their development. 

Furthermore, solutions cannot be implemented without the ignition of 
conversations regarding technology and Artificial Intelligence ethics in the
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technology space. To change the narrative, a greater discussion is about 
how the dearth of critical Nigerian technology studies and research about 
societal biases and stereotypes and the huge gap in the number of women 
working in this space have occasioned the misuse of technology. These 
conversations will facilitate discussions and create environments where 
product and engineering teams can work with researchers and individ-
uals in the third sector to develop more humane, gender-responsive and 
respectful technology. 
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AI Policy as a Response to AI Ethics? 
Addressing Ethical Issues 

in the Development of AI Policies in North 
Africa 

Bernd Carsten Stahl, Tonii Leach, Oluyinka Oyeniji, 
and George Ogoh 

Introduction 

The concept of artificial intelligence (AI), despite its 70-year history 
(McCarthy et al. 2006), has become highly prominent since the mid-
2010s. It is commonly accepted that this is the result of the availability of 
large datasets and increasing computing power which allowed established 
and novel approaches to machine learning, such as deep learning and arti-
ficial neural networks to demonstrate their capabilities (Hall and Pesenti
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2017). There is broad recognition that the potential of this development 
is far from achieved and that AI applications are likely to radically change 
many processes in business and administration, but also in the personal 
lives of citizens and consumers. 

These developments are welcomed by many, as they raise the vista 
of increased economic well-being but also the resolution of many chal-
lenges that can benefit from new computational approaches, for example, 
in diagnosis and delivery of health care, data analysis in big science or 
the reduction of climate-relevant emissions. At the same time, there are 
steadily increasing concerns about the potentially negative impacts on 
ethics and human rights that these technologies may have. 

Policymakers and decision-makers in industry, civil society and else-
where are thus faced with the challenge of harnessing the benefits of AI 
while managing the ethical and other risks these technologies may pose. 
This is exacerbated by the apparent perception of competition between 
countries, all of which want to be the first to benefit from AI and want 
to strengthen their AI industry which is seen as a source of economic but 
also political competitiveness. 

This situation which is characterised by a strategic dominance of the 
big economic and technical blocs that hold much of the knowledge, 
technology and data to make AI succeed (USA, China, EU) raises the 
question of how countries outside of these power blocs can approach AI. 
One crucial question that forms part of this broader issue is whether and 
how current AI policies can address the ethical and human rights issues 
linked to AI. 

This chapter contributes to knowledge by offering an analysis of AI 
policies in North Africa and offers the first analysis of the way in which 
ethical issues have been considered in these policies. This analysis high-
lights strengths and limitations in existing policies. These insights are 
relevant to policymakers who aim to develop AI strategies, in Africa and 
elsewhere. 

The chapter starts with a brief overview of the AI ethics discourse, 
suggesting that it would benefit from a systems perspective. It then 
provides an overview of current AI policies. This is followed by a discus-
sion of AI strategies in North Africa. The discussion section explores how 
ethical concerns are covered in the North African AI strategies and which 
gaps and opportunities in terms of coverage of ethical issues arise from 
the current state of these policies.
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Ethics of AI 

The chapter rests on the assumption that policy can be used to address 
ethical concerns. This implies a broad understanding of ethics as anything 
having to do with the distinctions between right and wrong, good and 
bad, appropriate and inappropriate. Using such a broad starting point, it 
is probably uncontentious to say that at least some policy initiatives are 
driven by ethical concerns. The question of this chapter is whether in the 
field of AI such concerns can and should motivate or drive policy agendas. 

An Overview of AI Ethics Issues 

Ethics as a discipline of philosophy has produced numerous theoretical 
positions using different aspects to distinguish right from wrong. These 
include duty-based (deontological) positions which use the intention of 
an agent to provide an ethical evaluation of actions (Kant 1797, 1788). 
Further well-established ones look at the consequences of actions for this 
evaluation (Bentham 1789; Mill 1861) or the character of the agent (Aris-
totle 2007). There are furthermore numerous more recent theoretical 
positions specifically aimed at computing and information technologies 
(Bynum 2001; Floridi  1999; Introna 2005), including recent attempts to 
formulate ethical positions specifically for AI (AI HLEG 2019; Borenstein 
et al. 2021; Dignum 2019). The dominant conceptual approach to the 
ethics of AI, however, is not to use philosophical theories but to refer to 
mid-level principles and guidelines (Jobin et al. 2019). 

The aspect of AI ethics that may motivate policy developments, 
however, is usually not the theoretical reflection and evaluation of ethical 
concerns, but the concerns themselves. We use the term ‘ethical issue’ 
to denote phenomena that are perceived as ethically problematic. These 
ethical issues are subject to empirical investigation and often to inter-
vention. There are numerous ethical issues of AI that are prominently 
discussed, and we now highlight some of the most significant ones. 

A discussion of the ethics of AI needs to be informed by the capabilities 
of AI which are the reason for the rapidly increasing use of AI technolo-
gies. This, in turn, requires a definition of the term AI. While AI has 
been a part of computer science since the 1950s (McCarthy et al. 2006), 
It has only been during the last 10 years that some of the approaches that 
constitute AI have made significant progress in solving relevant problems 
(Boden 2018; Stone et al. 2016). This refers in particular to machine 
learning that has benefited from the availability of computing power, large 
data sets and improved algorithms (Hall and Pesenti 2017; UKRI 2021).
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While the field of AI is broader than machine learning (Elsevier 2018), it 
has been the success of machine learning that has led to high expectations 
for AI. 

The benefits of machine learning arise from its ability to analyse large 
datasets and identify patterns in data. The consequences and benefits of 
the capability depend on the specific application. Very generally, one can 
say that AI can improve the use of large data sets and thereby help address 
a broad range of questions. This can translate into increased economic 
efficiency, but also better understanding of environmental challenges (AI 
Council 2021) or ways of promoting the UN’s Sustainable Development 
Goals (AI HLEG 2019) and be used for ‘good’ (Berendt 2019), i.e. for 
morally desirable purposes. 

The flip side of these benefits of AI, however, is similarly visible 
and important. Current machine learning techniques require access to 
large data sets in order to extract information and construct models. 
This raises concerns about privacy and data protection (Buttarelli 2018; 
EDPS 2020). Ongoing data use can constitute problematic surveillance, 
in particular where novel biometric data such as emotional data are used 
(Dignum 2019). AI systems that are used for decision support can perpet-
uate and even exacerbate existing biases (Access Now 2018) which can 
lead to unfair discrimination (Latonero 2018) on the basis of sensitive 
characteristics such as gender, age or race. With the growing importance 
of AI systems, their reliability and security (Brundage et al. 2018) become 
pressing questions, including on the national level (Babuta et al. 2020). 

The growing use of AI across all areas of society, private organisations 
and public administration raises concerns about ethical consequences 
of their large-scale deployment. AI has already reshaped large parts of 
the economic system and contributed to new ways of wealth creation. 
While the potential of AI to create wealth is undisputed, the justice of 
the subsequent distribution of this wealth is a major cause for concern 
(Zuboff 2019). At present, the main beneficiaries are big organisations 
that hold data and computing resources, so that AI perpetuates and exac-
erbates inequality on a local and global scale (European Parliament 2020). 
Furthermore, AI is likely to have consequences for employment (Kaplan 
and Haenlein 2019; Rai et al. 2019), even though the full impacts of AI 
on employment remain contested (Willcocks 2020). 

Economic consequences of AI spill over into the political field where 
there are worries that AI technologies can damage democratic processes, 
for example, by disrupting elections or contributing to political deci-
sions in opaque ways (Yeung 2018). The concentration of wealth in 
the economic field can support a similar concentration in political power
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which has led to calls for political and legal interventions (Coeckelbergh 
2020; Nemitz 2018). In addition, AI can lead to changes in ethically 
relevant areas. It has the potential to change the nature of warfare by 
introducing autonomous weapons (Guterres 2020; Richards et al. 2020). 
The growing use of AI requires significant energy which is an important 
part of AI’s environmental impact (Nishant et al. 2020; UNESCO 2020). 

A further set of ethical concerns about AI is how it affects human 
freedom and possible actions. Autonomous decision-making is one of 
the capabilities of AI, but it is highly contested whether and to what 
degree this should be encouraged or permitted. There are strong calls 
for ensuring human control of AI (Council of Europe 2019). Such calls 
do little to change the fact that technology, increasingly including AI, 
structures human spaces for action. What we perceive to be possible or 
not is affected by the technical capabilities that surround us. 

A final set of ethical concerns that figure prominently in the AI ethics 
debate has to do with the potential of truly autonomous machines. 
This is sometimes referred to as Artificial General Intelligence (AGI) 
or general AI. These are machines that would have truly human (or 
super-human) reasoning abilities and emulate humans’ cognitive processes 
(Shneiderman 2020). Such machines do not currently exist and it is 
unclear whether they will ever be possible using existing technolog-
ical principles (Smith 2019). They nevertheless figure prominently in 
popular culture and inspire ethical questions such as whether machines 
could develop consciousness, deserve to be assigned rights, and have 
personhood. 

An Ecosystems Perspective on AI Ethics 

The above quick overview of some of the key discussion points of AI 
ethics has shown the breadth of the debate, based on different concepts 
of AI and the almost infinite set of possible applications. This calls into 
question what might be called the common-sense approach to the ethics 
of AI. By this we mean, the view that there is a clearly identifiable tech-
nology called AI which, when used has clearly identifiable consequences 
that translate into ethical concerns. Once recognised, these can then be 
addressed and rectified. 

This common-sense view which is not usually spelt out in detail, 
arguably underlies much of the discussion of how to deal with ethics of
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AI. When spelt out in the simple form just suggested it is clear, however, 
that this view is not tenable. AI is not a clearly identifiable technology 
but a set of families of technologies and techniques that have very little 
in common. The current focus on machine learning has the advantage 
of narrowing down the candidate technologies but it misses the fact 
that there are other fields of AI such as expert systems or fuzzy logic 
which justifiably use the same label but do not share the same technical 
characteristics. Furthermore, the ethical issues raised by AI are context-
dependent. AI does not ‘have’ ethical issues, but these emerge in contexts 
of use depending on the stakeholders that are involved. Whether the 
ability of AI to detect patterns in the data and propose actions on this 
is ethically problematic has little to do with the technical implementation 
and more with the moral sensitivities of the people who are involved. 

Elsewhere we have therefore proposed to look at AI through the lens 
of a system, more specifically to see AI as a (set of interlinking) inno-
vation ecosystems (Stahl 2021; Stahl  et  al.  2021). AI as instantiations 
of computer systems can easily be described from a systems perspective. 
There is a long-standing tradition, in particular in the field of information 
systems to highlight the social side of systems by focusing on the concept 
of socio-technical systems (Avgerou and McGrath 2007; Leonardi 2012; 
Mumford 2006). We are suggesting that this socio-technical approach is 
important to be included in the ethics of AI debate, as it can explain the 
interdependence of actors and technologies, the difficulty of predicting 
outcomes and the challenge of delineating the system and drawing clear 
boundaries. 

We are furthermore pointing to the literature on innovation ecosys-
tems (Adner 2006; Carayannis et al. 2021; Moore 1993) as a further  
source of inspiration that would benefit the AI ethics debate. This liter-
ature has a focus on the process of innovation and the creation of new 
socio-technical systems, which is the stage where AI remains. It has devel-
oped a number of concepts and methods to understand the state of an 
innovation ecosystem as well as means of intervening and governing such 
systems (Lis and Otto 2021; Wareham et al. 2014). Combining systems 
theory and ethics is not trivial and it goes beyond this chapter to explore 
their relationship. For our purposes, it is sufficient to point to the socio-
technical innovation ecosystems nature of AI to highlight that addressing 
their ethical consequences is not straightforward. This allows us to return 
to the main point of this chapter, namely to explore whether and how AI
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policies and strategies take into account ethical concerns and may even 
offer avenues for addressing them. 

AI Policies and Strategies 

Since 2016 a broad range of soft-law (non-regulatory) approaches to AI 
have been released by governments, international organisations, multi-
national corporations, civil society organisations and non-governmental 
organisations. With the overarching purpose of promoting the benefits 
and addressing the risks of AI (Roberts et al. 2021), this body of docu-
ments includes policies, strategies, reports, white papers, guidelines and 
principles. While not legally binding, these documents can frame the 
thinking and can influence decision-making within stakeholder groups 
about AI (Jobin et al. 2019). 

Concepts 

Within the scholarly community, there is some debate around the relative 
merits of creating strategies versus policies in order to address the risks 
and promote the benefits of AI. Fatima et al. (2020) argue that strate-
gies and policies can be distinguished in the following way; strategies set 
out the vision and ambitions along with key priority areas and rationale 
behind these choices, whereas policy involves the operationalisation of 
the strategy into tangible objectives and sets of actions. However, much 
of the research around AI, ethics and governance, uses the terms ‘pol-
icy’ and ‘strategy’ interchangeably (Roberts et al. 2021; Robinson 2020). 
As such, and in order to consider a suitably wide range of approaches to 
ethical issues in AI policy/strategy, for the purposes of this chapter, we 
will consider policies and strategies jointly, adopting Calo’s (2017) broad  
definition of ‘policy’ as a concept used to describe “societal efforts to 
channel AI in the public interest”, which clearly coincides with the inten-
tion to promote the benefits and address the risks of AI inherent to both 
policies and strategies that consider AI. In this chapter, we draw from a 
selection of AI policies described in more detail in Ulnicane et al. (2020). 

The AI Policy Landscape 

By their very nature national policies imply a fundamental level of compet-
itiveness over collaboration, through the prioritisation of the impacts of
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AI likely to be felt within that nation, and the promotion of the benefits 
and mitigation of the risks of AI for this prime stakeholder group—in fact, 
the very production of a national AI policy seems to itself have morphed 
into a statement on the seriousness with which the consequences of AI 
(to wit, the benefits of being first and a world-leader versus the detriment 
of being left behind) are being considered. 

The consideration of AI policies and the extent to which they substan-
tively address ethical issues requires an understanding of the vision for AI 
being promoted by policymakers. These visions vary greatly globally and 
can contribute to the prioritisation of certain ethical issues over others. 
China’s AI policies (China State Council 2015, 2017) focus heavily 
on increasing economic and military competitiveness on a global scale 
and view AI as a strategic tool in promoting its global position (Allen 
2019). The United States also derives its policy from the perspective of 
the protection of American interests globally through strategic military 
dominance (“DOD Adopts Ethical Principles for Artificial Intelligence” 
2020; The Executive Office of the President of the United States 2020). 
Russia’s AI policy follows clearly Vladimir Putin’s assertion that “whoever 
becomes the leader in the field [of AI] would rule the world”, espousing 
a vision of technological sovereignty and concomitant global competitive-
ness (Office of the President of the Russian Federation 2019). European 
national policies, however, have a much clearer focus on the societal 
impact of AI and seek to address the impact of AI on people’s daily lives, 
ensuring that the benefits are shared and risk of harms mitigated for citi-
zens (see, e.g. AI4Belgium 2019; Government Offices of Sweden 2018; 
House of Lords 2018). They broadly consider the need to promote and 
protect the fundamental rights of the individual, and that these rights 
should not be elided in the interest of promoting the economic benefits 
of AI (Cedric Villani 2018; European Union Agency for Fundamental 
Rights 2020). This is in no way to suggest that military applications of 
AI are not considered within the EU—simply that military applications 
are specifically eliminated from the scope of current policy and legislation 
(European Commission 2021). Furthermore, the very nature of the EU 
as a supranational organisation means that EU AI policy focuses strongly 
on value alignment across the member states and takes a highly collabo-
rative approach to envisioning an AI future (The European Commission 
2020). 

There is a consensus amongst policymakers that AI, as a technology, 
creates ethical dilemmas (see, for example Campolo et al. 2017; Cedric
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Villani 2018; European Commission 2018; World Economic Forum 
2018). However, there is a breadth of consideration for what those ethical 
issues actually are: the primary issues identified by Ouchchy et al. (2020) 
differ from those identified by Stahl et al. (2016), which differ again from 
those enumerated by Stahl (2021). In order to maintain a focus on a clear 
vision for an AI future, many policies focus on a small number of specific 
areas of ethical concern. However, the consideration of these issues in 
policy, and substantively, the selection of issues for consideration, appears 
to vary greatly across policy. What follows is a brief overview of some of 
the more commonly addressed ethical concerns, and the approach taken 
to addressing these in policy. 

One of the most robustly considered issues within AI policy is automa-
tion, and in particular the risk of jobs being displaced and replaced by AI. 
In general, policy focuses much more heavily on attempting to mitigate 
the risk of mass unemployment than trying to drive a benefit of AI—in 
the form of productivity gains—which is unsurprising given the strength 
of both feeling and rhetoric regarding unemployment, income preserva-
tion and state financial support for individuals (Thierer et al. 2017). While 
automation poses clear ethical questions about which jobs are likely to 
be automated (Big Innovation Centre 2017a), who is likely to be most 
affected (Big Innovation Centre 2017b), and where the responsibility for 
ensuring people’s livelihoods lies (IPPR 2017), in practice policy takes 
a fiscal approach to mitigating the risks of job loss through automa-
tion; where job losses are expected to be manageable, policies tend to 
consider investment in retraining and upskilling programmes (House of 
Lords 2018). Where the expectation of job loss is much more severe, state 
financial support for the individual and universal basic income ideas tend 
to be promoted (Thierer et al. 2017). 

Many AI systems are dependent on being trained on large volumes of 
data in order to perform effectively, raising concerns around the privacy 
of the individual and data protection (Campolo et al. 2017). Many of 
the concerns raised around privacy and data protection relate to the need 
to ensure that the use of data infringes on the rights of the individual 
to privacy as little as possible (House of Lords 2018), including consid-
ering issues of surveillance or monitoring which may become concomitant 
with the sharing of personal data (Campolo et al. 2017; The 2015 Study 
Panel 2016), while others focus on issues of re-identification of individuals 
through the process of data mining (World Economic Forum 2018). In
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attempting to address some of these issues, some policies adopt the posi-
tion of supporting a legal perspective (the human right to privacy [Ponce 
Del Castillo 2017]) or look to promote positive privacy steps through 
consideration of parties responsible for such breaches (UNI Global Union 
2017). 

In the light of a range of recent, high-profile scandals (see, e.g. Akter 
et al. 2021) many policies seek to robustly address the impact of biased 
and discriminatory AI. However, there are difficulties in trying to address 
these very different, yet interrelated issues through policy. Bias, the differ-
entiation of outcome based on preference or likelihood, can occur when 
training an AI system on data which may reflect past decisions and there-
fore historic injustices and inequalities and unconscious discriminatory 
attitudes (Ferrer et al. 2021). A strong debate around whether bias 
should, or even can, be removed from datasets (House of Lords 2018) 
has created a lack of clarity about concrete steps that could be taken to 
address this issue (The 2015 Study Panel 2016), and in some cases has 
elicited allegations of the intention to render a social problem as a tech-
nical one (Jobin et al. 2019). Discrimination is considered an outcome 
that unfairly disadvantages or detriments one group of people in favour 
of another. Many national policies in Europe address issues of AI discrim-
ination through the lens of the existing GDPR (European Parliament 
and European Council 2016) (under the extension of rights regarding 
automated decision-making (Centre for Data Ethics 2020; ICO  2017), 
and equality legislation (in relation to discrimination relating to protected 
characteristics) (European Union Agency for Fundamental Rights 2020). 

Certain groups within society can be disadvantaged by AI across a 
number of vectors. Those in jobs likely to be displaced by AI is one group, 
and those in groups likely to be un- or underrepresented in data (resulting 
in bias and discriminatory outcomes) is another. However, the impact of 
AI may not simply amount to those that are negatively impacted by AI— 
consideration is also given for the fact that certain groups may not be in 
a position to benefit from AI (House of Lords 2018; IPPR  2017). The 
causes of this may be broad, and can include; a prohibitive cost of tech-
nology, lack of infrastructure and digital illiteracy, amongst other factors. 
Current policies identify this risk, but further exploration of a range of 
measures to mitigate this risk could prove fruitful. 

Many policies address what is seen as a fundamental issue around the 
development, deployment and adoption of AI; namely, the concept of 
trust. This issue focuses around two key areas; trust in the AI systems
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themselves (Campolo et al. 2017), and trust in the companies that 
develop and deploy AI systems (AI Now Institute 2018), and the argu-
ment is made that public trust in AI is vital in ensuring that it can be 
developed and deployed to the benefit of society (House of Lords 2018). 
There is a plurality of approaches to addressing this issue. Some poli-
cies advocate for regulation to boost public confidence in AI (European 
Commission 2018), others suggest that improving public understanding 
of AI (and its limitations) may help to address this issue (World Economic 
Forum 2018), some focus on the role of government in assuring the 
public of the safety of AI (IEEE-USA 2017), and yet more suggest 
co-creation strategies as a method of improving public confidence (The 
Federal Government 2018). Whilst there are such a wide range of 
strategies considered in these policies, few of them have been tested to 
determine their success in building public confidence—a determination 
made more difficult by the long-term nature of some of the impacts and 
effects of AI. 

As well as addressing relevant and practical ethical issues, many poli-
cies also include some consideration for the future development of an 
AGI, for example, by asking how humanity can be protected from super-
intelligent machines and ensuring that such an AI would act safely (Big 
Innovation Centre 2017c; World Economic Forum 2018). While, as a 
point of philosophical discussion, these questions are clearly of interest 
to many scientists, policymakers and members of the public, it is worth 
raising the question as to the value added in the inclusion of this debate 
to policy, given the short- to mid-term nature of specific policy impacts 
and the likelihood that, if AGI were ever to be developed, it would be an 
emergence in the long term (Crawford and Whittaker 2016). 

AI Strategies in Africa 

Based on the understanding of AI ethics and AI policy developed in 
the preceding sections, we now evaluate how these topics are consid-
ered in Africa from the regional perspective by the African Union and 
as concentrated in each individual Northern African country. The North 
Africa region was selected as a case study for this purpose due to the rela-
tive proliferation of AI specific strategies in this area, as opposed to the 
more generalised strategies which include an AI element common in other 
regions of Africa (such as those relating to the 4th Industrial Revolution 
or the Digital Economy).
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Processes for the Creation of AI Strategies in North Africa 

Africa as a continent is not left out of the discussion regarding deploy-
ment of AI in different sectors of economic and social development. 
The diffusion of AI across different sectors of its application in Africa 
includes different stakeholders. The concerns highlighted in other parts 
of the world form the basis of a few national strategies such as Egypt as 
will be discussed below. Its deployment has seen active participation by 
the private and public sectors. AI Technology has been used in health, 
agriculture, fintech, public transportation as well as language translation. 
Academia has also developed different initiatives to ensure its devel-
opment while the continent boasts of hundreds of AI hubs (Gwagwa 
et al. 2020). However, the absence of national policies regulating AI 
technologies has been of major concern (Candelon et al. 2021). 

The negative impact of this challenge is not lost on the African Union 
which instituted a Task Force on the 26th October, 2019, mandating 
member states to “establish a working group on Artificial intelligence to 
study the creation of a common African stance on AI, the development 
of an Africa wide capacity to building framework and establishment of 
an AI think thank to assess and recommend projects to collaborate on in 
line with Agenda 2063 and the UNSDGs” (African Union 2020). African 
countries have established groups and initiatives to govern the technology. 
In 2019, the African Working Group on AI was established amongst other 
things, “to establish a common AI strategy for Africa” (OECD 2019). 

In North Africa, comprising Morocco, Algeria, Libya, Egypt, Tunisia 
and Sudan, almost all the countries in the region have already instituted 
processes of framing policies to ensure safe deployment, harness economic 
potentials and ensure ethical use of AI. For example, Algeria presented 
its National Artificial Intelligence Strategy 2020–2030 on the 18th of 
January, 2021, to “improve Algerian skills in the field of AI through 
education, training and research, on the one hand, and strengthen these 
capacities as a development tool allowing socio-economic sectors to iron 
out the obstacles hindering the digital transition underway, on the other 
hand” (“Strategy for research in artificial intelligence launched” 2021). 

Tunisia also joined the race by creating a Task Force to “devise a 
methodology and an action plan to produce the country’s National 
AI Strategy (Ministère de l’Enseignement Supérieur et de la Recherche 
Scientfique 2018).



AI POLICY AS A RESPONSE TO AI ETHICS? ADDRESSING ETHICAL … 153

In crafting its national strategy, the Egyptian government formed the 
National Council for AI “as a partnership between the governmental insti-
tutions, prominent academics and practitioners from leading businesses in 
the field of AI” with a responsibility amongst others, to “identify AI appli-
cations that provide smart, safe and sustainable solutions and services”. 
The country expects to “track and monitor the implementation of the 
strategy, laws and regulations, ethical principles and guidelines” (MCIT 
2020). 

These developments identify ongoing discourse on how national and 
regional policies on AI in Africa already anticipate ethical concerns in their 
quest to harness the full potentials which the technology is capable of 
on the continent. Government has been described as “both an enabler 
of innovation” and as “a driver of demand for AI”. Thus, governments 
of African countries have the onerous responsibility of framing poli-
cies, establishing research centres while effective regulation must address 
issues relating to transparency, accountability, safety, etc. (“Developing an 
artificial intelligence strategy,” n.d.; Kiemde and Kora 2021). 

Future national policies, strategies and initiatives will further drive 
ethical considerations along with economic, social, impact on work, etc., 
as well as attainment of the United Nations Sustainable Development 
Goals (Vinuesa et al. 2020). 

Specific Aspects of AI Strategies in North Africa 

As already pointed out, only three of the 6 countries in North of Africa 
have made positive steps in the development of National AI Strate-
gies. Of these countries, Egypt is the sole country that has completed 
the process of creating a policy document and has made this docu-
ment publicly available online (MCIT 2020). It is interesting to see 
that Egypt’s national AI strategy document titled “National AI Strat-
egy” has in its mission the creation of governance mechanisms to ensure 
the sustainability and competitiveness of the AI industry in Egypt. This 
is important considering the dominance of the developed countries and 
their corporations in the AI industry and how adept they are at commer-
cialising AI technologies. Although no justification has been provided, 
Egypt has identified 5 priority sectors for the development of AI namely 
Agriculture/environment and water management, Health care, National 
Language Processing, Economic planning and Manufacturing and infras-
tructure management. Also, the document says very little about ethical
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governance of AI and related technologies except that there is an ambition 
to track and monitor implementation of strategy, laws and regulations, 
ethical principles and guidelines. 

Although Algeria is said to have developed a national AI strategy, a 
policy document that fully spells out policy considerations of the strategy 
was not found during the development of this chapter, perhaps due to 
language barriers as it may be available in other languages other than 
English. What is publicly available, is a summary of an event to launch the 
Algerian AI strategy titled “the national strategy of research and innova-
tion on Artificial Intelligence (2020–2030)” which can be found on the 
websites of the Algerian Embassy (2021). The strategy which appears to 
be directed at higher education aims to develop expertise in AI through 
teaching, training and research. According to the Algérie Press Service 
(APS 2021) while higher education is a priority sector for the strategy, 
the other priority sectors are health, energy and technologies. It appears 
there are little or no considerations for issues relating to ethics, regulation 
or governance of AI in the Algerian AI strategy as ethical considerations 
do not feature in the available documents. 

While Tunisia has also taken important steps towards the development 
of a national AI strategy, very little information is publicly available about 
the ongoing development efforts. In 2018, the Tunisian Secretary of State 
for Research set up a Task Force and Steering Committee to develop the 
national AI strategy of Tunisia. The Tunisian National Agency for the 
Advancement of Scientific Research suggests that this strategy which aims 
at securing a respectable place and proactive role for Tunisia in the global 
AI sector also considers the ethical challenges of AI (ANPR 2018). A 
summary of the developments in the creation of AI strategies in North 
Africa can be seen in Table 1.

The above analysis gives some indication of how ethics have been 
addressed in the strategy documents of the North African countries. It 
has shown that very little has been said about AI ethics in the countries 
that have started developing AI strategies. While it would be interesting 
to understand why these policy documents barely mentioned AI ethics, 
there is very little information in the available documents to indicate why 
this is the case. Therefore, any explanation provided here would be mere 
speculation, rather than fact and that is not very helpful. What is clear 
from the document is that AI ethics is not a priority area in the countries 
that have begun devising AI strategies in North Africa.
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Table 1 Overview of existing North-African AI strategies 

Country Title of AI 
strategy 
document 

Status Policy areas/priority 
segments or sectors 

Regulatory/ethical 
considerations 

Algeria The national 
strategy of 
research and 
innovation on 
Artificial 
Intelligence 
(2020–2030) 

Completed – Higher education 
– Health  
– Energy  
– Technologies 

Egypt National AI 
Strategy 

Completed – 
Agriculture/environment 
and water management 

– Healthcare 
– Natural Language 

Processing 
– Economic planning 
– Manufacturing and 

infrastructure 
management 

Track and monitor 
implementation of 
strategy, laws and 
regulations, ethical 
principles and 
guidelines 

Tunisia National 
Artificial 
Intelligence 
Strategy 

In progress Sustainable, 
equitable 
development, and 
ethical challenges

Discussion 

The above indicates that parallels can be drawn from the trajectories 
of national AI policies in North Africa with those on the global scene. 
For example, in recognition of the power of AI to transform lives and 
improve the economic landscape of nations, it can be seen that gener-
ally, AI strategies are geared towards national economic and technological 
advancement. Like other countries, the strategies of the North African 
countries have been designed to target specific sectors that can enable the 
achievement of such ambitions. By targeting sectors that have been histor-
ically neglected by the government such as health care and infrastructure 
development (e.g. energy), the AI strategies of North Africa are seeking 
to channel the productivity that AI enables for economic development. 
Also, in recognition of the fact that AI will play a major role in transfor-
mative technologies that will emerge in the next decade, North African
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countries like Algeria have included education in the list of priority areas 
for AI. 

Interestingly, unlike the United States and China, the North African 
countries appear uninterested in increasing their military competitive-
ness with the aid of AI as their national AI strategies have remained 
quiet on this subject. If it turns out that it is the case these countries 
are uninterested in the military uses of AI, then they cleverly avoid the 
ethical dilemmas associated with the use of AI for military purposes. As 
Pfaff (2020) points out, although the deployment and employment of 
AI in the military context might have its advantages, they could also be 
problematic, for example, by resulting in “atrocities for which no one 
is accountable”. It is such concerns that have prompted the European 
Parliament (Legislative Observatory 2021) to stress that “autonomous 
weapons systems raise fundamental ethical and legal questions about the 
ability of humans to control these systems” and may therefore only be 
used as a last resort and must be subject to human control. 

Unlike many of the big economic and technical blocks that dominate 
the AI landscape including the development of national AI strategies, the 
North African AI strategies contain little or nothing on ethical or human 
rights considerations for the deployment and employment of the tech-
nology nationally. For example, the Tunisian AI strategy only mentions a 
consideration of the ethical challenges of AI in its quest to attain a secure 
and respectable place in the global AI race. The strategy does not go into 
any detail about what type of ethical challenges it would focus on, or 
how this would be achieved. Similarly, Egypt, the only other country that 
has some sort of ethical consideration in its national AI strategy, appears 
to only be interested in the tracking and monitoring the implementa-
tion of ethical principles, guidelines, laws and regulations of AI. What it 
means by tracking and monitoring the implementation of ethical princi-
ples is ambiguous because there is no indication of the ethical principles 
that it considers important, nor is there a plan for achieving that in the 
strategy. There is, therefore, no substance to the statement on ethics and 
the interest in ethical AI can be said to be superficial. 

As already pointed out in previous sections, the growing use of AI 
raises concerns about the ethical consequences of their deployment and 
employment across all areas of society. Considering the ethical concerns 
raised by the application and deployment of AI, the promotion of its 
benefits should never be undertaken without appropriate safeguards for 
the mitigation of its risks. In this respect, lessons can be learned from
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other countries that have embedded clear mechanisms for the consid-
eration of ethical governance of AI in their national AI strategies. For 
example, the UK which published its first dedicated national AI strategy 
on 22 September 2021 stresses that the UK must get the national and 
international governance of AI right to encourage innovation, invest-
ment and the protection of the public and fundamental values (UK 
Government 2021). 

The UK AI strategy has, therefore, included themes on the ethical 
governance of AI throughout the document and indicates a clear mech-
anism for the attainment of this ambition giving an indication of the 
seriousness with which it considers this matter. Measures identified in 
its short, medium and long-term plan include governance and regu-
latory regimes that keep pace with the fast-changing demands of AI, 
a plan for horizon scanning to increase governments awareness of AI 
safety, publishing of a white paper on the national position on governing 
and regulation of AI, the development of cross-government standards, 
updating guidance on AI ethics and safety in the public sector, actions that 
can safely advance AI and the mitigation of risks, backing of diversity in 
AI, Measures identified in its short, medium and long-term plan include 
governance and regulatory regimes that keep pace with the fast-changing 
demands of AI, a plan for horizon scanning to increase governments 
awareness of AI safety, publishing of a white paper on the national 
position on governing and regulation of AI, the development of cross-
government standards, updating guidance on AI ethics and safety in the 
public sector, actions that can safely advance AI and the mitigation of 
risks, and the backing of diversity in AI, 

To avoid being forced to adopt or accept the standards set by other 
countries, the North African countries and by extension, countries in 
other parts of Africa would be well-advised to start now to seriously 
include ethical considerations with clear mechanisms for the attainment of 
ethical AI in their national AI strategies. As much as they are encouraged 
to learn from other countries in developing strategies for ethical AI, they 
must realise that the different cultures, values and norms in their home 
countries would likely require different ethical approaches. While they 
cannot get away with simply mentioning ethics in their strategies, they 
cannot simply copy the ethical standards set by others. Any ethical prin-
ciples, standards, and governance mechanisms that are developed must 
also be done from the perspective of the protection of their people, their 
culture and their values.



158 B. C. STAHL ET AL.

Conclusion 

We considered the different traditional definitions given to AI as a tech-
nology in writing this chapter. We then suggested a relatively novel 
perspective of defining AI as a family of technologies and techniques as a 
background for determining how ethics of the technology may be prop-
erly conceptualised. As a contribution to new knowledge, this chapter is 
framed to consider the subject of ethics as a proposed catalyst to acti-
vate, motivate and ensure that national policies on AI are prioritised on 
the continent, referencing developments in the northern region. We also 
introduced the socio-technical approach to be included in debates on 
ethics of AI to explain interdependence of actors and technologies. We 
suggest that this will help in properly shaping the question and resolution 
of what may be ethical about the deployment of technologies making up 
AI within different sectors. These are new perspectives which contribute 
to knowledge and suggest future discourse as may be directly related to 
the nuances of an heterogeneous continent, using the northern region for 
reference. 

In this chapter, we have looked at key ethical concerns that AI raises 
and explored whether these are reflected in AI strategies and policies. 
While such strategies and policies have multiple goals, we found that 
addressing ethical concerns is often part of these. We then looked at 
the landscape of AI policies in Africa. We could only identify a limited 
number of these in North Africa but found limited engagement with 
ethical concerns in these North African documents. 

The efforts at developing national strategies for deployment of AI are 
gaining momentum. We have been able to establish that regional bodies 
including the African Union recognise AI has a priority technology in 
the successful digitisation of processes for use in the private and public 
sectors. The reports of the United Nations (Hu et al. 2019) specifically 
tailored to examine AI readiness by African nations point to different chal-
lenges which militate against nations being able to develop AI strategies. 
Issues such as lack of technical knowledge, paucity of funds and critical 
infrastructure are just some of the pressing needs which the African States 
require to overcome. Thus, there is a pressing need to protect African 
citizens by ensuring deployed AI is safe for use, assurance that it will not 
lead to job losses or raise problems inclusion, recognition of diversities 
and gender equity are ethical concerns which should be incorporated into 
future national AI Policies.
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In this instance, Africa will not need to play catch-up even though 
there are worries that it will be left behind in the adoption of technology. 
Proactive national policies which embody suitable ethical frameworks can 
be expected to emerge. Governments of African states could play more 
active roles with regards to the importance of safe and ethical AI to 
frame national policies which govern AI adoption by both the private 
and public sectors. While adoption of the technology has been acceler-
ated and largely driven by the private sector, harnessing the full economic 
potentials requires a governance framework which is the responsibility of 
states. The establishment of such policy frameworks will assure investors 
and citizens alike and help countries benefit from AI while mitigating its 
undesirable side effects. 

To effectively harness the benefits of AI while managing the ethical 
and other risks that AI technologies pose, we recommend that govern-
ments that are developing AI strategies or policies should not only set 
out their vision and ambitions along key economic segments or sectors 
but also seriously address the ethical issues of AI. This implies clearly 
spelling out mechanisms for the mitigation of such issues. Based on the 
insights developed in this chapter, we believe that it is possible to learn 
from the examples of other countries that have successfully developed 
an AI strategy that clearly balances their ambitions with ethical consid-
erations and mechanisms. However, we suggest that in developing new 
strategies and policies governments should try to avoid copying strategies 
from other countries and instead base theirs on local considerations of 
values and cultures. 
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Introduction 

The accelerated acceptance and deployment of digital technologies (espe-
cially Artificial Intelligence-AI) occasioned by the COVID-19 pandemic 
(Chang 2020; Kumar et al. 2021) is a pointer to the role technology 
has to play in our societies today. Public and private entities significantly 
increased the use of or employed a number of AI tools, digital plat-
forms, big data and robotics as public service delivery tools, education 
platforms or work-based solutions during the global crisis. This clearly 
demonstrates that AI and other disruptive technologies are fast becoming 
critical foundations that enable human flourishing. AI is a major element
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and driver of what many have described as the fourth industrial revolu-
tion which is the functional convergence of AI, robotics, the internet of 
Things (IoT), 3D printing, genomics, quantum computing, blockchain 
and other disruptive technologies. Conceptualised by Schwab (2016), the 
idea of Fourth Industrial Revolution builds on the preceding industrial 
revolutions characterised by water and steam power, electric power and 
electronics and information technology. Schwab’s argument was rooted in 
the fact that the convergence of disruptive technologies is blurring lines 
between the physical, digital and biological spheres as well as transforming 
every industry through unprecedented velocity, scope and systems impact. 
And at the heart of this epochal revolution is AI—a technology increas-
ingly misconceived, misunderstood and mischaracterised. The focus on AI 
in this chapter is informed by the desire not to confuse its impacts with 
other emerging technologies. 

AI offers exciting possibilities for African societies, promising among 
other things to alleviate poverty, reduce economic inequalities and 
improve access to public and private services in health, transportation and 
education. Whereas there is still a huge gap between Africa and other 
developed parts of the world in terms of capacity to develop datasets, 
AI systems development and deployment, AI is gaining traction in many 
aspects of life in Africa. One can say that, as many parts of Africa are yet to 
benefit fully from the first three industrial revolutions (electricity, mecha-
nisation of production and automation of industries), a critical element 
of the Fourth Industrial Revolution (4IR), AI has made inroads into 
African socio-economic fabric. This raises the question of whether Africa 
should focus more on AI capacity building rather than embracing trans-
ferred technologies from the Global North in order to ensure that the 
full benefits of the 4IR are obtained for all sections of the society. On 
the other hand, AI not only creates unprecedented opportunities with a 
real bearing on people’s lives, it raises fundamental questions on fairness, 
human rights, privacy, bias, security and the future of work among others. 
This chapter provides insights and perspectives on the AI landscape in 
Africa and a snapshot of how the future of AI development and deploy-
ment should look like. It explores the question; how can stakeholders in 
Africa ensure that Africa has sufficient capacity for Responsible AI? In this 
chapter, we present views on how future discussions of Responsible AI in 
Africa can be shaped. It starts with the presentation of the current land-
scape of AI deployment in Africa, highlighting potential socio-cultural 
impacts, ethical and legal impact of AI considering the unique cultural
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dimensions in Africa and providing recommendations of how Africa can 
achieve Responsible AI. We conclude with mapping the roles Africa can 
play in the global discourse on Responsible AI. This contributes to the 
emerging debate on AI ethics, regulation, policy and governance in Africa. 

The Meaning of AI 

The meaning of AI is often contested across different disciplines. Whereas 
it was established in the 1950s as a field of study, narratives of intelli-
gent machines have had a very long history (Cave et al. 2018). However, 
since Turing (1950) posed the question, “Can machines think?” AI has  
grown significantly as a major branch of computer science concerned with 
the design and application of machines capable of performing tasks that 
normally require human intelligence. Alan Turing’s paper on Computing 
Machinery and Intelligence can be said to have laid the fundamental goals 
of AI and in 1956 John McCarthy organised a conference in Dartmouth 
where the term artificial intelligence was first adopted. McCarthy and 
Marvin Minsky, acknowledged as two of the pioneers of the field, subse-
quently co-founded the Artificial Intelligence Project (now the MIT AI 
Lab) in 1959 to explore the potential of AI. The term has since been 
defined differently in the research and innovation ecosystem. Minsky 
(1968, p. v) defined AI as “the science of making machines do things 
that would require intelligence if done by men”. This definition reflected 
an earlier definition of AI proffered by McCarthy et al. (1955) as the  
problem of “making a machine behave in ways that would be called intel-
ligent if a human were so behaving”. In their work, Artificial Intelligence: 
A Modern Approach, Russell and Norvig (2002, p. viii) in answering 
Turing’s question described AI as “the study of agents that receive 
precepts from the environment and perform actions”. They went further 
to expose four different approaches that have characterised the history of 
AI including agents that think humanly, think rationally, act humanly and 
act rationally. 

However, following an understanding of human intelligence as a 
“product of many factors and subject to innumerable influences” (Wech-
sler 1975) or as Gardner (2000, pp. 33–34) defined it, the “biopsy-
chological potential to process information…to solve problems or create 
products that are of value in a culture”, there is a question of whether a 
machine can achieve full human intelligence. Can a computer/machine 
acquire full socio-cultural, psychological intelligence like humans do?
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These questions are at the heart of the categorisation of AI. AI appli-
cations that can only perform specific tasks are generally known as having 
artificial narrow intelligence (ANI) or weak AI (Shane 2019). On the 
other hand, some have described AI systems—artificial general intelli-
gence (AGI) that can be able to “reason, plan, and solve problems 
autonomously for tasks they were never even designed for” (Kaplan and 
Haenlein 2019). Or as Searle (1980) described; designed in a way that 
the “computer is a mind, in the sense that computers can be literally 
said to understand and have other cognitive states”. Kaplan and Haenlein 
(2019) also raise the possibility of a third category of AI called artificial 
super intelligence (ASI) “which are truly self-aware and conscious systems 
that, in a certain way, will make humans redundant”. 

For the purposes of this paper, the use of the concept of AI remains 
at the level of ANI which we define here as systems or applications that 
have the ability to interpret and learn from data for the performance of 
identified tasks in an agile way. Big data, machine and deep learning are 
critical drivers of AI which are increasingly applied in many aspects of our 
lives. Whereas AGI and ASI remain only possibilities and not currently 
available, access to ANI applications is becoming ubiquitous and perva-
sive even in many parts of the world including the developing economies 
of Africa. This conceptual clarification of AI is critically important to 
the present discourse because a mischaracterisation of what current AI 
applications can do, can affect its design, implementation, regulation and 
overall governance. Responsible AI governance should be rooted in a 
clear understanding of the nature, scope and potentials of AI. There is 
no attempt to engage with the conceptual tensions surrounding AI in 
this chapter but it was necessary to provide a clear view of what we mean 
by AI. 

The Current Landscape of AI Deployment in Africa 

There is an increasing level of AI (as defined in this chapter) deploy-
ment in Africa. Sectors where AI has been employed include; healthcare, 
education, transportation, financial services, agriculture, public services, 
security, business management and telecommunications. This chapter 
highlights some of the AI systems deployed in these fields. It is important 
to note that many of these systems are developed by local experts but 
most influenced, sponsored or controlled by big tech companies from the 
Global North.
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Healthcare 

AI is being deployed for a number of services in healthcare in Africa. For 
instance, MinoHealth AI Labs1 in Ghana is using AI for automated diag-
nostics, forecasts and prognostics. BareApp2 (also developed in Ghana) 
combines AI and skin expertise to diagnose black skin diseases and make 
recommendations for best treatment. In Nigeria, RxAll3 is enabling phar-
macies and patients to avoid buying counterfeit medicines online through 
a Deep Learning-Hyperspectral IoT platform for authenticating drugs in 
real time. Vinsighte4 has developed an AI-powered system that detects 
eye diseases at an early stage and aids the visually impaired to read books 
and navigate their environments independently. InStrat5 (also developed 
in Nigeria) uses AI to detect and predict possible disease outbreaks by 
electronically collecting and analysing clinical and non-clinical data. In 
Uganda, Chil AI Lab Group6 has developed a system that combines 
AI and other emerging technologies to enhance management of female 
chronic diseases. The overall aim, however, is to provide accessible and 
affordable chronic disease prevention and management to women. AI is 
also being deployed for non-clinical healthcare purposes such as insurance. 
Deployed in countries such as Nigeria, Ghana and South Africa, Curacel7 

uses AI to optimise health insurance claims. 

Financial Services 

Financial services sector is another field where AI is being deployed in 
Africa. In Kenya, M-Shwari8 has developed a system that relies on AI to 
review online loan applications, helping it to consider applications from

1 https://www.minohealth.org. 
2 https://bareapp.ai/. 
3 https://www.rxall.net/. 
4 https://www.vinsighte.com.ng/index.php. 
5 http://instratghs.com/our-services/. 
6 https://chilailabgroup.com/. 
7 https://curacel.co/health-insurance/. 
8 https://www.safaricom.co.ke/personal/m-pesa/credit-and-savings/m-shwari. 
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customers who live far from bank branches. Similarly, In Egypt, Cass-
bana9 relies on AI to create digital identities for underserved communities 
so as to integrate them into the banking system. It also manages their 
financial requests and builds a behaviour-based scoring system for them. 
In Nigeria, Debtors Africa10 and Kudi11 are two of the AI applications 
deployed in the financial sector. Debtors Africa uses AI to automatically 
update its independent, searchable database for recalcitrant and delin-
quent debtors, providing status of debtors in real time. Kudi on the other 
hand is a chatbot that responds to financial requests and allows users to 
send money and pay their bills. 

Security Services 

Private and public security services are also deploying AI systems. To 
provide a solution to the well documented risks of misidentification, 
unfair discrimination and bias against black people in the use of biometric 
surveillance technology, a Ghanaian company BACE Group12 has devel-
oped BACE APIs that enables accurate identification of black people 
through facial recognition technology. This company provides secure 
identity verification as a security service to both the public and the private 
sectors. Similarly, in Kenya, the government has deployed AI-powered 
facial recognition technologies to complement policing efforts as part of 
the Safe city Project.13 This technology was developed by the Chinese 
tech giant Huawei and concerns have been expressed regarding the dearth 
of regulatory provisions that can ensure the responsible use of this tech-
nology considering the well documented legal, ethical and socio-cultural 
concerns related to facial recognition (Feldstein 2019). This is because 
there have been reports of a similar technology being purchased by the 
Uganda government from Huawei to spy on political opponents (ibid.). 
Tabiri Analytics14 (which is deployed in Rwanda, Kenya and Uganda) has

9 https://www.cassbana.com/#how-it-works. 
10 https://www.debtorsafrica.com/Home/AboutUs. 
11 https://kudi.com/about-us/. 
12 https://www.bacegroup.com/. 
13 https://africatimes.com/2019/12/18/huaweis-surveillance-tech-in-kenya-a-safe-

bet/. 
14 https://tabirianalytics.com/about/. 
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also been used to provide continuous monitoring service to prevent cyber 
threats. This system uses cloud computing, machine learning and AI to 
automate human analysis of IT system log data to achieve cybersecurity. 
Global Auto Systems15 is also using data and system analytics to provide 
security systems for schools, colleges and universities in Uganda. 

Education 

In Uganda, M-Shule16 has developed and deployed a Toolkit that helps 
learners build academic and life skills with interactive, self-paced and 
personalised learning over SMS, measure progress and performance and 
also keep stakeholders up-to-date with awareness campaigns and situa-
tional response information. It also helps to collect data and insights 
from stakeholders via SMS to make real-time decisions. In Kenya, Eneza 
Education17 is providing primary and secondary school students with 
virtual tutorials on curriculum-aligned content in all subjects while in 
Nigeria Tuteria18 uses AI to link qualified tutors to students within a 
particular area and budget. It also verifies tutors IDs, conducts back-
ground checks and evaluates tutors’ performance. In South Africa, Botl-
hale AI19 solutions specialises in conversational AI. With a suite of Natural 
Language processing tools, this company ensures that those who speak 
African languages do not miss out on the benefits of technologies. 

Transportation and Logistics 

AI is also changing the transport sector in some African countries. In 
Egypt, SWVL20 and Softech Technologies21 have deployed AI applica-
tions making huge impacts. Swvl uses AI to coordinate a fleet of private 
buses, allowing commuters to bypass often congested public transit 
networks while Softech uses AI to help commuters to plan their itinerary

15 https://globalautosystems.co.ug. 
16 https://m-shule.com/index.html#toolkit. 
17 https://enezaeducation.com. 
18 https://www.tuteria.com/why-use-tuteria/. 
19 https://botlhale.ai/about-us/. 
20 https://www.swvl.com/. 
21 https://www.softec.ai/about. 
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by collecting and analysing data on transportation conditions. Softech 
provides both an AI-based digital planner and solutions for commercial 
fleets providing end-to-end visibility and command and control over B2B 
logistics, transportation and mobility operations. In Kenya, Amitruck22 

is being used to create a digital marketplace for trucking; connecting 
transporters and clients on a digital platform while Kamtar is used in 
Ivory Coast to connect shippers and carriers. Kobo36023 is also using 
big data analytics and technology to reduce logistics frictions in Nigeria. 
The overall goals are to ensure efficiency and cost reduction in the supply 
chain. 

Telecommunication 

In Telecommunication, MTN24 (a mobile Telecom operator which is 
in operation in Benin, Cameroon, Ghana, Guinea Bissau, Ivory Coast, 
Nigeria, Rwanda, South Africa Uganda and Zambia) has launched a 
chatbot that simplifies and enhances the quality of customers’ experience. 
Similarly, Ooredoo25 partners with PI works (an AI company) to enhance 
customer experience, network coverage and connectivity in the MENA 
region particularly Tunisia and Algeria. Safaricom26 has also introduced its 
AI Chatbot assistant to popular messaging service WhatsApp to perform 
telecom-related tasks as well as answer queries regarding M-PESA (mobile 
money service) in Kenya. 

Public Service Delivery 

The most prominent use of AI for public service delivery can be found 
in Rwanda where robots27 donated by the United Nations Development

22 https://www.amitruck.com/our-solution. 
23 https://kobo360.com/NG/en/. 
24 https://www.mtnonline.com/about-us/how-big-data-artificial-intelligencell-rule-

your-future/. 
25 https://www.ooredoo.qa/web/en/. 
26 https://www.safaricom.co.ke/about/media-center/publications/press-releases/releas 

e/893. 
27 https://edition.cnn.com/2020/05/25/africa/rwanda-coronavirus-robots/index. 

html. 
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Program (UNDP) were introduced to help in the fight against COVID-
19 pandemic as part of public health intervention. These robots were used 
for a number of tasks including temperature screening, detecting people 
not wearing masks in healthcare settings and delivering medicine, food 
and other essentials in place of frontline health workers. In South Africa 
AI is being used to detect gunshots. Shotspotter28 is used to fight wildlife 
poaching in Kruger National Park. 

Politics 

There is also documented evidence to indicate that AI tools have been 
employed in the African political landscape (e.g. in Kenya and Nigeria) as 
a tool for mis/disinformation. However, AI tools like the one developed 
by African check,29 a South African organisation using AI technology to 
fact check political claims, are helping to fight misinformation. In the 
same vein, the protests that followed the #ENDSARS hashtag30 against 
the Special Anti-Robbery Squad (SARS) in Nigeria in 2020 demonstrated 
the potential impact of AI systems in changing political narratives for 
the citizens. AI-powered digital tools are increasingly changing the way 
politics and public sector decisions are and while providing citizens with 
information on their rights. 

Agriculture 

AI Mozambique, Hello Tractor31 is helping farmers share equipment. It 
also leverages machine learning to predict crop yields and facilitates access 
to financing for farmers. Other AI tools used in Agriculture include Agrix 
Tech32 (in Cameroon) that helps farmers detect crop diseases and propose 
sustainable and environmentally friendly solutions to small-scale farmers

28 https://phys.org/news/2018-09-south-africa-tech-vicious-gun.html. 
29 https://africacheck.org/. 
30 https://globalvoices.org/2020/10/14/lazy-nigerian-youth-mobilize-endsars-pro 

test-from-social-media-to-the-streets/. 
31 https://hellotractor.com/. 
32 https://digestafrica.com/companies/agrix-tech. 
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and PlantVillage Nuru33 in Kenya that serves as a crop disease diag-
nosis tool. In Egypt, AbuErdan34 uses deep learning neural networks and 
predictive analytics algorithms to forecast chicken future performance. 
Apollo Agriculture35 in Kenya uses satellite data and machine learning 
to advise farmers on credit decisions and automated operations to keep 
costs low and processes scalable. Similarly, Aerobotics36 is being deployed 
in South Africa to assist farmers/growers to make informed decisions. 
This application uses AI to collect and analyse data on crop yields and 
subsequently predict future performances. 

The Future of AI in Africa 

The current landscape of AI in Africa is dotted with the presence of 
big tech companies from the Global North including Google, Face-
book, Alibaba Group, Amazon, Microsoft and IBM Research. These 
companies bring improved capacity and enabling infrastructure to make 
data more pervasive and valuable which can be leveraged by AI and 
other emerging technologies to drive large-scale transformation in Africa 
and make the continent more competitive. This will require increased 
sharing, interoperability of data processing systems and significant conver-
gence of emerging technologies. AI presents good opportunities for many 
sectors to optimise solutions to Africa’s problems. The future of many 
public and private sectors in Africa will be intricately linked with the 
future of AI. In healthcare, AI can provide solutions to many chal-
lenges including in medical diagnostics, drug research and discovery, 
clinical trials, disease management, pharmacogenomics, improvement of 
patient outcomes, data management and clinical decision support tools. 
In banking and other financial services, AI can improve risk detection and 
management in addition to data management. There are also prospects 
of using AI as a new tool for counterterrorism in Africa. McKendrick 
(2019) and Ramanouski (2019) have described how AI can theoretically 
contribute to counterterrorism operations. Therefore, with the continued 
activities of terrorist groups such as Boko Haram and al-Shabaab in Africa,

33 https://www.biorxiv.org/content/10.1101/2020.01.26.919449v1.ful. 
34 https://abuerdan.com/contact-us/. 
35 https://www.apolloagriculture.com. 
36 https://www.aerobotics.com. 

https://www.biorxiv.org/content/10.1101/2020.01.26.919449v1.ful
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AI can provide a potent tool for counterterrorism. Although a joint report 
by UNICRI and UNCCT have also detailed the possible malicious use of 
AI for terrorist purposes (United Nations 2021). 

Furthermore, AI holds the promise of enabling a revolution in how 
agriculture is done in Africa. From crop and soil monitoring, improved 
plant and crop disease diagnosis, crop yield prediction and price fore-
casts, intelligent spraying, pest control, drought prediction, to agriculture 
robots and genomic precision, AI has the potential to transform the Agri-
culture industry in Africa. In addition, Africa’s educational system has 
many challenges in personnel and facilities that AI can address in future. 
This includes among other things AI-powered virtual teaching assistants 
that can help both teachers and students in assessments and providing 
feedback. Considering the lack of physical infrastructure and insufficiency 
of training for teachers in Africa, the potential impact of AI on learning 
may be extensive. There is sufficient evidence to show that there will also 
be possible increases in the use of AI in politics, public service delivery, 
transportation (e.g. driverless cars) and the military in Africa in the next 
two decades as they are currently used in the Global North. 

However, despite the potential benefits of this technology, the design 
and implementation of AI systems raise significant ethical, legal and socio-
cultural challenges. There is a growing body of the literature to highlight 
that AI design and implementation are not only changing socio-cultural 
dynamics but also exacerbating existing societal inequalities, biases and 
stereotypes (Nelson 2019; Weber 2019). Many AI systems ranging from 
applications for predictive policing (McDaniel and Pease 2021), to facial 
recognition technologies (Raji et al. 2020) have shown to be inherently 
biased and discriminate against certain sections of the society. These biases 
can creep into AI through the underlying datasets or algorithms. Both the 
data and algorithms can include biased human decisions or reflect histor-
ical inequalities bordering on gender, race, social status and geographical 
location. Most importantly, black people have been shown to be dispro-
portionately affected by unfair bias in current AI systems which puts Africa 
at a disadvantage. The impact of such biases inflicts hurt on those who are 
discriminated against. It brings mistrust and possible unacceptance which 
reduces its potential benefits to businesses and the society at large. 

AI also raises challenges for human rights in a number of ways. From 
the creation of autonomous and intelligent agents like driverless cars, 
neurotechnologies that could clearly disrupt people’s sense of identity
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and agency (Yuste et al.  2017), to the possibility of digital authoritari-
anism, AI challenges established perceptions of human rights which need 
attention. The possibility of deploying AI-based surveillance technologies 
by governments is a challenge that requires attention since human rights 
reports in Africa do not look good. However, the above concerns related 
to unfair biases and discrimination and human rights together with the 
high energy requirements for AI systems contribute to conclusions that AI 
can inhibit some of the UN sustainable development goals (SDG) targets 
(Gupta et al. 2021; Vinuesa et al. 2020). These and many more negative 
impacts and unintended consequences of AI applications call for a design 
and implementation of this technology in a way that is ethically respon-
sible, legally compliant and socio-culturally acceptable (Wakunuma et al., 
2022).This is the concept of Responsible AI. Realising the full capacity 
of AI for human flourishing depends on Responsible AI and therefore 
should be a major agenda for AI discourse in Africa. 

What Can Africa Do to Achieve Responsible AI? 

AI and other emerging technologies are characterised by features such 
as logical malleability, ubiquity, pervasiveness, interactivity, possibility of 
augmentation and potentially autonomy. ‘Logical malleability’ (Moor 
1985) makes it difficult to predict how AI systems can be used or others 
discussed under the concept of interpretive flexibility (Doherty et al. 
2006). Its ubiquitous, pervasive and interactive nature continues to be 
more pronounced as new use cases emerge. Together with the potential to 
achieve autonomy, these features mean that both the design and deploy-
ment require the consideration of ethical, legal and socio-cultural values 
and principles because of possible intended and unintended consequences. 
These features inform the many uses of AI including for improving 
processes and efficiency, social control and to promote human flourishing 
(Stahl, 2021). However, for AI to promote human flourishing especially 
in Africa, the principle of responsibility needs to be integrated into its 
design. 

Responsible AI is about how AI can be sensitive to human values 
(which is shaped by cultural beliefs and systems) and to societal needs, 
expectations, hopes and fears. As Dignum (2017) opined, Responsible 
AI rests on three pillars; the willingness of stakeholders to accept respon-
sibility for the impact of AI, the development of mechanisms that can
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enable AI systems to be sensitive to ethics and human values and appre-
ciation of different impacts of AI in different cultures. These pillars 
shape initiatives in AI education, governance, regulation, risk assessment 
approaches and quality assurance. For instance, the promotion of AI 
governance comes from the willingness by public and private entities to 
address the impact of AI. However, the question for Africa is; do we 
have the necessary technical and socio-economic infrastructure to facili-
tate these? All available indexes point to the fact that Africa lags behind in 
the comparative global AI readiness. Recent reports on the current state 
of the art on AI in Sub-Saharan Africa confirms the evident lack of AI 
capacity in the AI ecosystem and suggest the need for greater capacity 
(Butcher et al. 2021; Gwagwa et al. 2021). One thing that is clear is that 
the role of ensuring that Responsible AI is achieved in Africa is firstly 
ours before any other person else. We are mainly responsible for ensuring 
that AI designed and deployed in Africa is sensitive to our socio-cultural 
contexts but not only ours. 

The previous section has mapped the future of AI applications in Africa 
and their potentially historical impacts, we will now provide perspectives 
on how Africa can not only increase AI capacity but how to achieve 
Responsible AI considering the continued global discourse on AI ethics. 

Framing the Role of AI for Africa 

Africa is historically credited with contributing to the industrial revolu-
tions of the eighteenth century. It was Karl Marx who wrote that the 
“turning of Africa into a warren for the commercial hunting of black-
skins” contributed to the “rosy dawn of the era of capitalist production”. 
Eric Williams (1944) also echoed the role slavery had on capitalism in 
his work titled Capitalism and Slavery. According to Parvanova (2017) 
this industrial revolution became the force behind colonialism because 
it created the need for Europe to expand; increased production capacity 
required more raw materials to satisfy demands. However, a number of 
factors including colonialism impeded the spread of industrial revolutions 
in the dependent countries of Africa. Alam (2012) has provided empirical 
evidence to demonstrate the impact of colonialism on industrial Revolu-
tions in Africa. Unfortunately, since the end of colonialism, Africa has not 
caught up with subsequent industrial revolutions characterised by digital 
technology and the results are in the social, economic and digital inequal-
ities between the Global North and the Global South. The first three
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industrial revolutions have shaped the societies we live in today and it is 
safe to say that Africa has not benefited fully from them. About 40% of 
Africans still do not have access to electricity and fully automated produc-
tions are yet to be achieved. And with the 3rd industrial revolution came 
the challenge of digital divide. According to a 2021 report by the Ibrahim 
Forum, “89% of learners in sub-Saharan Africa do not have access to 
household computers. 82% lack internet access and at least 20 million 
live in areas not covered by a mobile network” (Mo Ibrahim Foundation 
2021). 

With AI driving the 4IR, there is a potential to further divide humans 
on a class level and Africa may be disconnected or will not receive the 
same level of benefit from AI systems. Some have also pointed out that 
AI raises the risk of neo-colonialism with regard to data and the algo-
rithms that shape AI. AI is as good as the datasets and the algorithm that 
shaped it. That means that there is inherent power and control in datasets. 
Allowing the Global North to own and control the datasets that shape 
AI systems developed for Africa amounts to what many have described 
as ‘data colonialism’ (Couldry and Mejias 2019; Viera Magalhães and 
Couldry 2021). 

Beyond data there are also the algorithms that are not neutral (Mittel-
stadt et al. 2016; Warfield 2020; Stinson 2021). According to Mittelstadt 
et al. (2016), ethical issues related to algorithms include both epis-
temic and normative concerns; possibilities of unjustified actions, opacity, 
bias, discrimination, challenges to autonomy and informational privacy. 
Birhane (2020) has also written about the possibility of ‘algorithmic colo-
nization’ to show that algorithms contain the biased interests and values 
of those who develop them which are often overshadowed by the hype 
around AI. The argument here is that Africa needs to move beyond 
the hyperbolic language surrounding AI to understand the true facts 
about datasets and algorithms and their inherent power in AI. Those 
who have the data and the algorithms will hold great power and influ-
ence; great power to improve processes and procedures, for social control 
and to acquire better human flourishing but in a way to favour them. An 
example is the development of COVID-19 vaccines. Despite the potential 
benefits of equitable access to vaccines, the greatest barriers to adequate 
vaccine supply remains intellectual property (IP) protection governing 
the production and access to vaccines (Erfani et al. 2021). Those who 
produced the vaccines and own the IP remain in the position of power 
and lack the political and moral will to waive their IP rights to facilitate
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equitable access to the vaccines. With these in mind, Africa needs to be 
deliberate in framing the role AI can play for the continent and in the 
development and definition of our data and our algorithm. Responsible 
AI in Africa means AI developed with African data and culturally sensi-
tive algorithms. Policymakers in public and private sectors, researchers, 
industry players and all stakeholders need to decide on what kind of AI-
driven society we want. The role of AI in Africa should be to provide 
fundamental solutions that can level up evident inequalities in produc-
tion, in healthcare, education, gender and other spheres of life. AI in 
Africa needs to amplify our positive cultural contexts. Over reliance on 
importing AI systems driven by foreign values and principles can only 
exacerbate the risk of neo-colonialism. Africa’s attitude towards the 4IR, 
especially AI does not need to mirror how the other industrial revolutions 
were handled. 

Another thing to say here is that due to the pervasiveness of AI tech-
nology and the interconnectedness of the African societies, it will take the 
whole continent to frame the goal of AI around improving and promoting 
the unique cultural contexts Africa possesses. Africa’s framing of the goals 
of AI needs to therefore rely on the fundamental cultural narratives of 
Africans, consisting of our stories, our beliefs, values, needs, expecta-
tions, fears and concerns. Values and power are central in AI design and 
implementation, however, inherently-power-driven AI narratives from the 
Global North should not determine the paths we chart for our AI journey. 
Africa should proactively frame how AI should be developed and deployed 
in our communities (Eke and Ogoh, 2022). Lessons from the Global 
North should shape such a framing to centre on creating an ecosystem 
where AI can thrive and on embedding critical African values into AI 
systems to ensure that AI in Africa can truly conform to the principles of 
science for and with the society. 

Identification of Relevant African Values and Principles to Be 
Embedded into AI Systems 

The centrality of data in AI means that AI aligns with human preferences, 
interests and values. But the critical question is what and whose values 
should AI applications align with. At the foundation of global discussion 
on AI alignment are established ethical traditions (Yu et al. 2018) such  
as utilitarianism (Roff 2020), deontology (Hooker and Kim 2018) or
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virtue ethics (Neubert and Montañez 2020). Each of these ethical tradi-
tions are without roots in Africa and emphasise the importance of AI to 
respect the objective interests of humanity or a particular group of people. 
Impliedly, ethically-aligned AI discourse has focused on the principles and 
values from cultural contexts from which these frameworks emerged—the 
Global North. 

In his book, Human Compatible: Artificial Intelligence and the 
Problem of Control, Stuart Russell (2019), observed that aligning AI to 
human values is the crucial goal of AI value alignment. This is particu-
larly important because of the critical potential characteristic of autonomy 
of AI systems. The values embedded into AI, therefore, are critical to 
its impact on society. As AI systems are developed for African societies, 
it is critical to ensure that the values embedded in these systems repre-
sent objective interests and beliefs in Africa. In essence, to design AI 
for Africans requires the positive action of integrating African values and 
principles in the design and implementation. The first part of this is to 
normatively understand what values and principles ought to be embedded 
in AI systems. Africa has rich moral traditions built around core values of 
interconnectedness, solidarity, communality and respect conceptualised in 
ethical frameworks such as Ubuntu (translated broadly as “I am because 
we are”) and or ujamma (the spirit of brotherhood). These and other 
relevant African value-systems should form the central focus of AI value 
alignment in Africa. AI discourse in Africa ought to focus not only on 
what AI might do for Africa but also how AI should be done for the 
benefit of Africans. 

For AI to be truly for society, there must be an understanding that the 
technical design needs to reflect societal values, needs and expectations. 
Unlike the usual tick-box exercise evident in most research and innova-
tion processes, this is about a proactive and continuous consideration of 
the social and ethical consequences and a conscious integration of values 
in the design as well as the deployment of AI systems. As Stahl (2021) 
suggested, this demands a fundamental rethink of the relationship of AI 
research and innovation and ethics. African ethical principles should be an 
integral part of AI’s scientific excellence in a way that promotes solutions 
tailored for African societies. Our values should be central to the intended 
consequences of AI in Africa; included in the risk assessments and form 
part of the evaluation of trustworthiness and responsibility of the AI 
systems. Interventions needed to address identified risks should reflect 
contextual African values. However, the identification and applications of
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these values and principles require the collaboration and contributions of 
diverse stakeholders from all AI ecosystems (Stahl 2021). 

Increased Involvement of Relevant Stakeholders 

In his book, Stahl (2021) highlighted the idea of AI ecosystems which is 
already established in the European Commission’s AI White paper (Euro-
pean Commission 2020), global recommendations from OECD (2019) 
and UNESCO (2020) and also in the UK’s Digital Catapult (2020). 
Using ecosystems as a metaphor, Stahl conceptualised AI ecosystems 
(consisting of individuals, organisations, innovation systems and land-
scapes) as examples of innovation ecosystems characterised by complex 
relationships between different and interdependent actors, willing to co-
evolve and mutually learn as they drive change with openness. As he 
pointed out, there are elements of AI that are global but identifiable 
regional differences in the USA, China and Europe suggest separate 
ecosystems distinguished by geography, jurisdictions and other elements 
or environments within which the AI system is embedded. These envi-
ronments range from “technical, policy, economic, legal, social, ethical 
and other aspects that closely interact with AI” (Stahl 2021, p. 93) 
and produce diverse stakeholders that can influence how societal impacts 
of AI are perceived, identified and can be addressed. It is important 
for Africa to identify these AI ecosystems (at the broader continental 
and national levels; relevant disciplines and sectors) and the stakeholders 
therein for a process of co-creation of frameworks for AI. There are 
diverse cultural contexts (languages, values, belief systems, etc.) and inter-
ests (educational, political, economic, legal, etc.) in Africa which need to 
be represented in the discourse on both what AI might do and how it 
should be done. The recognition of these contexts is the foundation of 
Responsible AI (Table 1).

The Role of Africa in the Global AI Discourse 

As we have highlighted in earlier sections, every region, nation and 
cultural community has a role to play in shaping the discussions around 
Responsible AI. The approach to Responsible AI should be bottom-up 
rather than top-down. A clear conceptualisation of contextual values, 
needs and interests should precede acceptable international frameworks
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Table 1 Roadmap to achieving Responsible AI in Africa 

Framing the role of AI in Africa Considering African 
• Expectations 
• Interests 
• Fears/concerns 
• Hopes  
• Needs 
• Innovation 
• Acceptance 
• Ownership 
• Data  
• algorithm 

Identification of relevant African values and 
principles to be embedded into AI systems 

Considering African 
• Unique cultural belief-systems and 

traditions 
• Ethical frameworks (characterised by 

communitarian principles e.g. Ubuntu, 
ujamaa, humanism etc.) 

• Cultural practices and values 
Involvement of relevant stakeholders From different: 

Nations, regions, jurisdictions, fields of 
study, gender, socio-economic 
backgrounds, public and private sector, 
languages (Policy makers, industry, 
academia and citizens) 
For: 
• Co-creation 
• Engagement 
• Inclusion 
• Participation/buy-in 
• Building trust 
• Consultation 
• Education

for AI governance and principles. Therefore, Africa nations in partic-
ular and the region in general, like other countries and regions in the 
Global North, have key roles to play due to the level of distribution of 
power that comes from global AI governance. We have interests, needs, 
hopes, fears, principles and values that need to be factored in the global 
consideration Responsible AI. This starts with having clear normative and 
epistemic understandings of unique African perspectives that AI design 
and implementation should align with. Such understanding should shape 
Africa’s roles in global discussions on AI ethics. Africa should not only be 
included in the global discourse on Responsible AI but should approach
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the proverbial table with their interests, expectations as well as their values 
and moral principles such as the communitarian principles exemplified in 
concepts such as ubuntu and ujamma. 

In addition to this, Africa offers the global AI design and implementa-
tion landscape opportunities of diversification and generalisability in terms 
of datasets, skillsets and personnel to achieve Responsible AI. Dispropor-
tionate amount of data collected from the Global North contribute to 
the persistent challenges of unfair bias and discrimination in AI. The data, 
values and humans who build and deploy AI should include representa-
tion from backgrounds in Africa. This focus on diversification can ensure 
better AI outcomes informed by reliable insights from sufficiently repre-
sentative datasets. A recent report on AI in Sub-Saharan Africa observed 
that such a representation should be more than a box-ticking exercise 
and must be seen as a moral imperative for all stakeholders (Ndung’u 
and Signe 2020) Stakeholders ought to appreciate the intrinsic values of 
diverse interests, expectations and perspectives inherent in the data that 
inform AI. The inclusion of new voices, perspectives and datasets provide 
new opportunities for designing solutions for more people. For instance, 
facial recognition systems developed by big tech companies in North 
America, Asia and Europe predominantly misidentify people based on 
race and gender owing to both the data and algorithms that shape these 
systems (Buolamwini and Gebru 2018). In contrast to these systems, a 
Ghanaian tech start-up (led by Ivorian researcher Charlette N’Guessan) 
has developed a facial recognition system for the local market trained 
with more diverse and representative datasets that can accurately identify 
black faces. Since AI is still at its introductory stage in Africa, there are 
opportunities of creating systematic diversity mechanisms to reduce the 
discriminatory effects of AI in the society. Building on from the growing 
body of AI ethics literature and practice, Africa can build a template for 
a sustainable consideration of diversity and inclusion in AI design and 
implementation. 

Conclusion 

Shaping the future of Responsible AI in Africa is a pertinent concept 
particularly when we consider the importance of developing Africa’s own 
contribution to the discourse of AI. For a long time, there have been 
discussions around AI including those around benefits but also around 
the ethical challenges associated with the technology. These have mainly
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been led by the Global North with little contribution from the Global 
South. This chapter has sought to make a contribution to the discourse of 
AI from an African perspective by focussing on what AI means and how it 
may look like for the future when we consider both the benefits and chal-
lenges of AI. The chapter has shown that there are clear benefits of AI by 
looking at a plethora of AI application areas in Africa. In particular, AI is 
being applied in healthcare, in finance, security, education, transport and 
logistics, telecommunication, public service delivery, agriculture as well as 
being used in politics. This is an interesting array of application areas and 
showcases the fact that although there is a limited discourse of AI on a 
global level, Africa has taken to AI and continues to do so in abundance. 
This indicates that there is a need to understand how AI is being applied 
in an African context and subsequently a need to understand what value-
systems are being applied or can be applied as AI becomes mainstream 
in the African context. By cultivating this understanding, we can then 
begin to explore the possibilities that lie ahead in future of AI in Africa 
and as a consequence what can be learnt and shared by Africa in the 
global discourse of AI. Currently, this chapter notes that AI applicability 
is synonymous with big tech companies from the Global North, therefore 
raising concerns around dependency in terms of technology know-how, 
capability, capacity as well as the inculcation of value-systems from the 
Global North to the Global South. This raises further questions around 
the potential and possibility of digital/neo-colonialism which can leave 
Africa grappling with the technology and not being able to understand 
fully or find solutions for challenges that result from AI as it is applied in 
different domains. Simply put, the needs of the Global North are different 
from those of the Global South, as such, it goes without saying that the 
application of AI on the African continent may be different in terms of 
the problems it intends to solve and subsequent benefits the technology 
will have. Similarly, the ethical and social challenges that may result will 
differ in a number of ways when compared to the Global North. As such, 
this calls for Responsible AI particularly in as far as understanding the 
value-systems and human values that may be applicable when it comes 
to AI on the African continent. Africa’s challenges are vast and include 
but are not limited to hunger, poverty, education, health, climate, gender 
disparities and various inequalities, climate among others. The application 
and use of AI will go a long way in mitigating some of these challenges, 
however, this can only be done by incorporating the continent’s values in 
the technology and not being overly reliant and dependent on those from
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the Global North which have been embedded in AI due to technology’s 
origins. Despite AI’s origins, as its use spreads across the globe, there is 
room to tailor it to the locale of its adoption and use for it to be effective 
and truly meaningful. It is for this reason that in this chapter we allude 
to and recognise the importance of embedding African value-systems and 
principles through philosophies like Ubuntu, Ujamma and others in our 
quest of framing a truly Responsible AI for Africa. In this case, Respon-
sible AI means to think about, anticipate, design, implement, adopt, adapt 
and use AI that connects, is communal, respects and works in solidarity 
with different stakeholders for the common good and meeting head-on 
the challenges that Africa faces. 
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Responsible Artificial Intelligence: 
Recommendations and Lessons Learned 

Virginia Dignum 

Introduction 

Nowadays, Artificial Intelligence (AI) is almost ubiquitous. We can hardly 
open a newspaper or tune in to a news show without getting some story 
about AI. But AI means different things to different people. 

As AI is increasingly impacting many aspects of life, the awareness that 
it has the potential to impact our lives and our world as no other tech-
nology has done before is rightfully raising many questions concerning 
its ethical, legal, societal and economical effects. However, whereas the 
dangers and risks of application of AI without due consideration of its 
societal, ethical or legal impact, are increasingly acknowledged, the poten-
tial of AI to contribute to human and societal well-being cannot be 
dismissed. A comprehensive analysis of the role of AI in achieving the 
Sustainable Development Goals (Vinuesa et al. 2020) in which I partici-
pated, concluded that it has the potential to shape the delivery of all 17 
goals, contributing positively to 134 targets across all the goals, but it 
may also inhibit 59 targets (Vinuesa et al. 2020).
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Ensuring the responsible development and use of AI is becoming a 
main direction in AI research and practice. Governments, corporations 
and international organisations alike are coming forward with proposals 
and declarations of their commitment to an accountable, responsible, 
transparent approach to AI, where human values and ethical principles 
are leading. This is a much-needed development, one to which I have 
dedicated my efforts  and research in the  last  few years.  

Currently, there are over 600 AI-related policy recommendations, 
guidelines or strategy reports, which have been released by promi-
nent intergovernmental organisations, professional bodies, national-level 
committees and other public organisations, non-governmental and private 
for-profit companies.1 A recent study of the global landscape of AI 
ethics guidelines shows that there is a global convergence around five 
ethical principles: Transparency, Justice and Fairness, Non-Maleficence, 
Responsibility and Privacy (Jobin et al. 2019). Nevertheless, even though 
organisations agree on the need to consider these principles, how they are 
interpreted and applied in practice, varies significantly across the different 
recommendation documents. 

At the same time, the growing hype around ‘AI’ is blurring its defini-
tion and shoving into the same heap concepts and applications of many 
different sorts. A hard needed first step in the responsible development 
and use of AI is to ensure a proper AI narrative, one that demystifies 
the possibilities and the processes of AI technologies, and that enables 
all to participate in the discussion on the role of AI in society. Under-
standing the capabilities and addressing the risks of AI requires that we 
have a clear understanding of what it is, how it is applied and what are 
the opportunities and risks involved. 

The paper is organised as follows. After a brief discussion on the 
different perspectives on what consists of an AI system, I present in 
section “Ensuring the Responsible Development and Use of AI”, current 
efforts towards the responsible and trustworthy development and use of 
AI. In section “From an Individualistic to a Social Conception of AI”, I 
describe the need to extend current AI research, from an individualistic 
to a social conception of AI.

1 See OECD’s AI Observatory https://oecd.ai/. 

https://oecd.ai/


RESPONSIBLE ARTIFICIAL INTELLIGENCE: RECOMMENDATIONS … 197

What Is AI and Why Should We Care? 

Technological developments have brought forward many potential bene-
fits but at the same time, the risks and problems posed by AI-driven 
applications are increasingly being reported. All those many guidelines 
for AI governance and regulation have the risk to become void without 
an understanding of what AI is and what it can, and cannot, do. Current 
AI narratives bring forward benefits and risks and describe AI in many 
different ways, from the obvious next step in digitisation to some kind of 
magic. Magic in the sense that it can know all about us, and use that 
knowledge to decide about us or for us in possibly unexpected ways, 
either solving all our problems, or destroying the world in the process. 
The reality is, as usual, somewhere in the middle. In the following, I 
briefly describe some of the ways AI is often misunderstood and conclude 
with a reflection of the significance to the current efforts towards AI 
governance. 

Currently, AI is mostly associated with Machine Learning (ML). 
Machine Learning, and in particular, Neural Networks or Deep Learning, 
is a subset of AI techniques that uses statistical methods to enable 
computers to perceive some characteristics of their environment. Current 
techniques are particularly efficient in perceiving images, written or 
spoken text, as well as the many applications of structured data. By 
analysing many thousands of examples (typically a few million), the system 
is able to identify commonalities in these examples, which then enable it 
to interpret data that it has never seen before, which is often referred to 
as prediction. 

AI Is Not Intelligent 

John McCarthy, who originally coined the term Artificial Intelligence, 
defined it as “the study and design of intelligent agents”. In this defi-
nition, which is still one of the most common definitions of AI, the 
concept of intelligence refers to the ability of computers to perform tasks 
commonly associated with intelligent beings, i.e. humans or other non-
human animals. The question remains of what is human (or animal) 
intelligence. Commonly associated with the ability of the mind to reach 
correct conclusions about what is true and what is false, and about how 
to solve problems (Colman 2015), there is no single accepted definition
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of intelligence. Moreover, intelligence is a multifaceted concept. Psychol-
ogists debate on issues such as types of intelligence, the role of nature 
versus nurture in intelligence, how intelligence is represented in the brain, 
and the meaning of group differences in intelligence. Major theories 
include Sternberg’s triarchic theory (Sternberg 1984), Gardner’s theory 
of multiple intelligences (Gardner 2011) and Piaget’s theory of develop-
ment (Piaget 1964). Many characterise human intelligence as more than 
an analytical process and to include creative, practical and other abilities. 
These abilities, for a large part associated with socio-cultural background 
and context, are far from being possible to be replicated by AI systems, 
even if these may approach analytical intelligence for some (simple) tasks. 

AI Is Not Artificial 

AI is not magic. It will not solve all our problems, nor can it exist without 
the use of natural resources and the work of legions of people. In a recent 
book, ‘The Atlas of AI’ (Crawford 2021), Kate Crawford describes the 
field as a collection of maps that enable the reader to traverse places, their 
relations and their impact on AI as an infrastructure. From the mines 
where the core components of hardware originate, to the warehouses 
where human labourers are mere servants to the automated structure, 
in an uneasy reminder of Chaplin’s Modern Times, to the hardship of 
data classification by low paid workers in data labelling farms, Crawford 
exposes the hard reality of the hidden side of AI success. Concluding with 
the powerful reminder that AI is not an objective, neutral and universal 
computational technique, but is deeply embedded in the social, political, 
cultural and economic reality of those that build, use and mostly control 
it (Dignum 2021). 

AI Is Not the Algorithm 

AI is based on algorithms. The concept of ‘algorithm’ is achieving magical 
proportions, used right and left to signify many things, de facto seen as a 
synonym to AI. But, even though AI uses algorithms, as does any other 
computer program or engineering process, AI is not the algorithm. 

The easiest way to understand an algorithm is as a recipe, a set of 
precise rules to achieve a certain result. Every time you add two numbers, 
you are using an algorithm, as well as when you are baking an apple pie. 
However, by itself, the recipe has never turned into an apple pie; and, the
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end result of your pie has as much to do with your baking skills and your 
choice of ingredients, as with the choice for a specific recipe. The same 
applies to AI algorithms: for a large part the behaviour and results of 
the system depends on its input data, and on the choices made by those 
that developed, trained and selected the algorithm. In the same way as 
we have the choice to use organic apples to make our pie, in AI we also 
have the choice to use data that respects and ensures fairness, privacy, 
transparency and all other values we hold dear. This is what Responsible 
AI is about, and includes demanding the same requirements from the 
ones that develop the systems that affect us. 

Responsible AI 

AI is first and foremost technology that can automatise simple, lesser, 
tasks. At the present, AI systems are largely incapable of understanding 
meaning. An AI system can correctly identify cats in pictures or cancer 
cells in scan images, but it has no idea of what a cat or a cancer cell 
is. Moreover, AI system can only do this if there are enough people 
performing the tasks (classification, collection, maintenance…) that are 
needed to make the system function, misleadingly, in an autonomous 
manner. 

But it is much more, both in terms of techniques used, as in terms of 
societal impact and human participation. As such, AI can be best under-
stood as a socio-technical ecosystem. In order to understand AI, it is 
necessary to recognise the interaction between people and technology, 
and how complex infrastructures affect and are affected by society and by 
human behaviour. 

As such, AI is not just about the automation of decisions and actions, 
the adaptability to learn from the changes affected in the environment, 
and the interactivity required to be sensitive to the actions and aims of 
other agents in that environment, and decide when to cooperate or to 
compete. It is mostly about the structures of power, participation and 
access to technology that determine who can influence which decisions 
or actions are being automated, which data, knowledge and resources are 
used to learn from, and how interactions between those that decide and 
those that are impacted are defined and maintained. 

A responsible, ethical, approach to AI will ensure transparency about 
how adaptation is done, responsibility for the level of automation on 
which the system is able to reason, and accountability for the results
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and the principles that guide its interactions with others, most impor-
tantly with people. In addition, and above all, a responsible approach to 
AI makes clear that AI systems are artefacts manufactured by people for 
some purpose, and that those which make these have the power to decide 
on the use of AI. It is time to discuss how power structures determine 
AI and how AI establishes and maintains power structures, and on the 
balance between, those who benefit from, and those who are harmed by 
the use of AI (Crawford 2021). 

Ensuring the Responsible 

Development and Use of AI 

Ethical AI is not, as some may claim, a way to give machines some 
kind of ‘responsibility’ for their actions and decisions, and in the process, 
discharge people and organisations of their responsibility. On the contrary, 
ethical AI gives the people and organisations involved more responsibility 
and more accountability: for the decisions and actions of the AI appli-
cations, and for their own decision of using AI in a given application 
context. When considering effects and the governance thereof, the tech-
nology, or the artefact that embeds that technology, cannot be separated 
from the socio-technical ecosystem of which it is a component. Guide-
lines, principles and strategies to ensure trust and responsibility in AI, 
must be directed towards the socio-technical ecosystem in which AI is 
developed and used. It is not the AI artefact or application that needs to 
be ethical, trustworthy or responsible. Rather, it is the social component 
of this ecosystem that can and should take responsibility and act in consid-
eration of an ethical framework such that the overall system can be trusted 
by the society. Having said this, governance can be achieved by several 
means, softer or harder. Currently several directions are being explored, 
the main ones are highlighted in the remainder of this section. Future 
research and experience will identify which approaches are the most suit-
able, but given the complexity of the problem, it is very likely that a 
combination of approaches will be needed. 

Regulation 

AI regulation is a hot topic, with many proposers and opponents. The 
recent proposal by the European Commission envisions a risk-based
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approach to regulation that ensures that people can trust that AI tech-
nology is used in a way that is safe and compliant with the law, including 
the respect of fundamental human rights. 

The proposal implements most of the 7 requirements of the Ethics 
Guidelines for Trustworthy AI into specific requirements for ‘high-risk’ 
AI. However, it does not deal explicitly with issues of inclusion, non-
discrimination and fairness. Minimising or eliminating discriminatory bias 
or unfair outcomes is more than excluding the use of low-quality data. 
The design of any artefact, such as an AI system, is in itself an accu-
mulation of choices and choices are biased by nature as they involve 
selecting an option over another. Technical solutions at dataset level 
must be complemented by socio-technical processes that help avoid any 
discriminatory or unfair outcomes of AI. 

Moreover, successful regulation demands clear choices about what is 
being regulated: is it the technology itself, or the impact, or results of 
its application? By focusing on technologies, or methods, i.e. by regu-
lating systems that are based on “machine learning, logic, or statistical 
approaches”, such as described in the AI definition used in the Euro-
pean Commission’s proposal, we run the risk of seeing organisations 
evading the regulation, simply by classifying their applications differently. 
Conversely, there are a plethora of applications based on, e.g. statistics 
that are not AI. 

A future-proof regulation should focus on the outcomes of systems, 
whether or not these systems fall in the current understanding of what is 
‘AI’. If someone is wrongly identified, is denied human rights or access 
to resources, or is conditioned to believe or act in a certain way, it does 
not matter whether the system is ‘AI’ or not. It is simply wrong. More-
over, regulation must also address the inputs, processes and conditions 
under which AI is developed and used are at least as important. Much 
has been said about the dangers of biased data and discriminating appli-
cations. Attention for the societal, environmental and climate costs of AI 
systems is increasing. All these must be included in any effort to ensure 
the responsible development and use of AI. 

At the same time, AI systems are computer applications, i.e. are arte-
facts, and as such subject to existing constraints, legislation, for which due 
diligence obligations and liabilities apply. That is, already now, AI does 
not operate in a lawless space. Before defining extra regulations, we need 
to start by understanding what is already covered by existing legislation.
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A risk-based approach to regulation, as proposed by the European 
Commission, is the right direction to take, but needs to be informed 
by a clear understanding of what is the source of those risks. More-
over, it requires to not merely focus on technical solutions at the level of 
the algorithms or the datasets, but rather on developing socio-technical 
processes, and the corporate responsibility, to ensure that any discrimi-
natory or unfair outcomes are avoided and mitigated. Independently of 
whether we call the system ‘AI’ or not. 

Standardisation 

Standards are consensus-based agreed-upon ways of doing things 
by providing what they consider to be the minimum universally-
acknowledged specifications. Industry standards are proven to be bene-
ficial to organisations and individuals. Standards can help reduce costs 
and improve efficiency of organisations by providing consistency and 
quality metrics, the establishment of a common vocabulary, good-design 
methodologies and architectural frameworks. At the same time, standards 
provide consumers with confidence in the quality and safety of products 
and services. 

Most standards are considered soft governance; i.e. non-mandatory to 
follow. Yet, it is often in the best interest of companies to follow them to 
demonstrate due diligence and, therefore, limit their legal liability in case 
of an incident. Moreover, standards can ensure user-friendly integration 
between products (Theodorou and Dignum 2020). 

AI standards work to support the governance of AI development and 
use is ongoing at ISO and IEEE, the two leading standards bodies. Such 
standards can support AI policy goals in particular where it concerns 
safety, security and robustness of AI, guarantees of explainability, and 
means to reduce bias in algorithmic decisions (Cihon 2019). 

Jointly with IEC, ISO has established a Standards Committee on Arti-
ficial Intelligence (SC 42). Ongoing SC 42 efforts are, so far, limited and 
preliminary (Cihon 2019). On the other hand, IEEE’s Standards Asso-
ciation global initiative on Ethically Aligned Design is actively working 
on vision and recommendations to address the values and intentions as 
well as legal and technical implementations of autonomous and intelligent 
systems to prioritise human well-being (IEEE 2016). This is the joint
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work of over 700 international researchers and practitioners. In partic-
ular, the P70002 series aims to develop standards that will eventually 
serve to underpin and scaffold future norms and standards within a new 
framework of ethical governance for AI/AS design. Currently, the P7000 
working groups are working on candidate standard recommendations to 
address issues as diverse as system design, transparency in autonomous 
systems, algorithmic bias, personal, children, student and employer data 
governance, nudging, or, the identification and rating the trustworthi-
ness of news sources. Notably, the efforts on assessment of impact of 
autonomous and intelligent systems on human well-being is now available 
as an IEEE standard.3 

Assessment 

Responsible AI is more than the ticking of some ethical ‘boxes’ or the 
development of some add-on features in AI systems. Nevertheless, devel-
opers and users can benefit from support and concrete steps to understand 
the relevant legal and ethical standards and considerations when making 
decisions on the use of AI applications. Impact assessment tools provide 
a step-by-step evaluation of the impact of systems, methods or tools on 
aspects such as privacy, transparency, explanation, bias or liability (Taddeo 
and Floridi 2018). 

It is important to realise, as described in Taddeo and Floridi (2018) 
that even though these approaches “can never map the entire spectrum 
of opportunities, risks, and unintended consequences of AI systems, they 
may identify preferable alternatives, valuable courses of action, likely risks, 
and mitigating strategies. This has a dual advantage. As an opportunity 
strategy, foresight methodologies can help leverage ethical solutions. As 
a form of risk management, they can help prevent or mitigate costly 
mistakes, by avoiding decisions or actions that are ethically unacceptable”. 

Currently, much effort is being put on the development of assess-
ment tools.4 The EU Guidelines for trustworthy AI are accompanied by

2 See https://ethicsinaction.ieee.org/p7000/. 
3 See https://ieeexplore.ieee.org/browse/standards/reading-room/page?ranges= 

2020_2020_Year. 
4 A comprehensive list of existing frameworks is available at https://www.aiethicist.org/ 

frameworks-guidelines-toolkits. 

https://ethicsinaction.ieee.org/p7000/
https://ieeexplore.ieee.org/browse/standards/reading-room/page?ranges=2020_2020_Year
https://ieeexplore.ieee.org/browse/standards/reading-room/page?ranges=2020_2020_Year
https://www.aiethicist.org/frameworks-guidelines-toolkits
https://www.aiethicist.org/frameworks-guidelines-toolkits
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a comprehensive assessment framework which was developed based on a 
public consultation process. 

Finally, it is important to realise that any requirements for trustworthy 
AI are necessary but not sufficient to develop human-centred AI. That 
is, such requirements need to be understood and implemented from a 
contextual perspective, i.e. it should be possible to adjust the implemen-
tation of the requirement such as transparency based on the context 
in which the system is used. That is requirements such as transparency 
should not have one fixed definition for all AI systems, but rather be 
defined based on how the AI system is used. At the same time, any AI 
technique used in the design and implementation should be amenable 
to explicitly consider all ethical requirements. For example, it should be 
possible to explain (or to show) how the system got to a certain decision 
or behaviour. 

Assessment tools need to be able to account for this contextualisation, 
as well as ensuring alignment with existing frameworks and requirements 
in terms of other types of assessment, such that the evaluation of trust 
and responsibility of AI systems provides added value to those developing 
and using it, rather than adding yet another bureaucratic burden. 

Codes of Conduct and Advisory Boards 

A professional code of conduct is a public statement developed for and by 
a professional group to reflect shared principles about practice, conduct 
and ethics of those exercising the profession; describe the quality of 
behaviour that reflects the expectations of the profession and the commu-
nity; provide a clear statement to the society about these expectations, and 
enable professionals to reflect on their own ethical decisions. 

A code of conduct supports professionals to assess and resolve diffi-
cult professional and ethical dilemmas. While there in the case of ethical 
dilemmas there is not a correct solution, the professionals can give 
account of their actions by referring to the code. In line with other socially 
sensitive professions, such as medical doctors or lawyers, i.e. with the 
attendant certification of ‘ethical AI’ can support trust. Several organi-
sations are working on the development of codes of conduct for data and 
AI-related professions, with specific ethical duties. Just recently ACM, the
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Association for Computing Machinery, the largest international associa-
tion of computing professionals, updated their code of conduct.5 This 
voluntary code is “a collection of principles and guidelines designed 
to help computing professionals make ethically responsible decisions in 
professional practice. It translates broad ethical principles into concrete 
statements about professional conduct”. This code explicitly addresses 
issues associated with the development of AI systems, namely issues of 
emergent properties, discrimination and privacy. Specifically, it calls out 
the responsibility of technologists to ensure that systems are inclusive and 
accessible to all and requires that they are knowledgeable about privacy 
issues. 

At the same time, the role of an AI Ethicist is becoming a hot topic 
as large businesses are increasingly dependent on AI and as the impact of 
these systems on people and society becomes increasingly more evident, 
and not always for the best. Recent scandals both about the impact of 
AI in bias and discrimination, as on the way businesses are dealing with 
their own responsibility, specifically on the role and treatment of whistle-
blowers, have increased the demand for clear and explicit organisational 
structures to deal with the impact of AI. 

Many organisations have since established the role of chief AI ethics 
officer, or similar. Others, recognising that the societal and ethical issues 
that arise from AI are complex and multi-dimensional, and therefore 
require insights and expertise from many different disciplines and an open 
participation of different stakeholders, have established AI ethics boards 
or advisory panels. 

Awareness and Participation 

Inclusion and diversity are a broader societal challenge and central to AI 
development. It is therefore important that as broad a group of people 
as possible have a basic knowledge of AI, what can (and can’t) be done 
with AI, and how AI impacts individual decisions and shapes society. A 
well-known initiative in this area is Elements of AI,6 initiated in Finland 
with the objective to train one per cent of EU citizens in the basics of

5 See https://www.acm.org/code-of-ethics. 
6 See https://www.elementsofai.com/. 

https://www.acm.org/code-of-ethics
https://www.elementsofai.com/
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artificial intelligence, thereby strengthening digital leadership within the 
EU. 

In parallel, research and development of AI systems must be informed 
by diversity, in all the meanings of diversity, and obviously including 
gender, cultural background and ethnicity. Moreover, AI is not any longer 
an engineering discipline and at the same time there is growing evidence 
that cognitive diversity contributes to better decision-making. Therefore, 
developing teams should include social scientists, philosophers and others, 
as well as ensuring gender, ethnicity and cultural differences. It is equally 
important to diversify the discipline background and expertise of those 
working on AI to include AI professionals with knowledge of, amongst 
others, philosophy, social science, law and economy. Regulation and codes 
of conduct can specify targets and goals, along with incentives, as a way 
to foster diversity in AI teams (Dignum 2020). 

From an Individualistic 

to a Social Conception of AI 

The dominant approach to AI has so far been an individualistic, rational 
one. Russell and Norvig’s classic AI text book defines AI along two 
dimensions (Russell and Norvig 2010): how it reasons (human-like or 
rationally7 ) and what it ‘does’ (think or act). Human-like approaches 
aim to understand and model how the human mind works, and rational 
approaches aim at developing systems that result in the optimal level of 
benefit or utility for an individual. Both approaches are well aligned with 
the Western philosophy statement “I think therefore I am”, fundamen-
tally conceptualising an AI system as an individual entity. 

Intelligent agents are typically characterised as bounded rational, 
acting towards their own perceived interests. For instance, by identi-
fying and applying patterns in (human-generated) data, machine learning 
systems mimic and extend the human reasoning and actions embedded 
in that data, whereas symbolic logic approaches (the so called ‘good old-
fashioned AI’, or GOFAI) aim to capture the laws of rational thought and 
action, resulting in an idealised model of human reasoning.

7 Note that this terminology does not imply that human-like behaviour is not rational, 
but uses ‘rational’ to refer to utility optimising behaviour. 
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Human-Like or Rational? 

That is, rationality is often a central assumption for agent deliberation 
(Dignum 2017). Moreover, intelligent systems are expected to hold 
consistent world views (beliefs), and to optimise action and decision based 
on a set of given preferences (often accuracy has highest priority). This 
view on rationality entails that agents are expected, and designed, to act 
rationally in the sense that they choose the best means available to achieve 
a given end, and maintain consistency between what is wanted and what 
is chosen (Lindenberg 2001). 

The main advantages of a rationality assumption are their parsimony 
and applicability to a very broad range of situations and environ-
ments, and their ability to generate falsifiable, and sometimes empirically 
confirmed, hypotheses about actions in these environments. This gives 
conventional rational choice approaches a combination of generality and 
predictive power not found in other approaches. 

Unfortunately, this type of rational behaviour fits mostly with strategic 
choices, where information is all available or can be gathered at will. It 
does not really suit most human behaviour which is based on split second 
decisions, on habits, on social conventions and power structures. When 
the aim of AI systems is to develop models of societal behaviour or to 
develop systems that are able to interact with people in social settings, 
rationality is not enough to model human behaviour. This was exem-
plified before by all the application areas, where the rational behaviour 
needs to be combined with different types of behaviour in order to be 
effective. In reality, human behaviour is neither simple nor rational, but 
derives from a complex mix of mental, physical, emotional and social 
aspects. Realistic applications must moreover consider situations in which 
not all alternatives, consequences and event probabilities can be foreseen. 
Thus, it is impossible to ‘rationally’ optimise utility, as the utility func-
tion is not completely known, neither are the optimisation criteria known. 
This renders rational choice approaches unable to accurately model and 
predict a wide range of human behaviours. Already in 2010, Dignum and 
Dignum (2010) show how different types of variations and models cater 
for different applications, while no generic model exists that serves as a 
foundation for all models. 

Both the human-like and the rational perspectives on AI are suited for 
a task-oriented view on the purpose of AI systems. That is, the system is 
expected to optimise the result of its actions for a specific purpose. Even



208 V. DIGNUM

though it is able to perceive its environment and adapt accordingly, it 
is mostly unaware of its own role in that environment, and of the fact 
that its actions contribute to change. Given the large impact of AI on 
society, a new modelling paradigm is needed that is able to account for 
this feedback loop of decision—action—context. That is, AI modelling 
needs to follow a social paradigm. 

Social AI 

Non-Western philosophies, and in particular Ubuntu, take a societal 
rather than an individual stance, which begs the question of how AI would 
be defined from the perspective of Ubuntu thought. Without trying to 
describe or fully understand Ubuntu philosophy, I will in the following 
apply some of its main tenets to show how these can be applied to AI 
concepts and development approaches. 

Ubuntu expresses the deeply-held African ideals of one’s personhood 
being rooted in one’s interconnectedness with others, and emphasises 
norms for inter-personal relationships that contribute to social justice, 
such as reciprocity, selflessness and symbiosis. Community is at the core of 
Ubuntu, focusing on interconnectedness and caring for communal living, 
underpinned by values of cooperation and collaboration (Mugumbate and 
Nyanguru 2013). Solidarity, which requires people to be aware of and 
attentive to the needs of those around them, rather than focusing only 
on their own needs is therefore central in Ubuntu, with an emphasis on 
caring, caretaking and context (van Breda 2019). 

As such, Ubuntu philosophy is essentially relational and defines morally 
right actions as those that that connect, rather than separate (i.e. honours 
communal relationships, reduces discord or promotes friendly relation-
ships. The concept of community can best be understood as an (objective) 
standard that should guide what the majority wants, or what moral norms 
become central (Ewuoso and Hall 2019). This does not imply that indi-
vidual rights are subordinated but that individuals pursue their own good 
through pursuing the common good (Lutz 2009). 

Human rights set the foundational value of human dignity in terms 
of autonomy. This view, for a large part originating from Kantian philos-
ophy, sets human rights as the ultimate ways of treating our intrinsically 
valuable capacity for self-governance with respect. It has therefore been 
argued that the collectivistic grounds of Ubuntu thought are at odds with 
this individual autonomy view. According to Metz, “While the Kantian
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theory is the view that persons have a superlative worth because they have 
the capacity for autonomy, the present, Ubuntu-inspired account is that they 
do because they have the capacity to relate to others in a communal way” 
(Metz 2011, p. 544). Or, as Metz also describes “Human rights violations 
are ways of gravely disrespecting people’s capacity for communal relation-
ship, conceived as identity and solidarity [...]” (ibid., p. 545). In Ubuntu, 
human nature is special and inviolable due to its capacity for harmonious 
relationships. At the same time, no individual’s rights are greater than 
another, thus, every individual in a community, including both children 
and adults is important and should be heard and respected (Osei-Hwedie 
2007). 

With respect to the ethics of AI development and use, the above 
formulation of human dignity as the human capability to relate to others 
in a communal way, can account for, or justify, the resolution of moral 
dilemmas, where autonomy conflicts with beneficence or any of the other 
principles, as also proposed with respect to bioethics and medicine, or 
to ground the UN’s Sustainable Development Goals (Ewuoso and Hall 
2019). 

Specifically, the formulation of Ubuntu described above may be used 
to justify decisions in face of ethical dilemma(s), for example, where such 
a decision favours the action that enhances communal relationships, or 
the capacity for the same (ibid.). As such, this framework could usefully 
supplement utilitarian, individualistic and deontological approaches that 
are often embedded in AI ethics decision-making. As proposed for the 
case of clinical contexts, ethical decision-making in the context of AI 
systems, can also be extended with rules that state “A breach of an ethical 
principle is justifiable if, on the balance of probabilities, such a breach is 
more likely to enhance communal relationships (…)” (Ewuoso and Hall 
2019). 

Towards a Social Paradigm for AI 

As discussed in section “What Is AI and Why Should We Care?”, AI is 
neither ‘artificial’ nor ‘intelligent’ but the product of choices involving 
theory and values. Current AI paradigm, as seen in section “Human– 
Like or Rational?”, rely, and are bound, but individualistic, theories 
of intelligence, thinking, rationality and human nature. As such, this 
paradigm supports the implementation of different reasoning and action 
approaches, corresponding to individual understandings of contexts and
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different reactions of agents to contexts. However, AI, like all technology, 
affects and changes our world, which in turn changes us. New paradigms 
are needed that address collective understanding and the effect of change 
in context and the feedback loop from change back to the individual and 
collective reasoning and behaviour. Modelling this feedback loop recog-
nises that it is not just about which action is performed but, what kind of 
reasoning leads to that action, and which values and perceptions lead the 
observation of the context. 

Given the transnational character of AI, it is also imperative to address 
the ways in which AI may impact or be accepted by society in various 
regions around the world. In particular, it is needed to position the 
African continent in global debates and policymaking in Responsible AI. 
For instance, initiatives such as Responsible AI Network—Africa8 and the 
African Observatory on Responsible AI9 are aiming to understand how AI 
may impact or be accepted by society in various regions around the world, 
deepen the understanding of AI and its effects in (Sub-Saharan) Africa, 
and promote the development and implementation of locally appropriate 
evidence-led AI policies and enabling legislation. 

However, at the same time, it is as important to extend current concep-
tualisations of AI, with the relational worldview that characterise African 
thought, such as embedded in Ubuntu philosophy. Current AI paradigms 
strengthen existing power structures and prevent a truly societal under-
standing of the impact and challenges of AI for humanity and society. 
Given the impact AI systems can have on people, inter-personal inter-
actions, and society as a whole, it seems to be relevant to consider a 
relational stance to approach the specification, development and analysis 
of AI systems. The deeply-held African vision of one’s personhood being 
rooted in one’s interconnectedness as expressed in Ubuntu philosophy 
can support integrating such a social perspective to AI—in terms of how it 
reasons (human-like or rationally) and what it ‘does’ (think or act), which 
would result in a new paradigm that considers social/collective reasoning 
and includes change, or reaction, as a third possible result of AI, next to 
thinking and acting. Figure 1 depicts this perspective on AI, extending

8 See https://rainafrica.org/. 
9 See https://www.idrc.ca/en/project/african-observatory-responsible-artificial-intell 

igence. 

https://rainafrica.org/
https://www.idrc.ca/en/project/african-observatory-responsible-artificial-intelligence
https://www.idrc.ca/en/project/african-observatory-responsible-artificial-intelligence
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Human-like Rational Social 

Think Think humanly Think rationally Think socially 

Act Act humanly Act rationally Act jointly 

Change/react Enhance human 
performance Rational institutions Social engagement 

Fig. 1 Social perspectives in AI 

the well-known dimensions defined in (Russell and Norvig 2010), here 
depicted in grey shading. 

Collective or social reasoning is about modelling societal values and 
norms, and how these ground and influence human and rational thinking. 
In social action, outcomes are relative to the actions of others, where 
others are not just seen as opponents or obstacles on the decision-making, 
but as a positive force for achieving a joint endeavour. 

Addressing change from the human-like perspective leads to 
approaches to AI that aim at enhance, rather than replace, human perfor-
mance, and from a rational perspective, it concerns the development and 
optimisation of institutional infrastructures that maximise the effects of 
rational behaviour. 

All these perspectives need to be brought together to address the 
impact of AI for a socially grounded and engaged perspective. This 
is no easy feat, but one for which there are no single models, nor 
simple approaches. It will require multidisciplinary and multi-stakeholder 
participation and to accept that any solution is always contingent and 
contextual. 

Conclusions 

Increasingly, AI systems will be taking decisions that affect our lives, in 
smaller or larger ways. In all areas of application, AI must be able to take 
into account societal values, moral and ethical considerations, weigh the 
respective priorities of values held by different stakeholders and in multi-
cultural contexts, explain its reasoning and guarantee transparency. As 
the capabilities for autonomous decision-making grow, perhaps the most
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important issue to consider is the need to rethink responsibility. Being 
fundamentally tools, AI systems are fully under the control and respon-
sibility of their owners or users. However, their potential autonomy and 
capability to learn, require that design considers accountability, respon-
sibility and transparency principles in an explicit and systematic manner. 
The development of AI algorithms has so far been led by the goal of 
improving performance, leading to opaque black boxes. Putting human 
values at the core of AI systems calls for a mind-shift of researchers and 
developers towards the goal of improving transparency rather than perfor-
mance, which will lead to novel and exciting techniques and applications. 
In particular, this requires to complement the currently predominant 
individualistic view of AI systems, to one that acknowledges and incor-
porates collective, societal, and ethical values at the core of the design, 
development and use of AI systems. 

Biological evolution has long been revised from a ‘ladder’ view: a 
unilinear progression from ‘primitive’ to ‘advanced’. The same revision 
is also seen in anthropology: the idea that cultural evolution follows a 
ladder model, with small-scale decentralised societies at the bottom and 
hierarchical, state, societies at the top, where the top would be techno-
logically more advanced, has been shown to be not only demeaning but 
also inaccurate (Eglash 1999). These fields have long since moved to a 
more dynamic, branching type model.10 It is high time that AI models 
embrace such a branching view. Only then, can AI align with the diver-
sity that truly reflects worldwide differences in cultural and philosophical 
thought. In the same way as biology or culture, intelligence is not linear, 
it is branching. 
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