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Abstract. The quest to explain the output of artificial intelligence sys-
tems has clearly moved from a mere technical to a highly legally and
politically relevant endeavor. In this paper, we provide an overview of
legal obligations to explain AI and evaluate current policy proposals. In
this, we distinguish between different functional varieties of Al expla-
nations - such as multiple forms of enabling, technical and protective
transparency - and show how different legal areas engage with and man-
date such different types of explanations to varying degrees. Starting
with the rights-enabling framework of the GDPR, we proceed to uncover
technical and protective forms of explanations owed under contract, tort
and banking law. Moreover, we discuss what the recent EU proposal
for an Artificial Intelligence Act means for explainable AI, and review
the proposal’s strengths and limitations in this respect. Finally, from a
policy perspective, we advocate for moving beyond mere explainability
towards a more encompassing framework for trustworthy and responsible
AT that includes actionable explanations, values-in-design and co-design
methodologies, interactions with algorithmic fairness, and quality bench-
marking.

Keywords: Artificial intelligence + Explainability - Regulation

1 Introduction

Sunlight is the best disinfectant, as the saying goes. Therefore, it does not come
as a surprise that transparency constitutes a key societal desideratum vis-a-
vis complex, modern IT systems in general [67] and artificial intelligence (AI)
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in particular [18,74]. As in the case of very similar demands concerning other
forms of opaque or, at least from an outsider perspective, inscrutable decision
making processes of bureaucratic systems, transparency is seen as a means of
making decisions more understandable, more contestable, or at least more ratio-
nal. More specifically, explainability of Al systems generally denotes the degree
to which an observer may understand the causes of the system’s output [15,64].
Various technical implementations of explainability have been suggested, from
truth maintenance systems for causal reasoning in the case of symbolic rea-
soning systems that were developed mainly from the 1970s s to the 1990s s to
layerwise relevance propagation methods for neural networks today. Importantly,
observers, and with them the adequate explanations for a specific context, may
vary [3, p. 85].

In recent years, the quest for transparent and explainable AI has not only
spurred a vast array of research efforts in machine learning [3,82, and the chap-
ters in this volume for an overview], but it has also emerged at the heart of many
ethics and responsible design proposals [43,45,66,68] and has nurtured a vivid
debate on the promises and limitations of advanced machine learning models for
various high-stakes scenarios [12,37,88].

1.1 Functional Varieties of AI Explanations

Importantly, from a normative perspective, different arguments can be advanced
to justify the need for transparency in Al systems [3]. For example, given its rela-
tion to human autonomy and dignity, one may advance a ‘deontological’ con-
ception viewing transparency as an aim in itself [17,92,104]. Moreover, research
suggests that explanations may satisfy the curiosity of counterparties, their desire
for learning or control, or fulfill basic communicative standards of dialogue and
exchange [59,62,64]. From a legal perspective, however, it is submitted that three
major functional justifications for demands of AI explainability may be distin-
guished: enabling, technical, and protective varieties. All of them subscribe to
an ‘instrumentalist’ approach conceiving of transparency as a means to achieve
technically or normatively desirable ends.

First, explainability of AI is seen as a prerequisite for empowering those
affected by its decisions or charged with reviewing them (‘enabling trans-
parency’). On the one hand, explanations are deemed crucial to afford due pro-
cess to the affected individuals [23] and to enable them to effectively exercise their
subjective rights vis-a-vis the (operators of the) Al system [89] (‘rights-enabling
transparency’). Similarly, other parties such as NGOs, collective redress organi-
zations or supervisory authorities may use explanations to initiate legal reviews,
e.g. by inspecting Al systems for unlawful behavior such as manipulation or
discrimination [37, p. 55](‘review-enabling transparency’). On the other hand,
information about the functioning of Al systems may facilitate informed choice
of the affected persons about whether and how to engage with the models or
the offers they accompany and condition. Such ‘decision-enabling transparency’
seeks to support effective market choice, for example by switching contracting
partners [14, p. 156].
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Second, with respect to technical functionality, explainability may help fine-
tune the performance (e.g., accuracy) of the system in real-world scenarios and
evaluate its generalizability to unseen data [3,47,57,79]. In this vein, it also
acts as a catalyst for informed decision making, though not of the affected
persons, but rather of the technical operator or an expert auditor of the sys-
tem. That approach may hence be termed ‘technical transparency’, its explana-
tions being geared toward a technically sophisticated audience. Beyond model
improvements, a key aim here is to generate operational and institutional trust
in the AI system [37, p. 54], both in the organization operating the AI system
and beyond in the case of third-party reviews and audits.

Third, technical improvements translate into legal relevance to the extent
that they contribute to reducing normatively significant risks. Hence, technically
superior performance may lead to improved safety (e.g., Al in robots; medical
AI), reduced misallocation of resources (e.g., planning and logistics tools), or
better control of systemic risks (e.g., financial risk modelling). This third variety
could be dubbed ‘protective transparency’, as it seeks to harness explanations
to guard against legally relevant risks.

These different types of legally relevant, functional varieties of Al explana-
tions are not mutually exclusive. For example, technical explanations may, to
the extent available, also be used by collective redress organizations or supervi-
sory authorities in a review-enabling way. Nonetheless, the distinctions arguably
provide helpful analytical starting points. As we shall see, legal provisions com-
pelling transparency are responsive to these different strands of justification to
varying degrees. It should not be overlooked, however, that an excess of sunlight
can be detrimental as well, as skeptics note: explainability requirements may
not only impose significant and sometimes perhaps prohibitive burdens on the
use of some of the most powerful Al systems, but also offer affected persons the
option to strategically “game the system” and accrue undeserved advantages
[9]. This puts differentiated forms of accountability front and center: to whom -
users, affected persons, professional audit experts, legitimized rights protection
organizations, public authorities - should an Al system be transparent? Such
limitations need to be considered by the regulatory framework as well.

1.2 Technical Varieties of Al Explanations

From a technical perspective, in turn, it seems uncontroversial that statements
about AI and explainability, as well as the potential trade-off with accuracy,
must be made in a context- and model-specific way [57,81][3, p. 100]. While
some types of ML models, such as linear or logistic regressions or small decision
trees [22,47,57], lend themselves rather naturally to global explanations about
the feature weights for the entire model (often called ex ante interpretability),
such globally valid statements are much harder to obtain for other model types,
particularly random forests or deep neural networks [57,79,90]. In recent years,
such complex model types have been the subject of intense technical research
to provide for, at the minimum, local explanations of specific decisions ex post,
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often by way of sensitivity analysis [31,60,79]. One specific variety of local expla-
nations seeks to provide counterfactuals, i.e., suggestions for minimal changes
of the input data to achieve a more desired output [64,97]. Counterfactuals are
a variety of contrastive explanations, which seek to convey reasons for the con-
crete output (‘fact’) in relation to another, possible output (‘foil’) and which
have recently gained significant momentum [65,77]. Other methods have sought
to combine large numbers of local explanations to approximate a global explana-
tory model of the AI system by way of overall feature relevance [16,55], while
other scholars have sought to fiercely defend the benefits of designing models
that are interpretable ex ante rather than explainable ex post [81].

1.3 Roadmap of the Paper

Arguably, much of this research has been driven, at least implicitly, by the
assumption that explainable Al systems would be ethically desirable and per-
haps even legally required [47]. Hence, this paper seeks to provide an overview of
explainability obligations flowing from the law proper, while engaging with the
functional and technical distinctions just introduced. The contemporary legal
debate has its roots in an interpretive battle over specific norms of the GDPR
[89,96], but has recently expanded beyond the precincts of data protection law to
other legal fields, such as contract and tort law [42,84]. As this paper will show,
another important yet often overlooked area which might engender incentives to
provide explanations for AT models is banking law [54]. Finally, the question of
transparency has recently been taken up very prominently by the regulatory pro-
posals at the EU level, particularly in the Commission proposal for an Artificial
Intelligence Act (AIA). It should be noted that controversies and consultations
about how to meaningfully regulate Al systems are still ongoing processes and
that the questions of what kind of explainability obligations follow already from
existing regulations and which obligations should - in the future - become part
of Al policy are still very much in flux. This begs the question of the extent to
which these diverging provisions and calls for explainability properly take into
account the usability of that information for the recipients, in other words: the
actionability of explainable AT (XXAI), which is also at the core of this volume.

Against this background, the paper will use the running example of credit
scoring to investigate whether positive law mandates, or at least sets incentives
for, the provision of actionable explanations in the use of Al tools, particularly
in settings involving private actors (Sect. 2); to what extent the proposals for Al
regulation at the EU level will change these findings (Sect. 3); and how regulation
and practice could go beyond such provisions to ensure actionable explanations
and trustworthy AT (Sect.4). In all of these sections, the findings will be linked to
the different (instrumentalist) functions of transparency, which are taken up to
varying degrees by the different provisions and proposals. Figure 1 below provides
a quick overview of the relations between functions and several existing legal
acts surveyed in this paper; Fig.2 (in Sect.3) connects these functions to the
provisions of the planned ATA.
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Goals of Al Explanations

e
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Fig. 1. Overview of the functions of different EU law instruments concerning Al expla-
nations; abbreviations: GDPR: General Data Protection Regulation; CRR: Capital
Requirements Regulation; PLD: Product Liability Directive

2 Explainable AT Under Current Law

The quest for explainable Al interacts with existing law in a number of ways.
The scope of this paper will be EU law, and for the greatest part the law govern-
ing exchange between private parties more particularly (for public law, see, e.g.
[14, 2.2]). Most importantly, and bridging the public-privates divide, the GDPR
contains certain rules, however limited and vague, which might be understood as
an obligation to provide explanations of the functioning of AI models (Sect. 2.1.).
Beyond data protection law, however, contract and tort law (Sect. 2.2) and bank-
ing law (Sect.2.3) also provide significant incentives for the use of explainable
AT (XAI).

2.1 The GDPR: Rights-Enabling Transparency

In the GDPR, whether a subjective right to an explanation of AI decisions
exists or not has been the object of a long-standing scholarly debate which, until
this day, has not been finally settled [36,61,89,96]. To appreciate the different
perspectives, let us consider the example of Al-based credit scoring. Increasingly,
startups use alternative data sets and machine learning to compute credit scores,
which in turn form the basis of lending decisions (see, e.g., [34,54]). If a particular
person receives a specific credit score, the question arises if, under the GDPR, the
candidate may claim access to the feature values used to make the prediction, to
the weights of the specific features in his or her case (local explanation), or even
to the weights of the features in the model more generally (global explanation).
For example, the person might want to know what concrete age and income
values were used to predict the score, to what extent age or income contributed
to the prediction in the specific case, and how the model generally weights these
features.
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So far, there is no guidance by the Court of Justice of the European Union
(CJEU) on precisely this question. However, exactly this case was decided by
the German Federal Court for Private Law (BGH) in 2014 (BGH, Case VI
ZR 156/13 = MMR 2014, 489). The ruling came down not under the GDPR,
but its predecessor (the 1995 Data Protection Directive) and relevant German
data protection law. In substance, however, the BGH noted that the individual
information interest of the plaintiff needed to be balanced against the legitimate
interests of the German credit scoring agency (Schufa) to keep its trade secrets,
such as the precise score formula for credit scoring, hidden from the view of the
public, lest competitors free ride on its know-how. In weighing these opposing
interests, the BGH concluded that the plaintiff did have a right to access its
personal data processed for obtaining the credit score (the feature values), but
not to obtain information on the score formula itself, comparison groups, or
abstract methods of calculation. Hence, the plaintiff was barred from receiving
either a local or a global explanation of its credit score.

2.1.1 Safeguards for Automated Decision Making

How would such a case be decided under the GDPR, particularly if an Al-
based scoring system was used? There are two main normative anchors in the
GDPR that could be used to obtain an explanation of the score, and hence more
generally of the output of an Al system. First, Article 22 GDPR regulates the
use of automated decision making in individual cases. That provision, however,
is subject to several significant limitations. Not only does its wording suggest
that it applies only to purely automated decisions, taken independently of even
negligible human interventions (a limitation that could potentially be overcome
by a more expansive interpretation of the provision, see [96]); more importantly,
the safeguards it installs in Article 22(3) GDPR for cases of automated decision
making list ‘the right to obtain human intervention on the part of the controller,
to express his or her point of view and to contest the decision’ - but not the right
to an explanation. Rather, such a right is only mentioned in Recital 71 GDPR,
which provides additional interpretive guidance for Article 22(3) GDPR. Since,
however, only the Articles of the regulation, not the recitals, constitute binding
law, many scholars are rightly skeptical whether the CJEU would deduce a right
to an explanation (of whatever kind) directly from Article 22(3) GDPR [84,96].

2.1.2 Meaningful Information About the Logic Involved

A second, much more promising route is offered by different provisions oblig-
ing the data controller (i.e., the operator of the Al system) to provide the data
subject not only with information on the personal data processed (the feature
values), but also, at least in cases of automated decision making, with ‘mean-
ingful information about the logic involved’ (Art. 13(2)(f), Art. 14(2)(g), Art.
15(1)(h) GDPR).

A Rights-Enabling Conception of Meaningful Information. Since the publication
of the GDPR, scholars have intensely debated what these provisions mean for
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AT systems (see, e.g. for overviews [20,49]. For instance, in our running example,
we may more concretely ask whether a duty to disclose local or global weights
of specific features exists in the case of credit scoring. Some scholars stress the
reference to the concept of ‘logic’, which to them suggests that only the general
architecture of the system must be divulged, but not more specific information
on features and weights [73, para. 31¢c][103]. A more convincing interpretation,
in our view, would take the purpose of the mentioned provisions into account.
Hence, from a teleological perspective, the right to meaningful information needs
to be read in conjunction with the individual rights the GDPR confers in Art.
16 et seqq. [89]. Such a rights-enabling instrumentalist approach implies that
information will only be meaningful, to the data subject, if it facilitates the
exercise of these rights, for example the right to erasure, correction, restriction
of processing or, perhaps most importantly, the contestation of the decision pur-
suant to Article 22(3) GDPR. An overarching view of the disclosure provisions
forcing meaningful information and the safeguards in Article 22(3) GDPR there-
fore suggests that, already under current data protection law, the information
provided must be actionable to fulfill its enabling function. Importantly, this
directly relates to the quest of XXAI research seeking to provide explanations
that enable recipients to meaningfully reflect upon and intervene in Al-powered
decision-making systems.

Hence, in our view, more concrete explanations may have to be provided if
information about the individual features and corresponding weights are nec-
essary to formulate substantive challenges to the algorithmic scores under the
GDPR’s correction, erasure or contestation rights. Nevertheless, as Article 15(4)
GDPR and more generally Article 16 of the Charter of Fundamental Rights of
the EU (freedom to conduct the business) suggest, the information interests of
the data subject must still be balanced against the secrecy interests of the con-
troller, and their interest in protecting the integrity of scores against strategic
gaming. In this reading, a duty to provide actionable yet proportionate informa-
tion follows from Art. 13(2)(f), Art. 14(2)(g) and Art. 15(1)(h) GDPR, read in
conjunction with the other individual rights of the data subject.

Application to Credit Scores. In the case of Al-based credit scores, such a regime
may be applied as follows. In our view, meaningful information will generally
imply a duty to provide local explanations of individual cases, i.e., the disclosure
of at least the most important features that contributed to the specific credit
score of the applicant. This seems to be in line with the (non-binding) interpreta-
tion of European privacy regulators (Article 29 Data Protection Working Party,
2018, at 25—26). Such information is highly useful for individuals when exercising
the mentioned rights and particularly for contesting the decision: if, for exam-
ple, it turns out that the most important features do not seem to be related in
any plausible way to creditworthiness or happen to be closely correlated with
attributes protected under non-discrimination law, the data subject will be in
a much better position to contest the decision in a substantiated way. Further-
more, if only local information is provided, trade secrets are implicated to a much
lesser extent than if the entire score formula was disclosed; and possibilities to
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‘game the system’ are significantly reduced. Finally, such local explanations can
increasingly be provided even for complex models, such as deep neural networks,
without loss of accuracy [31,79].

On the other hand, meaningful information will generally not demand the
disclosure of global explanations, i.e., of weights referring to the entire model.
While this might be useful for individual complainants to detect, for example,
whether their case represents an outlier (i.e., features were weighted differently
in the individual case than generally in the model), the marginal benefit of a
global explanation vis-a-vis a local explanation seems outweighed by the much
more significant impact on trade secrets and incentives to innovation if weights
for an entire model need to be disclosed. Importantly, such a duty to provide
global explanations would also significantly hamper the use of more complex
models, such as deep neural networks (cf. [14, p. 162]. While such technical
limitations do not generally speak against certain interpretations of the law
(see, e.g., BVerfG NJW 1979, 359, para. 109 - Kalkar), they seem relevant here
because such models may, in a number of cases, perform better in the task of
credit scoring than simpler but globally explainable models. If this premise holds,
another provision of EU law becomes relevant. More accurate models allow to
fulfill the requirements of responsible lending to a better extent (see Sect. 2.3 for
details): if models more correctly predict creditworthiness, loans will be handed
out more often only to persons who are indeed likely to repay the loan. Since
this is a core requirement of the post-financial crisis framework of EU credit law,
it should be taken into account in the interpretation of the GDPR in cases of
credit scoring as well (see, for such overarching interpretations of different areas
of EU law, CJEU, Case C-109/17, Bankia, para. 49; [38]).

Ultimately, for local and global explanations alike, a compromise between
information interests and trade secrets might require the disclosure of weights
not in a highly granular, but in a ‘noisy’ fashion (e.g., providing relevance inter-
vals instead of specific percentage numbers) [6, para. 54]. Less mathematically
trained persons often disregard or have trouble cognitively processing probability
information in explanations [64] so that the effective information loss for recipi-
ents would likely be limited. Noisy weights, or simple ordinal feature ranking by
importance, would arguably convey a measure enabling meaningful evaluation
and critique while safeguarding more precise information relevant for the com-
petitive advantage of the developer of the AI system, and hence for incentives
to innovation. Such less granular information could be provided whenever the
confidentiality of the information is not guaranteed; if the information is treated
confidentially, for example in the framework of a specific procedure in a review
or audit, more precise information might be provided without raising concerns
about unfair competition. The last word on these matters will, of course, have
the CJEU. It seems not unlikely, though, that the Court would be open to
an interpretation guaranteeing actionable yet proportionate information. This
would correspond to a welcome reading of the provisions of the GDPR with
a view to due process and the exercise of subjective rights by data subjects
(rights-enabling transparency).
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2.2 Contract and Tort Law: Technical and Protective Transparency

In data protection law, as the preceding section has shown, much will depend
on the exact interpretation of the vague provisions of the GDPR, and on the
extent to which these provisions can be applied even if humans interact with Al
systems in more integrated forms of decision making. These limitations should
lead us to consider incentives for actionable AI explanations in other fields of
the law, such as contract and tort law. This involves particularly product liabil-
ity (Sect.2.2.1), and general negligence standards under contract and tort law
(Sect. 2.2.2). Clearly, under freedom of contract, parties may generally contract
for specific explanations that the provider of an Al system may have to enable.
In the absence of such explicit contractual clauses, however, the question arises
to what extent contract and tort law still compel actionable explanations. As
we shall see, in these areas, the enabling instrumentalist variety of transparency
(due process, exercise of rights) is to a great extent replaced by a more techni-
cal and protective instrumentalist approach focusing on trade-offs with accuracy
and safety.

2.2.1 Product Liability

In product liability law, the first persevering problem is the extent to which
it applies to non-tangible goods such as software. Article 2 of the EU Product
Liability Directive (PLD), passed in 1985, defines a product as any movable, as
well as electricity. While an Al system embedded in a physical component, such
as a robot, clearly qualifies as a product under Article 2, this is highly contested
for a standalone system such as, potentially, a credit scoring application (see
[84,99]). In the end, at least for professionally manufactured software, one will
have to concede that it exhibits defect risks similar to traditional products and
entails similar difficulties for plaintiffs in proving them, which speaks strongly in
favor of applying the PLD, at least by analogy, to such software independently
of any embeddedness in a movable component [29, p. 43]. A proposal by the EU
Commission on that question, and on liability for AT more generally, is expected
for 2022.

Design Defects. As it currently stands, the PLD addresses producers by provid-
ing those harmed by defective products with a claim against them (Art. 1 PLD).
There are different types of defects a product may exhibit, the most important
in the context of Al being a design defect. With respect to the topic of this
paper, one may therefore ask if the lack of an explanation might qualify as a
design defect of an Al system. This chiefly depends on the interpretation of the
concept of a design defect.

In EU law, two rivaling interpretations exist: the consumer expectations test
and the risk-utility test. Article 6 PLD at first glance seems to enshrine the
former variety by holding that a ‘product is defective when it does not provide
the safety which a person is entitled to expect’. The general problem with this
formulation is that it is all but impossible to objectively quantify legitimate
consumer expectations [99]. For example, would the operator of an Al system,
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the affected person, or the public in general be entitled to expect explanations,
and if so, which ones?

Product safety law is often understood to provide minimum standards in
this respect [100, para. 33]; however, exact obligations on explainability of AT are
lacking so far in this area, too (but see Annex I, Point 1.7.4.2.(e) of the Machinery
Directive 2006/42 and Sect. 3). Precisely because of these uncertainties, many
scholars prefer the risk-utility test which has a long-standing tradition in US
product liability law (see § 402A Restatement (Second) of Torts). Importantly,
it is increasingly used in EU law as well [86][99, n. 48] and was endorsed by
the BGH in its 2009 Airbag decision'. Under this interpretation, a design defect
is present if the cost of a workable alternative design, in terms of development
and potential reduced utility, is smaller than the gain in safety through this
alternative design. Hence, the actually used product and the workable alternative
product must be compared considering their respective utilities and their risks
[94, p. p. 246].

With respect to XAI, it must hence be asked if an interpretable tool would
have provided additional safety through the explanation, and if that marginal
benefit is not outweighed by additional costs. Such an analysis, arguably, aligns
with a technical and protective instrumentalist conception of transparency, as a
means to achieve safety gains. Importantly, therefore, the analysis turns not only
on the monetary costs of adding explanations to otherwise opaque Al systems,
but it must also consider whether risks are really reduced by the provision of an
explanation.

The application of the risk-utility test to explainability obligations has, to our
knowledge, not been thoroughly discussed in the literature yet (for more general
discussions, see [87, p. 1341, 1375][42]. Clearly, XAI may be helpful, in evidentiary
terms, for producers in showing that there was no design defect involved in
an accident [19, p. 624][105, p. 217]; but is XAI compulsory under the test?
The distinguishing characteristic of applying a risk-utility test to explainable Al
seems to be that the alternative (introducing explainability) does not necessarily
reduce risk overall: while explanations plausibly lower the risk of misapplication
of the AI system, they might come at the expense of accuracy. Therefore, in our
view, the following two cases must be distinguished:

1. The explainable model exhibits the same accuracy as the original, non-
explainable model (e.g., ex post local explanation of a DNN). In that case,
only the expected gain in safety, from including explanations, must be weighed
against potential costs of including explanations, such as longer run time,
development costs, license fees etc. Importantly, as the BGH specified in its
Airbag ruling, the alternative model need not only be factually ready for use,
but its use must also be normatively reasonable and appropriate for the pro-
ducer?. This implies that, arguably, trade secrets must be considered in the
analysis, as well. Therefore, it seems sensible to assume that, as in data pro-
tection law, a locally (but not a globally) explainable model must be chosen,

! BGH, 16.6.2009, VI ZR 107/08, BGHZ 181, 253 para 18.
2 BGH, 16.6.2009, VI ZR 107/08, BGHZ 181, 253 para 18.
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unless the explainable add-on is unreasonably expensive. Notably, the more
actionable explanations are in the sense of delivering clear cues for operators,
or affected persons, to minimize safety risks, the stronger the argument that
such explanations indeed must be provided to prevent a design defect.

2. Matters are considerably more complicated if including explanations lowers
the accuracy of the model (e.g., switching to a less powerful model type): in
this case, it must first be assessed whether explanations enhance safety overall,
by weighing potential harm from lower accuracy against potential prevention
of harm from an increase in transparency. If risk is increased, the alterna-
tive can be discarded. If, however, it can be reasonably expected that the
explanations entail a risk reduction, this reduction must be weighed against
any additional costs the inclusion of explainability features might entail, as
in the former case (risk-utility test). Again, trade secrets and incentives for
innovation must be accounted for, generally implying local rather than global
explanations (if any).

Importantly, in both cases, product liability law broadens the scope of expla-
nations vis-a-vis data protection law. While the GDPR focuses on the data
subject as the recipient of explanations, product liability more broadly considers
any explanations that may provide a safety benefit, targeting therefore particu-
larly the operators of the Al systems who determine if, how and when a system
is put to use. Hence, under product liability law producers have to consider to
what extent explanations may help operators safely use the Al product.

Product Monitoring Obligations. Finally, under EU law, producers are not sub-
ject to product monitoring obligations once the product has been put onto the
market. However, product liability law of some Member States does contain such
monitoring obligations (e.g., Germany?®). The producers, in this setting, have to
keep an eye on the product to become aware of emerging safety risks, which is
particularly important with respect to Al systems whose behavior might change
after being put onto the market (e.g., via online learning). Arguably, expla-
nations help fulfill this monitoring obligation. This, however, chiefly concerns
explanations provided to the producer itself. If these are not shared with the
wider public, trade secrets may be guarded; therefore, one might argue that
even global explanations may be required. However, again, this would depend
on the trade-off with the utility of the product as producers cannot be forced
to put less utile products on the market unless the gain in safety, via local or
global explanations, exceeds the potentially diminished utility.

Results. In sum, product liability law targets the producer as the responsible
entity, but primarily focuses on explanations provided to the party controlling
the safety risks of the AI system in the concrete application context, typically
the operator. To the extent that national law contains product monitoring obli-
gations, however, explanations to the producer may have to be provided as well.

3 BGH, 17.3.1981, VI ZR 286/78 - Benomyl.
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In all cases, the risk reduction facilitated by the explanations must be weighed
against the potentially reduced utility of the Al system. In this, product liability
law aligns itself with technical and protective transparency. It generates pressure
to offer Al systems with actionable explanations by targeting the supply side of
the market (producers).

2.2.2 General Negligence Standards

Beyond product liability, general contract and tort law define duties of care that
operators of devices, such as Al systems, need to fulfill in concrete deployment
scenarios. Hence, it reaches the demand side of the market. While contract law
covers cases in which the operator has a valid (pre-)contractual agreement with
the harmed person (e.g., a physician with a patient; the bank with a credit
applicant), tort law steps in if such an agreement is missing (e.g., autonomous
lawnmower and injured pedestrian). However, the duties of care that relate to
the necessary activities for preventing harm to the bodily integrity and the assets
of other persons are largely equivalent under contract and tort law (see, e.g., [5,
para 115]. In our context, this raises the question: do such duties of care require
AT to be explainable, even if any specific contractual obligations to this end are
lacking?

From Error Reversal to Risk-Adequate Choice. Clearly, if the operator notices
that the Al system is bound to make or has made an error, she has to overrule
the AT decision to avoid liability [33,42,84]. Explanations geared toward the
operator will often help her notice such errors and make pertaining corrections
[80, p. 23][31]. For example, explanations could suggest that the system, in the
concrete application, weighted features in an unreasonable manner and might
fail to make a valid prediction [71,79]. What is unclear, however, is whether the
duty of care more generally demands explanations as a necessary precondition
for using Al systems.

While much will depend on the concrete case, at least generally, the duty
of care under both contract and tort law comprises monitoring obligations for
operators of potentially harmful devices. The idea is that those who operate and
hence (at least partially) control the devices in a concrete case must make rea-
sonable efforts to control the risks the devices pose to third parties (cf. [101, para.
459]). The scope of that obligation is similar to the one in product liability, but
not directed toward the producer, but rather the operator of the system: they
must do whatever is factually possible and normatively reasonable and appro-
priate to prevent harm by monitoring the system. Hence, to the extent possible
the operator arguably has to choose, at the moment of procurement, an Al sys-
tem that facilitates risk control. Again, this reinforces technical and protective
transparency in the name of safety gains. If an Al system providing actionable
explanations is available, such devices must therefore be chosen by the operator
over non-explainable systems under the same conditions as in product liability
law (i.e., if the explanation leads to an overall risk reduction justifying addi-
tional costs). For example, the operator need not choose an explainable system
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if the price difference to a non-explainable system constitutes an unreasonable
burden. Note, however, that the operator, if distinct from the producer, cannot
claim that trade secrets speak against an explainable version.

Alternative Design Obligations? Nonetheless, we would argue that the operator
is not under an obligation to redesign the Al system, i.e., to actively install or use
explanation techniques not provided by the producer, unless this is economically
and technically feasible with efforts proportionate to the expected risk reduction.
Rather, the safety obligations of the operator will typically influence the initial
procurement of the Al system on the market. For example, if there are several
Al-based credit scoring systems available the operator would have to choose the
system with the best risk utility trade-off, taking into account explainability on
both sides of the equation (potential reduction in utility and potential reduction
of risk). Therefore, general contract and tort law sets incentives to use explain-
able Al systems similar to product liability, but with a focus on actions by, and
explanations for, the operator of the AI system.

Results. The contractual and tort-law duty of care therefore does not, other
than in product liability, primarily focus on a potential alternative design of the
system, but on prudently choosing between different existing Al systems on the
market. Interpreted in this way, general contract and tort law generate market
pressure toward the offer of explainable systems by targeting the demand side of
the market (operators). Like product liability, however, they cater to technical
and protective transparency.

2.3 Banking Law: More Technical and Protective Transparency

Finally, banking law provides for detailed regulation governing the develop-
ment and application of risk scoring models. It therefore represents an under-
researched, but in fact highly relevant area of algorithmic regulation, particu-
larly in the case of credit scoring (see, e.g., [54]). Conceptually, it is intriguing
because the quality requirements inherent in banking law fuse technical trans-
parency with yet another legal and economic aim: the control of systemic risk
in the banking sector.

2.3.1 Quality Assurance for Credit Models

Significant regulatory experience exists in this realm because econometric and
statistical models have long since been used to predict risk in the banking sector,
such as creditworthiness of credit applicants [25]. In the wake of the financial
crisis following the collapse of the subprime lending market, the EU legislator
has enacted encompassing regulation addressing systemic risks stemming from
the banking sector. Since inadequate risk models have been argued to have con-
tributed significantly to the scope and the spread of the financial crisis [4, p.
243-245], this area has been at the forefront of the development of internal com-
pliance and quality regimes - which are now considered for AI regulation as
well.
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In general terms, credit institutions regulated under banking law are required
to establish robust risk monitoring and management systems (Art. 74 of Direc-
tive 2013/36). More specifically, a number of articles in the Capital Require-
ments Regulation 575/2013 (CRR) set out constraints for the quality assurance
of banking scoring models. Perhaps most importantly, Article 185 CRR compels
banks to validate the score quality (‘accuracy and consistency’) of models for
internal rating and risk assessment, via a continuous monitoring of the function-
ing of these models. Art. 174 CRR, in addition, specifies that: statistical models
and ‘other mechanical methods’ for risk assessments must have good predictive
power (lit. a); input data must be vetted for accuracy, completeness, appropri-
ateness and representativeness (lit. b, ¢); models must be regularly validated (lit.
d) and combined with human oversight (lit. ) (see [58, para. 1]; cf. [26, para.
249]; [21, paras. 68, 256]; for similar requirement for medical products, see [84]).

These provisions foreshadow many of the requirements the AIA proposed
by the EU Commission now seeks to install more broadly for the regulation
of AI. However, to the extent that Al-based credit scoring is used by banks,
these provisions - other than the ATA - already apply to the respective models.
While the responsible lending obligation contained in Article 8 of the Consumer
Credit Directive 2008/48 only spells out generic duties to conduct creditworthi-
ness assessments before lending decisions, Articles 174 and 185 CRR have com-
plemented this obligation with a specific quality assurance regime. Ultimately,
more accurate risk prediction is supposed to not only spare lenders and bor-
rowers the transaction costs of default events, but also and perhaps even more
importantly to rein in systemic risk in the banking sector by mitigating exposure.
This, in turn, aims at reducing the probability of severe financial crises.

2.3.2 Consequences for XAI

What does this entail for explainable AI in the banking sector? While accu-
racy (and model performance more generally) may be verified on the test data
set in supervised learning settings without explanations relating to the relevant
features for a prediction, explainability will, as mentioned, often be a crucial
element for validating the generalizability of models beyond the test set (Art.
174(d) CRR), and for enabling human review (Art. 174(e) CRR). In its inter-
pretive guidelines for supervision and model approval, the European Banking
Authority (EBA) therefore stipulates that banks must ‘understand the underly-
ing models used’, particularly in the case of technology-enabled credit assessment
tools [26, para. 53c]. More specifically, it cautions that consideration should be
given to developing interpretable models, if necessary for appropriate use of the
model [26, para. 53d].

Hence, the explainability of Al systems becomes a real compliance tool in
the realm of banking law, an idea we shall return to in the discussion of the ATA.
In banking law, explainability is intimately connected to the control of systemic
risk via informed decision making of the individual actors. One might even argue
that both local and global explainability are required under this perspective:
local explainability helps determine accuracy in individual real-world cases for
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which no ground truth is available, and global explanations contribute to the
verification of the consistency of the scoring tool across various domains and
scenarios. As these explanations are generated internally and only shared with
supervisory authorities, trade secrets do not stand in the way.

The key limitation of these provisions is that they apply only to banks in
the sense of banking law (operating under a banking license), but not to other
institutions not directly subject to banking regulation, such as mere credit rat-
ing agencies [7]. Nevertheless, the compliance and quality assurance provisions
of banking law seem to have served as a blue print for current Al regulation
proposals such as the EU Artificial Intelligence Act (esp. Art. 9, 14, 15 and 17),
to which we now turn.

3 Regulatory Proposals at the EU Level: The ATA

The AIA, proposed by the EU Commission in April 2021, is set to become a cor-
nerstone of Al regulation not only in the EU, but potentially with repercussions
on a global level. Most notably, it subscribes to a risk-based approach and there-
fore categorically differentiates between several risk categories for Al. Figure2
offers a snapshot of the connections between the functions of transparency and
various Articles of the ATA.

‘ Goals of Al Explanations ‘

=L \\

Enabiing // Legal
. / .
Actions “ - Compliance
Technical Protection
) Performance from Risks
Rights‘ Decision
‘Review Individual Systemic‘
Art. Art.
irrtt' 1532(/2_\)”: 13(3)(b) 13(3)(b) Art. 13(1) AlA
. AIA AIA

Fig. 2. Overview of the functions of different Articles of the AIA transparency provi-
sions

3.1 AI with Limited Risk: Decision-Enabling Transparency (Art. 52
ATA)?

For specific Al applications with limited risk, Article 52 ATA spells out trans-
parency provisions in an enabling but highly constrained spirit (see also [38,95]).
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Thus, the providers of Al systems interacting with humans, of emotion recogni-
tion systems, biometric categorization systems and of certain Al systems meant
to manipulate images, audio recordings or videos (e.g., deep fakes) need to dis-
close the fact that an Al system is operating and, in the last case, that content
was manipulated. Transparency, in this sense, does not relate to the inner work-
ings of the respective Al systems, but merely to their factual use and effects.

The aim of these rules arguably is also of an enabling nature, but primarily
with respect to informed choice, or rather informed avoidance (decision-enabling
transparency ), not the exercise of rights. Whether these rules will have any mean-
ingful informational and behavioral effect on affected persons, however, must at
least be doubted. A host of studies document rational as well as boundedly
rational ignorance of standard disclosures in digital environments [1,13,72]. But
regardless of the individual benefit, the more or less complete information about
the use of low-risk Al systems alone is indirectly helpful in providing overviews
and insights to civil society initiatives or journalistic projects, for example. More-
over, in the specific case of highly controversial Al applications such as emotion
recognition or remote biometric identification, compulsory disclosure might, via
coverage by media and watchdogs, engender negative reputational effects for the
providers, which may lead some of them to reconsider the use of such systems
in the first place.

3.2 AI with High Risk: Encompassing Transparency (Art. 13 ATA)?

The regulatory environment envisioned by the AIA is strikingly different for
high-risk AI applications. Such applications are supposed to be defined via a
regularly updated Annex to the ATA and, according to the current proposal,
comprise a wide variety of deployment scenarios, from remote biometric identifi-
cation to employment and credit scoring contexts, and from the management of
critical infrastructure to migration and law enforcement (see Annex IIT AIA). In
this regard, the question of the process of updating the ATA Annex is still open
in terms of participation and public consultation. The requirements for low-risk
Al systems to at least document the use and effects of the selected technologies,
however, leads us to expect case-related disputes about whether an AT applica-
tion should be classified as high risk, in which stakeholder representatives, civil
and human rights protection initiatives, and manufacturers and users of tech-
nologies will wrestle with each other. This public struggle can also be seen as a
rights-enabling transparency measure.

3.2.1 Compliance-Oriented Transparency
For such high-risk applications, Article 13 ATA spells out a novel transparency
regime that might be interpreted as seeking to fuse, to varying degrees, the
several instrumentalist approaches identified in this paper, while notably fore-
grounding another goal of transparency: legal compliance.

Hence, Article 13(1) ATA mandates that high-risk Al systems be ‘sufficiently
transparent to enable users to interpret the system’s output and use it appro-
priately’. In this, an ‘appropriate type and degree of transparency’ must be
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ensured. The provision therefore acknowledges the fundamentally different vari-
eties of explanations that could be provided for Al systems, such as local, global
or counterfactual explanations; or more or less granular information on feature
weights. The exact scope and depth of the required transparency is further elab-
orated upon in Article 13(3) AIA and will need to be determined in a context-
specific manner. Nothing in the wording of Article 13, however, suggests that
global explanations, which may be problematic for complex Al systems, must
be provided on a standard basis. However, explanations must be faithful to
the model in the sense that they need to be an, at least approximately, cor-
rect reconstruction of the internal decision making parameters: explanation and
explanandum need to match [57]. For example, local ex post explanations would
have to verifiably and, within constraints, accurately measure feature relevance
(or other aspects) of the used model.

Notably, with respect to the general goal of transparency, the additional
explanatory language in Article 13(1) AIA introduces a specific and arguably
novel variety of transparency instrumentalism geared toward effective and com-
pliant application of Al systems in concrete settings. In fact, Article 13(1) ATA
defines a particular and narrow objective for appropriate transparency under
the AIA: facilitating the fulfillment of the obligations providers and users have
under the very AIA (Chap.3 = Art. 16-29). Most notably, any reference to
rights of users or affected persons is lacking; rather, Article 29 AIA specifies
that users may only deploy the Al system within the range of intended purposes
specified by the provider and disclosed under Article 13(2) ATA. Hence, trans-
parency under the AIA seems primarily directed toward compliance with the
ATA itself, and not towards the exercise of rights affected persons might have.
In this sense, the ATA establishes a novel, self-referential, compliance-oriented
type of transparency instrumentalism.

3.2.2 Restricted Forms of Enabling and Protective Transparency
For specific applications, the recitals, however, go beyond this restrained com-
pliance conception and hold that, for example in the context of law enforcement,
transparency must facilitate the exercise of fundamental rights, such as the right
to an effective remedy or a fair trial (Recital 38 ATA). This points to a more
encompassing rights-enabling approach, receptive of demands for contestability,
which stands in notable tension, however, with the narrower, compliance-oriented
wording of Article 13(1) AIA. To a certain extent, however, the information
provided under Article 13 AIA will facilitate audits by supervisory authorities,
collective redress organizations or NGOs (‘review-enabling transparency’).
Furthermore, the list of specific items that need to be disclosed under Article
13(3) AIA connects to technical and protective instrumentalist conceptions of
transparency (see also [41]). Hence, Article 15 ATA mandates appropriate levels
of accuracy, as well as robustness and cybersecurity, for high-risk AI systems.
According to Article 13(3)(b)(ii) AIA, the respective metrics and values need
to be disclosed. In this, the AIA follows the reviewed provisions of banking law
in installing a quality assurance regime for AI models whose main results need
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to be disclosed. As mentioned, this also facilitates legal review: if the disclosed
performance metrics suggest a violation of the requirements of Article 15 ATA,
the supervisory authority may exercise its investigative and corrective powers.
The institutional layout of this oversight and supervisory regime however is still
not fully defined: The sectoral differentiation of AT applications in the ATA’s risk
definitions on the one hand suggest an equally sectoral organization of supervi-
sory authorities; the technical and procedural expertise needed for such oversight
procedures on the other hand calls for a less distributed supervisory regime.

Similarly, Article 10 ATA installs a governance regime for Al training data,
whose main parameters, to the extent relevant for the intended purpose, also
need to be divulged (Art. 13(3)(b)(v) ATA). Any other functionally relevant lim-
itations and predetermined changes must be additionally informed about (Art.
13(3)(b)(iii), (iv), (c) and (e)). Finally, disclosure also extends to human over-
sight mechanisms required under Article 14 AIA - like the governance of training
data another transplant from the reviewed provisions on models in banking law.
Such disclosures, arguably, cater to protective transparency as they seek to guard
against use of the Al system beyond its intended purpose, its validated perfor-
mance or in disrespect of other risk-minimizing measures.

Hence, transparency under Article 13 is intimately linked to the require-
ments of human oversight specified in Article 14 ATA. That provision establishes
another important level of protective transparency: high-risk AI applications
need to be equipped with interface tools enabling effective oversight by human
persons to minimize risks to health, safety and fundamental rights. Again, as dis-
cussed in the contract/tort and banking law sections, local explanations partic-
ularly facilitate monitoring and the detection of inappropriate use or anomalies
engendering such risks (cf. Art. 14(4)(a) ATA). While it remains a challenge to
implement effective human oversight in AI systems making live decisions (e.g.,
in autonomous vehicles), the requirement reinforces the focus of the AIA on
transparency vis-a-vis professional operators, not affected persons.

3.3 Limitations

The transparency provisions in the AIA in several ways represent steps in the
right direction. For example, they apply, other than the GDPR rules reviewed,
irrespective of whether decision making is automated or not and of whether
personal data is processed or not. Furthermore, the inclusion of a quality assur-
ance regime should be welcomed and even be (at least partially) expanded to
non-high-risk applications, as disclosure of pertinent performance metrics may
be of substantial signaling value for experts and the market. Importantly, the
rules of the future ATA (and of the proposed Machinery Regulation) will likely
at least generally constitute minimum thresholds for the avoidance of design
defects in product liability law (see Sect.2.2.1), enabling decentralized private
enforcement next to the public enforcement foreseen in the AIA. Nonetheless,
the transparency provisions of the ATA are subject to significant limitations.
First and foremost, self-referential compliance and protective transparency
seems to detract from meaningful rights-enabling transparency for affected per-
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sons. Notably, the transparency provisions of Article 13 AIA are geared exclu-
sively toward the users of the system, with the latter being defined in Article
3(4) AIA as anyone using the system with the exception of consumers. While
this restriction has the beneficial effect of sparing consumers obligations and
liability under the ATA (cf. [102]), for example under Article 29 ATA, it has the
perhaps unintended and certainly significant effect of excluding non-professional
users from the range of addressees of explanations and disclosure [27,91]. There-
fore, the enabling variety of transparency, invoked in lofty words in Recital 38
ATA, is missing from the Articles of the AIA and will in practice be largely rele-
gated to other, already existing legal acts - such as the transparency provisions
of the GDPR reviewed above. In this sense, the AIA does not make any sig-
nificant contribution to extending or sharpening the content of the requirement
to provide ‘meaningful information’ to data subjects under the GDPR. In this
context, information facilitating a review in terms of potential bias with respect
to protected groups is missing, too.

Second, this focus on professional users and presumed experts continues in
the long list of items to be disclosed under Article 13(3) ATA. While performance
metrics, specifications about training data and other disclosures do provide rel-
evant information to sophisticated users to determine whether the AI system
might present a good fit to the desired application, such information will only
rarely be understandable and actionable for users without at least a minimal
training in ML development or practice. In this sense, transparency under the
ATA might be described as transparency ‘by experts for experts’, likely lead-
ing to information overload for non-experts. The only exception in this sense
is the very reduced, potentially decision-enabling transparency obligation under
Article 52 ATA.

Third, despite the centrality of transparency for trustworthy AI in the com-
munications of the EU Commission (see, e.g., European Commission, 2020), the
ATA contains little incentive to actually disclose information about the inner
workings of an Al system to the extent that they are relevant and actionable
for affected persons. Most of the disclosure obligations refer either to the mere
fact that an AI system of a specific type is used (Art. 52 ATA) or to descrip-
tions of technical features and metrics (Art. 13(3) AIA). Returning briefly to
the example of credit scoring, the only provision potentially impacting the ques-
tion of whether local or even global explanations of the scores (feature weights)
are compulsory is the first sentence of Article 13(1) AIA. According to it, users
(i.e., professionals at the bank or credit scoring agency) must be able to inter-
pret the system’s output. The immediate reference, in the following sentence, to
the obligations of users under Article 29 AIA, however, detracts from a reading
that would engage Article 13 ATA to provide incentives for clear and actionable
explanations beyond what is already contained in Articles 13-15 GDPR. The
only interpretation potentially suggesting local, or even global, explanations is
the connection to Article 29(4) ATA. Under this provision, users have to monitor
the system to decide whether use according to the instructions may nonetheless
lead to significant risks. One could argue that local explanations could be con-
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ducive to and perhaps even necessary for this undertaking to the extent that
they enable professional users to determine if the main features used for the pre-
diction were at least plausibly related to the target, or likely rather an artifact
of the restrictions of training, e.g., of overfitting on training data (cf. [79]). Note,
however, that for credit institutions regulated under banking law, the specific
provisions of banking law take precedence over Article 29(4) and (5) ATA.
Fourth, while AT systems used by banks will undergo a conformity assessment
as part of the supervisory review and evaluation process already in place for
banking models (Art. 43(2)(2) AIA), the providers of the vast majority of high-
risk AT systems will be able to self-certify the fulfilment of the criteria listed
in the ATA, including the transparency provisions in Art. 13 (see Art. 43(2)(1)
ATA). The preponderance of such self-assessment may result from an endeavor to
exonerate regulatory agencies and to limit the regulatory burden for providers,
but it clearly reduces enforcement pressure and invites sub-optimal compliance
with the already vague and limited transparency provisions (cf. also [91,95]).
In sum, the ATA provides for a plethora of information relevant for sophisti-
cated users, in line with technical transparency, but will disappoint those that
had hoped for more guidance on and incentives for meaningful explanations
enabling affected persons to review and contest the output of Al systems.

4 Beyond Explainability

As the legal overview has shown, different areas of law embody different concep-
tions of Al explainability. Perhaps most importantly, however, if explanations
are viewed as a social act enabling a dialogical exchange and laying the basis for
goal-oriented actions of the respective recipients, it will often not be sufficient to
just provide them with laundry lists of features, weights or model architectures.
There is a certain risk that the current drive toward explainable AI, particularly
if increasingly legally mandated, generates information that does not justify the
transaction costs it engenders. Hence, computer science and the law have to go
beyond mere explainability toward interactions that enable meaningful agency
of the respective recipients [103], individually, but even more so by strengthening
the ability of stakeholder organizations or civil and human rights organizations.
This includes a push for actionable explanations, but also for connections to
algorithmic fairness, to quality benchmarking and to co-design strategies in an
attempt to construct responsible, trustworthy AT [3,45].

4.1 Actionable Explanations

The first desideratum, therefore, is for explanations to convey actionable infor-
mation, as was stressed throughout the article. Otherwise, for compliance reasons
and particularly under the provisions of the ATA, explanations might be provided
that few actors actually cognitively process and act upon. This implies a shift
from a focus on the technical feasibility of explanations toward, with at least
equal importance, the recipient-oriented design of the respective explanations.
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4.1.1 Cognitive Optimization

Generally, to be actionable, explanations must be designed such that informa-
tion overload is avoided, keeping recipients with different processing capabilities
in mind. This is a lesson that can be learned from decades of experience with
the disclosure paradigm in US and EU consumer law: most information is flatly
ignored by consumers [8,72]. To stand a chance of being cognitively processed,
the design of explanations must thus be recipient-oriented. In this, a rich litera-
ture on enhancing the effectiveness of privacy policies and standard information
in consumer and capital markets law can be exploited [10,64]. Information, in
this sense, must be cognitively optimized for the respective recipients, and the
law, or at least the implementing guidelines, should include rules to this effect.

To work, explanations likely must be salient and simple [93] and include
visualizations [48]. Empirical studies indeed show that addressees prefer sim-
ple explanations [78]. Furthermore, when more complex decisions need to be
explained, information could be staggered by degree of complexity. Research
on privacy policies, for example, suggests that multi-layered information may
bridge the gap between diverging processing capacities of different actors [83].
Hence, simple and concise explanations could be given first, with more detailed,
expert-oriented explanations provided on a secondary level upon demand. For
investment information, this has already been implemented with the mandate
on a Key Investor Document in EU Regulation 1286/2014 (PRIIPS Regulation)
(see also [54, p.540]). Finally, empirical research again shows that actionable
explanations tend to be contrastive, a concept increasingly explored in Al expla-
nations as well [64,65].

Hence, there are no one-size-fits-all explanations; rather, they need to be
adapted to different contexts and addressees. What the now classic literature on
privacy policies suggests is that providing information is only one element of a
more general privacy awareness and privacy-by-design strategy [44] that takes
different addressees, practical needs and usable tools into account: A browser-
plugin notifying about ill-defined or non-standard privacy settings can be more
helpful for individual consumers than a detailed and descriptive walk-through
of specific privacy settings. A machine-readable and standardized format for
reviewing and monitoring privacy settings, however, is helpful for more technical
reviews by privacy advocacy organizations. The ‘ability to respond’ to different
contexts and addressees therefore is a promising path towards ‘response-able’
[61] AL One particular strategy might be to let affected persons choose foils
(within reasonable constraints) and generate contrastive explanations bridging
the gap between fact and foil.

4.1.2 Goal Orientation

Beyond these general observations for cognitive optimization, actionable expla-
nations should be clearly linked to the respective goals of the explanations. If the
objective is to enable an understanding of the decision by affected persons and
to permit the exercise of rights or meaningful review (rights- or review-enabling
transparency ), shortlists of the most relevant features for the decision ought to



364 P. Hacker and J.-H. Passoth

be required [79][12, for limitations]. This facilitates, inter alia, checks for plau-
sibility and discrimination. Importantly, such requirements have, in some areas,
already been introduced into EU law by recent updates of consumer and business
law. Under the new Art. 6a of the Consumer Rights Directive and the new Art.
7(4a) of the Unfair Commercial Practices Directive, online marketplaces will
shortly need to disclose the main parameters for any ranking following a search
query, and their relative importance. Art. 5 of the P2B Regulation 2019/1150
equally compels online intermediaries and search engines to disclose the main
parameters of ranking and their relative importance. However, these provisions
require global, not local explanations [37, p.52][14, p.161].

This not only generates technical difficulties for more complex Al systems,
but the risk that consumers will flatly ignore such global explanations is arguably
quite high. Rather, in our view, actionable information should focus on local
explanations for individual decisions. Such information not only seems to be
technically easier to provide, but it is arguably more relevant, particularly for
the exercise of individual rights. From a review-enabling perspective, local infor-
mation could be relevant as well for NGOs, collective redress organizations and
supervisory authorities seeking to prosecute individual rights violations. In this
sense, a collective dimension of individual transparency emerges (cf. also [46]).
On the downside, however, local feature relevance information may produce a
misleading illusion of simplicity; in non-linear models, even small input changes
may alter principal reason lists entirely [12,57].

If, therefore, the goal is not to review or challenge the decision, but to facili-
tate market decisions and particularly to create spaces for behavioral change of
affected persons (decision-enabling transparency), for example to improve their
credit score, counterfactual or contrastive information might serve the purpose
better [65,97]. In the example of credit scoring, this could set applicants toward
the path of credit approval. Such information could be problematic, however, if
the identified features merely correlate with creditworthiness, but are not causal
for it. In this case, the risk of applicants trying to ‘game the system’ by arti-
ficially altering non-causal features are significant (e.g., putting felt tips under
furniture as predictors of creditworthiness [85, p.71]). Moreover, in highly dimen-
sional systems with many features, many counterfactuals are possible, making
it difficult to choose the most relevant one for the affected person [97, p.851].
In addition, some counterfactually relevant features may be hard or impossible
to change (e.g., age, residence) [50]. In these cases, local shortlists of the most
relevant features [79] or minimal intervention advice [50] might be more helpful.

Overall, research for the type of explanation with the best fit for each context
will have to continue; it will benefit from cross-fertilization with social science
research on the effectiveness of information more generally and explanations
more particularly [64] as well as with research in science & technology studies
on organizational, institutional and cultural contextualization of decision sup-
port, explanations, and accountability. Ultimately, a context-dependent, goal-
oriented mix of explanations (e.g., relevance shortlist combined with counter-
factual explanation) might best serve the various purposes explanations have
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to fulfil in concrete settings. In this, a critical perspective drawing on the limi-
tations of the disclosure paradigm in EU market law (see, e.g., [11,39]) should
be helpful to prevent information overload and to limit disclosure obligations to
what is meaningfully oriented to the respective goals of the explanations.

4.2 Connections to Algorithmic Fairness

Transparency, and explanations such as disclosure of the most relevant features
of an Al output, may serve yet another goal: non-discrimination in algorithmic
decision making. A vast literature deals with tools and metrics to implement
non-discrimination principles at the level of Al models to facilitate legal compli-
ance [52,76,106]. Explanations may reinforce such strategies by facilitating bias
detection and prevention, both by affected persons and review institutions. For
example, in the case of credit scoring, disclosure of the most important features
(local explanations) could help affected persons determine to what extent the
decision might have been driven by variables closely correlated with protected
attributes [3]. Such cross-fertilization between bias detection and explanations
could be termed ‘fairness-enabling transparency’ and should constitute a major
research goal from a legal and technical perspective.

In a similar vein, Sandra Wachter and colleagues have convincingly advo-
cated for the disclosure of summary statistics showing the distribution of scores
between different protected groups [98]. As one of the authors of this contribu-
tion has argued, such disclosures might in fact already be owed under the cur-
rent GDPR disclosure regime (Art. 13(2)(f), Art. 14(2)(g), Art. 15(1)(h) GDPR:
information about the ‘significance and envisaged consequences’ of processing,
see [40, p.1173-1174]). In addition, Art. 13(3)(b)(iv) AIA proposes the disclo-
sure of a high-risk AI system’s ‘performance as regards the persons or groups of
persons on which the system is intended to be used”. While one could interpret
this as a mandate for differential statistics concerning protected groups, such an
understanding is unlikely to prevail, in the current version of the AIA, as a ref-
erence to protected attributes in the sense of antidiscrimination law is patently
lacking. Fairness-enabling transparency, such as summary statistics showing dis-
tributions between protected groups, to the extent available, thus constitutes an
area that should be included in the final version of the ATA.

4.3 Quality Benchmarking

Finally, technical and protective transparency closely relates to (the disclosure
of) quality standards for AI systems. These metrics, in turn, also enable regula-
tory review and are particularly important, as seen, in banking law [54, p.561—
563]). Two aspects seem to stand out at the intersection of explanations and
quality benchmarking:

First, an absolute quality control, such as the one installed in Art. 174/185
CRR, could be enshrined for all AT applications, at least in medium- and high-
stakes settings (transcending the ultimately binary logic of the AIA with respect
to risk classification). In these settings, quality assurance might be considered as
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important as, or even more important than, mere explainability. Quality control
would include, but not be limited to, explanations facilitating decisions about the
generalizability of the model (e.g., local explanations). Importantly, the disclo-
sure of performance metrics would also spur workable competition by enabling
meaningful comparison between different AI systems. Notably, relevant qual-
ity assurance provisions in the ATA (Art. 10/15 ATA) are limited to high-risk
applications. An update of the ATA might draw inspiration from banking law in
working toward a quality assurance regime for algorithmic decision making in
which the monitoring of field performance and the assessment of the generaliz-
ability of the model via explainability form an important regulatory constraint
not only for high-risk but also for medium-risk applications, at least.

Second, understanding the risks and benefits of, and generating trust in, Al
systems should be facilitated by testing the quality of Al models against the
benchmark of traditional (non-Al-based) methods (relative quality control). For
example, a US regulator, the Consumer Financial Protection Bureau, ordered a
credit scoring startup working with alternative data to provide such an analysis.
The results were promising: according to the analysis, Al-based credit scoring
was able to deliver cheaper credit and improved access, both generally and with
respect to many different consumer subgroups [30][35, p.42]. To the extent that
the analysis is correct, it shows that Al if implemented properly and monitored
rigorously, may provide palpable benefits not only to companies using it, but to
consumers and affected persons as well. Communicating such benefits by bench-
marking reports seems a sensible way to enable more informed market decisions,
to facilitate review and to generate trust - strengthening three important pillars
of any explainability regime for Al systems.

4.4 Interventions and Co-design

Such ways of going beyond the already existing and currently proposed forms of
transparency obligations by developing formats and methods to produce action-
able explanations, by connecting transparency and explainability issues to ques-
tions of algorithmic fairness and new or advanced forms of quality benchmarking
and control are, as favorable as they are, mainly ex post mechanisms aiming at
helping affected persons, users, NGOs or supervisory authorities to evaluate and
act upon the outcomes of Al systems in use. They can inform market decisions,
help affected persons to claim rights or enable regular oversight and supervi-
sion, but they do not intervene in the design and implementation of complex
AT systems. Linking to two distinct developments of inter- and transdisciplinary
research can help to further develop forms of intervention and co-design:

First, methods and formats for ‘values-in-design’ [53,70] projects have been
developed in other areas of software engineering, specifically in human computer
interaction (HCI) and computer-supported collaborative work (cscw) setups that
traditionally deal with heterogenous user groups as well as with a diverse set of
organizational and contextual requirements due to the less domain-specific areas
of application of these software systems (see [32] for an overview). Formats and
methods include the use of software engineering artifacts to make normative
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requirements visible and traceable or the involvement of affected persons, stake-
holders, or spokespersons in requirements engineering, evaluation and testing
[32,75]. Technical transparency as discussed above can support the transfer and
application of such formats and methods to the co-design of AI systems [2] with
global explanations structuring the process and local explanations supporting
concrete co-design practices.

Second, these methodological advances have been significantly generalized
and advanced under the 2014-2020 Horizon 2020 funding scheme, moving from
‘co-design to ELSI co-design’ [56] and leading to further developing tools, meth-
ods and approaches designed for research on SwafS (‘Science with and for Soci-
ety’) into a larger framework for RRI (‘Responsible Research and Innovation’)
[28]. In AI research, specifically in projects aiming to improve accountabil-
ity or transparency, a similar, but still quite disconnected movement towards
‘Responsible AT’ [24] has gained momentum, tackling very similar questions of
stakeholder integration, formats for expert/non-expert collaboration, domain-
knowledge evaluation or contestation and reversibility that have been discussed
within the RRI framework with a focus on energy technologies, biotechnolo-
gies or genetic engineering. This is a rich resource to harvest for further steps
towards XAI by adding addressee orientation, contestability criteria or even,
reflexively, tools to co-design explanations through inter- and transdisciplinary
research [63,69].

5 Conclusion

This paper has sought to show that the law, to varying degrees, mandates or
incentivizes different varieties of AI explanations. These varieties can be dis-
tinguished based on their respective functions or goals. When affected persons
are the addressees, explanations should be primarily rights-enabling or decision-
enabling. Explanations for operators or producers, in turn, will typically facil-
itate technical improvements and functional review, fostering the mitigation of
legally relevant risks. Finally, explanations may enable legal review if perceived
by third parties, such as NGOs, collective address organizations or supervisory
authorities.

The GDPR, arguably, subscribes to a rights-enabling transparency regime
under which local explanations may, depending on the context, have to be
provided to individual affected persons. Contract and tort law, by contrast,
strive for technical and protective transparency under which the potential trade-
off between performance and explainability takes center stage: any potentially
reduced accuracy or utility stemming from enforcing explanations must be
weighed against the potential safety gains such explanations enable. Explana-
tions are required only to the extent that this balance is positive. Banking law,
finally, endorses a quality assurance regime in which transparency contributes to
the control of systemic risk in the banking sector. Here, even global explanations
may be required. The proposal for the AIA, in turn, is primarily geared toward
compliance-oriented transparency for professional operators of Al systems. From
a rights-enabling perspective, this is a significant limitation.
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These legal requirements, however, can be interpreted to increasingly call
for actionable explanations. This implies moving beyond mere laundry lists of
relevant features toward cognitively optimized and goal-oriented explanations.
Multi-layered or contrastive explanations are important elements in such a strat-
egy. Tools, methods and formats from various values-in-design approaches as well
as those developed under the umbrella term of ‘responsible research and inno-
vation’ can help co-designing such systems and explanations.

Finally, an update of the AIA should consider fairness-enabling transparency,
which seeks to facilitate the detection of potential bias in Al systems, as well
as broader provisions for quality benchmarking to facilitate informed decisions
by affected persons, to enable critical review and the exercise of rights, and to
generate trust in Al systems more generally.
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