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Abstract Modern deep neural networks (DNNs) are achieving state-of-the-art
results due to their capability to learn a faithful representation of the data they are
trained on. In this chapter, we address two insufficiencies of DNNs, namely, the
lack of robustness to corruptions in the data, and the lack of real-time deployment
capabilities, that need to be addressed to enable their safe and efficient deployment
in real-time environments. We introduce hybrid corruption-robustness focused com-
pression (HCRC), an approach that jointly optimizes a neural network for achieving
network compression along with improvement in corruption robustness, such as
noise and blurring artifacts that are commonly observed. For this study, we primarily
consider the task of semantic segmentation for automated driving and focus on the
interactions between robustness and compression of the network. HCRC improves
the robustness of the DeepLabv3+ network by 8.39% absolute mean performance
under corruption (mPC) on the Cityscapes dataset, and by 2.93% absolute mPC
on the Sim KI-A dataset, while generalizing even to augmentations not seen by
the network in the training process. This is achieved with only minor degradations
on undisturbed data. Our approach is evaluated over two strong compression ratios
(30% and 50%) and consistently outperforms all considered baseline approaches.
Additionally, we perform extensive ablation studies to further leverage and extend
existing state-of-the-art methods.
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1 Introduction

Motivation: Image classification [KBK20], object detection [YXC20], machine
translation [SVS19], and reading comprehension [ZHZ11] are just some of the tasks
where deep neural networks (DNNs) excel at. They have proven to be an effectiveway
to extract information from enormous amounts of data, and they are only expected
to become more advanced over time. Despite their rapid progress, two insufficien-
cies of DNNs need to be addressed before deployment in real-time systems. First,
in real-world applications, the edge devices on which these networks are deployed
have limited capabilities in terms of the availability of memory and computational
complexity (operations per second) that are required for neural network deployment.
Second, the DNNs suffer from being not robust to even slight changes in the input
(such as noise and weather conditions), which makes deployment in safety-critical
applications challenging (Fig. 1).

Lack of DNN efficiency: To overcome the lack of efficiency, techniques such as
pruning [HZS17, MTK+17, TKTH18], quantization [CLW+16, JKC+18, JGWD19]
including quantization-aware trainings [GAGN15], knowledge distillation [HVD14],
and encoding techniques [HMD16] are commonly used. All of these strategies seek
to take advantage of the available redundancy in large DNNs to achieve run-time
speedup.

Lack of DNN robustness: In addition to this insufficiency, recent studies [AMT18,
HD19, BHSFs19] show that DNNs are not robust to even slight changes to the input
image. These changes vary from carefully crafted perturbations called adversarial
attacks [XLZ+18, DFY+20, BKV+20], to real-world augmentations such as snow,
fog, additive noise, etc. [HD19]. The changes in the input image could vary from
changes in just a few pixels [SVS19] to more global changes such as contrast and
brightness [ZS18]. In the real world, such local or global changes are to be expected.
For example, varying lighting conditions or foggy weather conditions can cause
changes in the brightness and contrast of the input image.

Fig. 1 Automated driving functions underly the two possibly opposing goals of compression and
robustness. Approaches in the compression paradigm (left) are focused on enabling real-time effi-
cient networks and rarely consider the effect of such a compression on the robustness properties
of the network. Similarly, the robustness paradigm (right) typically does not consider real-time
properties of the network
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In this chapter, we tackle the insufficiencies that were mentioned above and intro-
duce hybrid corruption-robustness focused compression (HCRC), an approach to
jointly optimize a neural network for achieving network compression along with
improvement in corruption robustness. By corruption, we refer to real-world aug-
mentations, such as noise, blur, weather conditions, and digital effects, which are
commonly occurring in the real world, and are therefore of significance. Our major
contributions in this chapter are described below.

First, HCRC focuses on real-world corruption robustness and proposes a hybrid
compression strategy, combining pruning and quantization approaches. We obtain a
more robust and compressed network and also perform comparisons with sequential
application of robustification and compression methods. Second, we approach the
problem of robustness by training with augmentations in a controlled severity fash-
ion. With our method, we show a further improvement under corruption (rPC) not
only to the corruptions used during training but also to unseen corruptions including
noise and blurring artifacts. Third, since all themethods discussed so far are only eval-
uated on small datasets for image classification, such asMNIST [LBBH98], CIFAR-
10 [Kri09], and SVHN [NWC+11], there remains the question of their transferability
to complex tasks, such as semantic segmentation [XWZ+17]. We, for the first time,
perform such a study on two road-scenes datasets (Cityscapes [COR+16] and Sim
KI-A) and a state-of-the-art semantic segmentation DeepLabv3+ [CPK+18] net-
work. sss

This chapter is structured as follows: In Sect. 3, we describe the individual compo-
nents of such a system and our HCRC methodology in detail. In Sect. 4, we describe
the corruptions that are used during training and evaluation, the datasets that are
used, and the metrics used in the experiments. In Sect. 5, we present our experimen-
tal results and observations. Finally, in Sect. 6, we conclude our chapter.

2 Related Works

It is only recently that there have been studies to investigate the interaction between
the two techniques, model compression and network robustness that tried to individ-
ually address the above-mentioned insufficiencies of DNNs.

Zhao et al. [ZSMA19] report one of the first investigations to empirically study
the interactions between adversarial attacks and model compression. The authors
observe that a smaller word length (in bits) for weights, and especially activa-
tions, makes it harder to attack the network. Building upon the alternating direction
method of multipliers (ADMM) framework introduced by Ye et al. [YXL+19], Gui
et al. [GWY+19] evaluated the variation of adversarial robustness (FGSM [GSS15]
and also PGD [MMS+18]) with a combination of various compression techniques
such as pruning, factorization, and quantization. In summary, so far we observe that
network compression affects adversarial robustness, and a certain trade-off exists
between them. The extent of the trade-off and the working mechanism behind it
remains unsolved [WLX+20].

Some works have used compression techniques such as pruning and quantiza-
tion that were traditionally used to obtain network compression, to improve the
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robustness of networks. For example, Lin et al. [LGH19] use quantization not for
acceleration of DNNs, but to control the error propagation phenomenon of adver-
sarial attacks by quantizing the filter activations in each layer. On a similar line,
Sehwag et al. [SWMJ20] propose to select the filters to be pruned by formulating
an empirical minimization problem by incorporating adversarial training (using the
PGD attack [MMS+18]) in each pruning step. Very recently, in addition to proposing
the newevaluation criterionAER (that stands for accuracy, efficiency, and robustness)
for evaluating the robustness and compressibility of networks, Xie et al. [XQXL20]
describe a blind adversarial pruning strategy that combines adversarial training along
with weight pruning.

In this chapter, we focus on real-world corruption robustness as opposed to the
robustness to adversarial attacks. Additionally, we focus on the study of the inter-
actions between robustness, quantization, and pruning methods within our proposed
approach, supported by ablation studies.

3 HCRC: A Systematic Approach

Our goal is to improve the robustness of common image corruptions and at the same
time reduce thememory footprint of semantic segmentation networks in a systematic
way. In this section, we describe our systematic hybrid corruption-robustness focused
compression (HCRC) approach to achieve compressed models that are also robust
to commonly occurring image corruptions. Our proposed system can be broadly
divided into two objectives: the robustness objective and the compression objective.
Both will be described in the following subsections.

3.1 Preliminaries on Semantic Segmentation

Wedefine x ∈ I
H×W×C to be a clean image of the datasetX , with the image height H ,

image width W , C=3 color channels, and I = [0, 1]. The image x is an input to a
semantic segmentation networkF(x, θ)with network parameters θ . Further, we refer
to a network layer using an index � ∈ L = {1, . . . , L}, withL being the set of layer
indices. Within layer � we can define θ �,k ∈ R

H� × W� to be the kth kernel, where
k ∈ K� = {1, . . . , K�}, with the set of kernel indicesK� of layer �. The image input
x is transformed to class scores by

y = F(x, θ) ∈ I
H×W×S . (1)

Each element in y=(yi,s) is a posterior probability yi,s(x) for the class s ∈ S =
{1, 2, . . . , S} at the pixel position i ∈ I = {1, . . . , H · W } of the input image x, and
S denoting the number of semantic classes.A segmentationmaskm = (mi ) ∈ SH×W

can be obtained from these posterior probabilities with elements
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mi = argmax
s∈S

yi,s, (2)

by assigning a class to each pixel i . The accuracy of the prediction is evaluated by
comparing this obtained segmentationmaskm against the labeled (ground truth) seg-
mentation mask m ∈ M, that has the same dimensions as the segmentation mask m.
Likewise, y ∈ {0, 1}H×W×S is the one-hot encoded vector ground truth in three-
dimensional tensor format that can be retrieved from m.

3.2 Robustness Objective

Data augmentation: In Fig. 2, the green data augmentation block on the left depicts
the image pre-processing method following Hendryks et al. [HMC+20]. Here, the
input image is augmented by mixing randomly sampled corruptions. The key idea is
to introduce some amount of randomness in both, the type and the superposition of
image corruptions. To achieve this, the input image is first split into three parts and
then passed as an input to the data augmenter sub-blocks. Within a data augmenter
sub-block, initially, a uniformly sampled corruption An ∈ Atrain is applied to the
input. Here, Atrain = {A1, A2, . . . , AN } denotes a set of N pre-defined corruption
functions An() that are used during training. The corresponding corrupted image is
computed as

x̃ = An(x, �) ∈ I
H×W×C , (3)

where An(x, �) is the image corruption function and � is a parameter controlling
the strength of the applied augmentation. This random sampling and augmentation
operation is repeated consequently R = 4 times within each of the data augmenter
sub-blocks.

Fig. 2 Overview of the data augmentation strategy (left) and loss construction (right) for a semantic
segmentation DNN
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The output of each of the N data augmenter sub-blocks is, therefore, an augmented
image

x̃n =
R∑

r=1

x̃(r)
n =

R∑

r=1

A(r)
n (x, �), n ∈ {1, 2, . . . , N }, (4)

that is a combination of R applications of corruptions from Atrain. Choosing N =3,
these outputs are first passed to multipliers with weights w1, w2, and w3, which
are sampled from a Dirichlet distribution PDirichlet and then added. Thereafter, the
added output is multiplied by a factor γ that is sampled from a beta distributionPBeta

with parameters α=1 and β=1. Further, this is added to the input image x, which
is multiplied by a factor 1 − γ to obtain the augmented image x̃(b), with b ∈ B =
{1, 2, . . . , B} denoting the index among the B final augmented images being used
in our proposed training method. Note that B + 1 is our minibatch size, where one
original image and B augmented images are being employed.

Construction of losses: In Fig. 2, the gray block on the right shows the strategy to
construct losses from the predictions of the semantic segmentation network. Follow-
ing (1), ỹ(b) denotes the class scores for an augmented input image x̃(b). In addition
to the aforementioned data augmentation strategy in the pre-processing stage, a loss
function with an auxiliary loss term is introduced to enforce regularization between
the responses of the semantic segmentation network to clean and augmented images
in the training stage. The total loss is defined as

J = JCE + λJ JSD, (5)

where JCE is the cross-entropy loss and J JSD is the auxiliary loss, also called the
Jenson-Shannon divergence (JSD) loss [MS99]. The λ term is a hyper-parameter
introduced to adjust the influence of J JSD on the total loss J . The cross-entropy
loss JCE is computed between the posterior probabilities y of the network conditioned
on input x and its corresponding labels y. It is defined as

JCE = − 1

|I|
∑

i∈I

∑

s∈S
αs yi,s · log(yi,s), (6)

by taking a mean over all pixels for the posterior probability y, where αs are the
weights assigned to each class during training, following [WSC+20]. The auxiliary
loss, or the Jenson-Shannon Divergence (JSD) loss, is defined as

J JSD = 1

B + 1
· (KL(y, ẙ) +

∑

b∈B
KL(ỹ(b), ẙ)). (7)

It is computed between the posterior probabilities y and ẙ or ỹ(b), where b ∈ B =
{1, . . . , B}. Note that ẙ = 1

B+1 · (y + ∑
b∈B ỹ(b)) being the mixtures of the prob-

abilities, and ỹ(b) = F(x̃(b), θ). The auxiliary JSD loss is introduced to reduce the
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variation in the probability distributions of the predictions between a clean input and
an augmented input. To do this, two Kullback-Leibler (KL) divergence terms are
introduced in (7), e.g.,

KL(ỹ(b), ẙ) =
∑

i∈I
ỹ(b)
i log

(
ỹ(b)
i

ẙi

)
, (8)

defining a distribution-wise measure of how one probability distribution (here: ỹ(b))
differs from the reference mixture distribution (here: ẙi ).

3.3 Compression Objective

Network pruning:We define a neural network as a particular parameterization of an
architecture, i.e., F(x, θ) for specific parameters θ . Neural network pruning entails
taking as input a model F(x, θ) and producing a new network F(x, M � θ̃). Here θ̃

is the set of parameter values that may be different from θ , but both sets are of the
same size |θ | = |θ̃ |, and M ∈ {0, 1}|θ̃ | is a binary mask that forces certain parameters
to be 0, while � is the element-wise product operator. In practice, rather than using
an explicit mask, pruned parameters of θ are fixed to zero and are removed entirely.

We focus on producing a pruned network F(x, M � θ̃) from a network F(x, θ0),
where θ0 is either sampled from an initialization distribution, or retrieved from a
network pretrained on a particular task. Most neural network pruning strategies build
upon [HPTD15], where each parameter or structural element in the network is issued
a score, and the network is pruned based on these scores. Afterward, as pruning
reduces the accuracy of the network, it is trained further (known as fine-tuning) to
recover this lost accuracy. The process of pruning and fine-tuning is often iterated
several times (iterative pruning) or performed only once (one-shot pruning).

In this chapter, we adopt the magnitude-based pruning approach [HPTD15] that
is described in Algorithm1. Although there exists a large body of more sophisti-
cated scoring algorithms, the gain with such algorithms is marginal, if at all exist-
ing [MBKR18]. Based on the number of fine-tuning iterations F iter, the number of
filter weights to be pruned Fpruned (see Algorithm1), the total number of prunable
filter weights F total, and the type of pruning (see Algorithm1, Iterative Pruning), the
function returns a sparser network θpruned and the binary weight mask M.
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Algorithm 1 Magnitude-Based Filter Pruning and Fine-Tuning (Iterative Pruning)
1: Input: F iter, the number of iterations of fine-tuning,
2: X train, the dataset to train and fine-tune,
3: F total, the total number of prunable filter weights,
4: Fpruned, the number of filter weights to be pruned, and
5: IterativePruning, a boolean. If true: iterative pruning, if false: one-shot

pruning.
6: θ ← initialize() � Random/ImageNet pretrained weights initialization
7: θ ← trainToConvergence(F(x, θ)) � Standard network training
8: M ← rank(θ , Fpruned) � Filter weight rank computation (one-shot pruning)
9: for i in 1 to F iter do
10: if IterativePruning then
11: Fcurrent ← 1 − (Fpruned/F total)i/F

iter � Adapt rule of pruning to iterative pruning
12: M ← rank(θpruned, Fcurrent) � Updating M
13: end if
14: θpruned ← fineTune(F(x, M � θ)) � Network fine-tuning with sparsed weights
15: end for
16: Output: θpruned, the pruned network,
17: M, the binary weight mask vector

Quantization: Low precision fixed-point representations replace floating-point
number representations in fixed-point scalar quantization methods. Fixed-point
scalar quantization operates on single weights θ�,k, j of the network parameters,
where the floating-point format weights are generally replaced by Q-bit fixed-point
words [GAGN15],with the extreme case of binarization (Q = 1) [CBD15].We focus
on this uniform rounding scheme instead of other non-uniform schemes because it
allows for fixed-point arithmetic with implementations in PyTorch. Quantization
of network weights contributes to a large reduction in the model size and gives pos-
sibilities for acceleration on target hardware. In-training quantization (ITQ) refers to
training a network by introducing quantization errors (12) in the network weights,
and post-training quantization (PTQ) refers to quantizing the weights of a network
after the training process by calibrating on the X train and/or the X val set. Figure 3
gives an overview of the in-training quantization (ITQ) and post-training quantiza-
tion (PTQ) methods that are used in this chapter. Here, θ corresponds to the neural
network which is the input to the quantization methods, and θquant refers to the fixed-
point quantized codewords with lower precision. To do so, in the first block, the
statistics for the scale factor

ρ�,k = max j θ�,k, j − min j θ�,k, j

2Q − 1
, (9)

which defines the spacing between bins, and the bias

δ�,k = round

(
min j θ�,k, j

ρ�,k

)
(10)
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Fig. 3 Overview of quantization methods used in this work. Top: Within the in-training quantiza-
tion (ITQ), for each iteration, based on the computed scale ρ = (ρ�,k) (9) and bias δ = (δ�,k) (10)
terms, the network parameters θ are first quantized to θquant (11). Thereafter, each element in θ

quant
�,k, j

is converted back to its floating-point representation based on a LUT (12). Bottom: Within the
post-training quantization (PTQ), similar statistics (ρ, δ) for a trained network are computed on the
training and validation set and the network is quantized to θquant (11)

by which the codewords are shifted, are computed. Here, j ∈ J�,k , with J�,k is the
set of parameter indices of kernel k in layer �. Thereafter, for both ITQ and PTQ,
each weight θ�,k, j is mapped to its closest codeword θ

quant
�,k, j by quantizing θ�,k, j using

θ
quant
�,k, j = min(qmax,max(qmin, round(θ�,k,j/ρ�,k + δ�,k))). (11)

Here, qmin and qmax correspond to the minimum and maximum of the range of quan-
tization levels depending on the chosen Q- bit quantization. For example, for an
8-bit quantization, qmin =0 and qmax=255. For ITQ training, the quantized param-
eters θ

quant
�,k, j are converted back to floating-point representation θ

QA
�,k, j based on an

integer-float lookup table (LUT) following

θ
QA
�,k, j = (θ

quant
�,k,i − δ�,k) · ρ�,k . (12)

This means that quantization errors are introduced within the network parame-
ters θQA, which are then used within the training process. For PTQ, the quantized
parameters θquant are directly used in the evaluation of the semantic segmentation
network.

In this chapter, we focus on the uniform rounding scheme instead of other non-
uniform schemes, because it allows for fixed-point arithmetic with implementations
in PyTorch. Throughout this chapter, we use a strong quantization of Q=8 bits to
enable higher acceleration on edge devices.
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Fig. 4 Overview of our training strategy to co-optimize for corruption robustness along with
network compression by the use of augmentation training,weight pruning, and quantizationmethods

3.4 HCRC Core Method

Within the HCRC framework, we systematically combine the robustness
(Sect. 3.2), pruning, and quantization (Sect. 3.3) methods to co-optimize both robust-
ness and compression objectives. Figure 4 gives an overview of our training strategy.
The green block on the top depicts the augmentation strategy of the input image data
and the consequent construction of losses. For each input image x, the augmented
images x̃(b) are initially computed and passed to the semantic segmentation network.
The total loss (5) is then computed based on the clean and corrupted image pre-
dictions. The orange block on the bottom depicts the quantization of the network
weights and activations and the blue block contains the pruning module. We start by
initializing the network parameters. In each training iteration, the scale factor (9) and
the bias (10) are computed, and the network parameters are quantized (11). Addi-
tionally, in each training epoch, we use iterative pruning which continually prunes a
certain percentage of the weights of the network (see blue block in Fig. 4).

4 Experimental Setup

In this section, the details of the semantic segmentation network, the road-scenes
datasets, and the semantic segmentation networks that have been used in this chapter
are initially described. The image corruptions that are applied in both phases, training
and evaluation, are then introduced. Finally, the evaluation metrics are described.
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4.1 Datasets and Semantic Segmentation Network

Our dataset splits are summarized in Table 1. For Cityscapes [COR+16], the base-
line networks are trained with the 2,975 images of the training set X train

CS . Due to
the Cityscapes test set upload restrictions, we split the official validation set into
two sets-a mini validation set X val

CS (Lindau, 59 images) and a mini test set X test
CS

(Frankfurt andMünster, 441 images). The images have a resolution of 2,048×1,024.
The Sim KI-A dataset is an artificially generated dataset with 4,257 training (X train

Sim ),
387 validation (X val

Sim) and 387 test (X test
Sim) images. The images have a resolution of

1,920×1,080.
In this chapter, we use the DeepLabv3+ [CBLR18] semantic segmentation net-

work with ResNet-101 backbone [HZRS16]. For both datasets, the baseline net-
work, that is the network without any augmentation or compression, is trained with a
crop size of 513 × 513and abatch size of 4on anNvidia Tesla V100GPU.The
class frequency-weighted cross-entropy loss JCE (6) in combination with stochastic
gradient descent (SGD) are used as optimization criterion and optimizer, respec-
tively. During training, a polynomial learning rate scheme with an initial learning
rate of 0.01 and a power of 0.9 is applied. The network is trained to convergence
for 100 epochs on the Cityscapes dataset and 50 epochs for the Sim KI-A dataset.
For a fair comparison, all the networks are evaluated on an Intel(R) Xeon(R)
Gold 6148 CPU.

4.2 Image Corruptions

The images corruptions used in this chapter are described in Table 2. These cor-
ruptions are split into two different categories depending on their usage, i.e., either

Table 1 Details of the road-scenes datasets used in the experiments. The image resolution of the
dataset images and split into training, validation, and test sets are described

Dataset Resolution X train X val X test

Cityscapes [COR+16] 2,048 × 1,048 2,975 59 441

Sim KI-A 1,920 × 1,080 4,257 387 387

Table 2 Types of image corruptions used in this work that are arranged in two categories, based
on their usage in either the training Atrain or test Atest phases

Category Corruption type

Atrain Auto-contrast, equalize, posterize, color, sharpness, Gaussian blur, spatter,
saturation

Atest Gaussian noise, shot noise, impulse noise, defocus blur, frosted glass blur, motion
blur, zoom blur
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Table 3 Corruptions and their parameterization used during training are listed. A dash (-) indicates
that the corruption function is image-dependent and does not need any parameterization. An interval
[a, b] indicates that the respective parameter is a real numberR sampled uniformly from this interval

Corruption type Auto-contrast Equalize Posterize Color

Parameterization – – [0, 4.0] [0.25, 4.0]

Corruption type Sharpness Gaussian blur Spatter Saturation

Parameterization [0.25, 4.0] 8 {0.65, 0.5, 0.3,
0.7, 0.65}

{1.5, 0.1}

during training or during test. The corruptions Atest in the test process are adopted
from the neural network robustness benchmark1 from [HD19]. The corruptionsAtrain

used in the training process are adopted following a large body of work [HMC+20,
CZM+19, TPL+19, SK19] that use these corruptions in different ways for training
with data augmentation. Table 3 gives an overview of the parameterization of each
corruption within Atrain. For spatter corruption, the list of parameters corresponds
to the location, scale, two sigma, and threshold values, respectively. For saturation
corruption, the list of parameters corresponds to the amount of saturation and the
scale. For posterize, color, and sharpness corruptions, the parameter is sampled from
within the given interval.

Definition of severities: Various kinds of data augmentations exist, and it is rather
difficult to compare between different augmentation types, although first attempts are
known [KBFs20]. Let us take an example of brightness and contrast augmentations.
We can increase or decrease the brightness and contrast values for a given input image
bymanipulating the image pixel values. An increase in the brightness and an increase
in the contrast do not necessarily correspond to the same effect on the input image.
To standardize the method of measuring the strength of augmentations irrespective
of the augmentation type, the structural similarity (SSIM) metric [WBSS04] is used.
To do this, SSIM is computed between the clean input image x and the augmented
image x̃(b). Here, SSIM(x, x̃(b))=0 indicates that the image x and the corresponding
augmented image x̃(b) are completely dissimilar. Similarly, SSIM(x, x̃(b))=1 indi-
cates that the image x and the corresponding augmented image x̃(b) are identical, or
no augmentation is applied. We define severity levels (V ) to indicate the strength
of the augmentation. Severity level V =0 indicates that no type of augmentation is
applied to the input image and severity level V =10 indicates that the input image
is completely dissimilar after the augmentation. This means that for every increase
in level in V , the SSIM between the clean input image and the augmented image
reduces by 0.1. To control the severity of the data augmentation during training, the
parameters (α, β) of the γ -function are varied (see Fig. 2) by keeping the corruption
parameters constant following Table 2.

1 https://github.com/hendrycks/robustness.

https://github.com/hendrycks/robustness
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4.3 Metrics

Mean intersection-over-union (mIoU) between the predictions of the semantic
segmentation network and the human-annotated ground truth labels is commonly
used for evaluating semantic segmentation networks. The mIoU is defined as

mIoU= 1

S

∑

s∈S

TP(s)

TP(s) + FP(s) + FN(s)
=mIoU(y, y), (13)

where TP(s), FP(s), and FN(s) are the class-specific true positives, false positives, and
false negatives, respectively, computed between segmentation output y and ground
truth one-hot encoded segmentation y.

Mean performance under corruption (mPC) has been introduced by [HD19]
for evaluating the robustness of neural networks under varying corruptions and vary-
ing strengths. For this purpose, the individual augmentations An ∈ Atest are further
sub-divided with respect to the strength of the augmentations. We use the augmen-
tations Atest (see Table 2) for the computation of mPC. This is computed by

mPC = 1

|Atest|
|Atest |∑

c=1

1

Nc

Nc∑

V=1

mIoUc,V , (14)

with corruption index c and Nc denoting the amount of severity conditions for a cor-
ruption c. Here, mIoUc,V denotes the mIoU (13) of the model under the corruption c
and severity V . The key factor here is choosing the severities, as this can vary on dif-
ferent datasets, and even models, depending on the selection criteria. In this chapter,
we use the SSIMmetric [HD19] as a means of finding severity thresholds. Using this
metric allows for standardized severities across a dataset, as it is task- and model-
agnostic. Thus, different robustness improvement methods can be benchmarked and
compared easily using the mPC metric.

Relative performance under corruption (rPC) is simply the ratio of the mPC and
the mIoU of the semantic segmentation under the corruptions during evaluation, and
is defined as

rPC = mPC

mIoU
. (15)

4.4 Training Framework

For the task of achieving robust and compressed semantic segmentation networks,
one can envision various different ways to approach it. An overview of all possible
approaches is given in Fig. 5. For all the reference models, we start from the pre-
trained checkpoint weights of the ResNet-101 backbone for the DeepLabv3+
architecture.
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Fig. 5 The training approaches used in this work are depicted. In addition to the simple baselines
(Reference A, and Reference B), we compare our HCRC approach against sequential applications
(Reference C, and Reference D) of the individual steps in the training framework

Reference A: In this approach, the DeepLabv3+ network with the ResNet-101
backbone is trained for improving its corruption robustness. Here, no compression
techniques are applied. The network is trained using the protocol defined in Sect. 4.1
with the total loss (5) and λ=10−6.

Reference B: Here, the DeepLabv3+ undergoes one-shot pruning (see Algo-
rithm 1). First, the network is trained using the protocol defined in Sect. 4.1 with
the class frequency weighted cross-entropy loss (6). Next, the statistics (9), (10) are
computed on the X train and X val set and the network undergoes PTQ (see Fig. 3). No
robustness-related training is enforced.

Reference C: In this configuration, we perform sequential application of the robust-
ness and compression goals. In the first step, the DeepLabv3+ is trained using the
protocol defined in Sect. 4.1 with the total loss (5) and λ=10−6 (see also Reference
A) in combination with the data augmentation strategy described in Sect. 3.2 (see
Fig. 2). Next, the network undergoes iterative pruning (see Algorithm1) following
again the protocol defined in Sect. 4.1, this time with the class frequency weighted
cross-entropy loss (6). Finally, statistics (9), (10) are computed on theX train andX val

set and the network undergoes PTQ (see Fig. 3).

Reference D: In this setup, the DeepLabv3+, the network is first one-shot pruned
(seeAlgorithm1) and thenfine-tuned following the protocol defined inSect. 4.1 using
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the class frequency weighted cross-entropy loss (6). In the next step, the network
is trained with the data augmentation strategy described in Sect. 3.2 (see Fig. 2)
following again the protocol defined in Sect. 4.1, however, this time the total loss J (5)
is used as the optimization criterion. Finally, statistics (9, 10) are computed on the
X train and X val set and the network undergoes PTQ (see Fig. 3).

5 Experimental Results and Discussion

5.1 Ablation Studies

In-training quantization (ITQ) vs. post-training quantization (PTQ)We hypoth-
esize that training the network with quantization errors is better than quantizing the
network after training.

In Table 4, we compare these two approaches of achieving quantized networks.
The baseline DeepLabv3+ network has an mIoU of 69.78% and mPC of 44.03%.
On one hand, we observe that mIoU drops by 5.35% and mPC by 2.76% (both:
absolute) after PTQ. On the other hand, the drop in mIoU is only 1.8% after ITQ,
within no change in mPC. This result supports the abovementioned hypothesis on
quantization, that in-training quantization is superior to post-training quantization.
Additionally, we increased the size of the calibration set used within PTQ by also
including X val along with X train. This, however, resulted in no significant changes in
the performance of the quantized networks.

Controlled severity training: The semantic segmentation network is evaluated over
various corruptions and various severity levels. From our initial experiments, we
observed that the data corruptions used during the training process [HMC+20] have
a mean severity level of V = 1. It is intuitive that a network trained on data aug-
mentations of higher severity should be, in theory, more robust to higher severity
corruptions during test. To study the effect of the training severity on the robustness
of the trained semantic segmentation network, we train the DeepLabv3+ network
with three different severities of corruption. To do this, we vary the parameters of the

Table 4 Test set X test
CS evaluation of mIoU, mPC, and rPC comparing the non-quantized

DeepLabv3+ network, and the corresponding PTQ and ITQ networks that are trained to conver-
gence for 100 epochs. Note that the inference times are computed on the Intel(R) Xeon(R)
Gold 6148 CPU. Best numbers reported in bold

Method mIoU [%] (13) mPC [%] (14) rPC [%] (15) Time (s)

DeepLabv3+ 69.78 44.03 63.09 5.23

with PTQ 64.43 41.27 64.05 2.66

with ITQ 67.98 44.04 64.78 2.66
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Table 5 Test setX test
CS evaluation based onmIoU,mPC, and rPCcomparing the threeDeepLabv3+

networks trained on augmentations of three different severity levels. Note that the networks are not
subjected to any kind of compression. Best numbers reported in bold

Method mIoU [%] (13) mPC [%] (14) rPC [%] (15)

DeepLabv3+ 69.78 44.03 63.09

Trained with severity
level V = 1

69.98 53.65 76.66

Trained with severity
level V = 2

69.54 56.14 80.73

Trained with severity
level V = 3

69.44 56.27 81.03

Fig. 6 Test set X test
CS evaluation for the DeepLabv3+ network trained with different corruption

severities. Left: The four networks are evaluated over the augmentationsAtest with six severity levels
(x-axis, severities V = 0, 1, . . . , 5). Right: The bar chart shows the mIoU on clean data (V = 0),
as well as mPC and rPC, computed over the same six severity levels (V = 0, 1, . . . , 5), for four
networks trained with severity V = 0 (baseline), 1, 2, and 3

beta distribution to increase the influence of the individual corruptions. The results
are shown in Table 5.

We generally observe that training with higher severities leads to higher robust-
ness in terms of the mPC. The DeepLabv3+ network trained with a severity level
of 3 has an increase of 2.62% absolute mPC and 4.36% absolute rPC when evaluated
on X test

CS . In Fig. 6, we show the results of evaluating these networks on six different
severity values. The networks trained with higher severities show higher robustness,
especially when evaluated on higher severities (V ≥3). Training with a higher sever-
ity (V ≥4) did not show any further improvements. A drop in the mIoU indicates
a certain trade-off between an increase in the generalization (to unseen corruptions)
capability of the network to a decrease in its performance on the clean (or vanilla)
input.
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Table 6 Test set X test
CS evaluation based on mIoU, mPC, and rPC comparing the one-shot and

iterative pruning approaches for the DeepLabv3+ network. All the networks are trained with
augmentations of severity level 2. A Q = 8 bits quantization is applied to all the HCRC trainings.
Best numbers reported in bold

Method Pruning
Ratio [%]

mIoU [%]
(13)

mPC [%] (14) rPC [%] (15)

DeepLabv3+ 0 69.78 44.03 63.09

HCRC with one-shot pruning 30 66.06 50.80 76.89

HCRC with iterative pruning 30 68.12 52.50 77.07

HCRC with one-shot pruning 50 64.58 49.45 76.57

HCRC with iterative pruning 50 66.84 51.95 77.72

Sensitivity of the pruning algorithm: We perform an ablation study to analyze
the effect of the types of pruning methodology within our HCRC approach. To this
end, we train the DeepLabv3+ network in a combined fashion (see Sect. 3.4) with
two different types of pruning, namely, one-shot pruning and iterative pruning. In
Table 6, we provide the evaluation results of this study over two different pruning
ratios (30% and 50%). A pruning ratio of 30% indicates that 30% of the prunable
weights are removed from the network, while 70% are remaining. For quantization,
within all our experiments, we have used a strong quantization of Q = 8 bits.

For 30% pruning ratio, we observe that the iterative pruning method shows an
(absolute) increase in mIoU (2.06%), mPC (1.7%), and rPC (0.18%), when com-
pared to the one-shot pruning method, evaluated onX test

CS . For 50% pruning ratio, we
observe similar (absolute) improvements for iterative pruning in its mIoU (2.26%),
mPC (2.5%), and rPC (1.15%), computed over X test

CS .

5.2 Comparison With Reference Baselines

In this section, we compare our HCRC method (with iterative pruning) with the ref-
erence methods (see Sect. 4.4). In particular, we compare our HCRC method against
Reference C and Reference D, which also aim to achieve robust and compressed
segmentation networks.

For the Cityscapes dataset, the results of the evaluation are shown in Table 7.
We observe that our HCRC method outperforms all the relevant reference methods
for both pruning ratios. The reference A network with a pruning ratio of 0% shows
an improvement of 11.62% absolute mPC over the DeepLabv3+ baseline network
with a slight improvement in the mIoU. For 30% pruning, the HCRC shows signif-
icant improvements over the reference methods B, C, and D. The HCRC method
shows an improvement of 3.29% absolute mIoU and 9.14% absolute mPC over the
best reference (Reference D). Additionally, HCRC improves the robustness of the
DeepLabv3+ network by 8.47% absolute mPC with a 77.67% reduction in the
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Table 7 Test set X test
CS evaluation comparing HCRC to reference methods A–D. A quantization

with Q = 8 bits quantization is applied to all trainings where compression is applied. Best numbers
reported in bold

Pruning
Ratio [%]

Method mIoU [%]
(13)

mPC [%] (14) rPC [%] (15) Model Size
(MB)

0 DeepLabv3+ 69.78 44.03 63.10 237.38

Reference A 69.98 53.65 76.67 237.38

30 Reference B 62.56 35.79 57.21 52.33

Reference C 64.28 37.13 57.76 52.33

Reference D 64.83 43.36 66.88 52.33

HCRC (ours) 68.12 52.50 77.07 52.33

50 Reference B 64.48 37.50 58.16 47.47

Reference C 66.05 36.52 55.29 47.47

Reference D 66.03 48.52 73.48 47.47

HCRC (ours) 66.16 51.95 77.72 47.47

model size. For 50% pruning ratio, we observe similar improvements in HCRC over
the reference methods B, C, and D. The HCRC method shows an improvement in
mIoU (2.13%) and mPC (2.91%) when evaluated onX test

CS and when compared to the
best reference (reference D). Overall, HCRCwith pruning ratio of 50% improves the
robustness of the DeepLabv3+ network by 7.92% absolute mPC with an almost
80% reduction in the model size.

For the Sim KI-A dataset, we similarly observe that our HCRC method outper-
forms all the relevant reference baselines for both the pruning ratios, see Table 8. The
reference A network with a pruning ratio of 0% shows an improvement of 12.98%
absolute mPC over the DeepLabv3+ baseline network with a slight improvement
in the mIoU. For 30% pruning, the HCRC shows significant improvements over the
reference methods B, C, and D. The HCRCmethod shows an improvement of 2.33%
absolute mIoU and 5.09% absolute mPC over the best reference (Reference D). For
50% pruning ratio, we observe similar improvements in HCRC over the reference
methods B, C, and D. The HCRC method shows an improvement in mIoU (1.04%)
and mPC (3.68%) when evaluated on X test

Sim and when compared to the best reference
(reference D). Overall, HCRC with pruning ratio of 50% improves the robustness of
the DeepLabv3+ network by 7.60% absolute mPC with an almost 80% reduction
in the model size.

Interestingly, the clean performance of our compressed HCRC network is nearly
the same as the uncompressed DeepLabv3+ baseline, albeit with much improved
robustness. We also show qualitative results in Fig. 7 for impulse noise of severity
level V = 3, where we observe a significant improvement over the simpler reference
B baseline. In summary, our proposed HCRC approach to co-optimize for corruption
robustness and model compression outperforms all possible reference baselines and
produces a network that is heavily compressed and robust to unseen and commonly
occurring image corruptions.
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Table 8 Test set X test
Sim evaluation comparing HCRC to reference methods A–D. A quantization

with Q = 8 bits is applied to all trainings where compression is applied. Best numbers reported in
bold

Pruning
Ratio [%]

Method mIoU [%]
(13)

mPC [%] (14) rPC [%] (15) Model Size
(MB)

0 DeepLabv3+ 77.57 54.42 70.16 237.38

Reference A 77.05 67.40 87.48 237.38

30 Reference B 74.19 49.78 67.10 52.33

Reference C 72.44 51.56 71.17 52.33

Reference D 73.90 58.70 79.43 52.33

HCRC (ours) 76.23 63.79 83.68 52.33

50 Reference B 75.65 47.60 62.92 47.47

Reference C 75.08 47.82 63.69 47.47

Reference D 74.38 58.34 78.43 47.47

HCRC (ours) 76.12 62.02 81.48 47.47

Fig. 7 Example segmentations on the Cityscapes dataset. We show a snippet fromX test
CS , where the

differences in the robustness of the compressed networks are more pronounced. We observe that
our HCRC method is compressed and has superior robustness to the DeepLabv3+ baseline and
the compressed network of reference B, in this example, for impulse noise corruption

6 Conclusions

In this chapter, we introduce hybrid corruption-robustness focused compression
(HCRC), an approach to jointly optimize a neural network for achieving network
compression along with improvement in corruption robustness, such as noise and
blurring artifacts, which are commonly observed. For this study, we consider the
task of semantic segmentation for automated driving and look at the interactions
between robustness and compression of networks. HCRC improves the robustness
of the DeepLabv3+ network by 8.47% absolute mean performance under corrup-
tion (mPC) on the Cityscapes dataset and 7.60% absolute mPC on the Sim KI-A
dataset and generalizes even to augmentations not seen by the network in the train-
ing process. This is achieved with only minor degradations on undisturbed data.
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Our approach is evaluated over two strong compression ratios and consistently out-
performs all considered baseline approaches. Additionally, we perform extensive
ablation studies to further leverage and extend existing state-of-the-art methods.
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