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Abstract. Regression testing is an important activity to check software
changes by running the tests in a test suite to inform the developers
whether the changes lead to test failures. Regression test prioritization
(RTP) aims to inform the developers faster by ordering the test suite
so that tests likely to fail are run earlier. Many RTP techniques have
been proposed and are often compared with the random RTP baseline
by sampling some of the n! different test-suite orders for a test suite
with n tests. However, there is no theoretical analysis of random RTP.
We present such an analysis, deriving probability mass functions and ex-
pected values for metrics and scenarios commonly used in RTP research.
Using our analysis, we revisit some of the most highly cited RTP papers
and find that some presented results may be due to insufficient sampling.
Future RTP research can leverage our analysis and need not use random
sampling but can use our simple formulas or algorithms to more precisely
compare with random RTP.
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1 Introduction

Software developers commonly check their code by running tests. Regression
testing [48] runs tests after code changes, to check whether the changes break
the existing functionality. A test that passes before the changes but fails after
indicates that the changes should be debugged (unless the test is flaky [25]).
Finding test failures faster enables the developers to start debugging earlier.

A popular regression testing approach is regression test prioritization (RTP) [12,
19,21,23,38,39,48], which runs the tests from a test suite in an order that aims
to find test failures sooner. For example, Google [14] and Microsoft [42] report on
using RTP in industry. More formally, a test suite T is a set (unordered) of tests,
and RTP techniques produce a test-suite order—a permutation of the tests in
the test suite—in which to run the tests. Various RTP techniques have been pro-
posed in the literature since the seminal papers from 20+ years ago [12,36,38,47]
that have garnered thousands of citations.
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RTP techniques are often compared with random RTP. Our inspection [44]
of the 100 most cited papers on RTP shows that 56 papers use random RTP
as a comparison baseline. Although random RTP often performs worse than ad-
vanced techniques, recent papers still use random RTP, because it has a small
overhead and may perform well in certain scenarios. We additionally check pa-
pers published in the latest testing conferences (ICST and ISSTA 2020/2021)
and find that 50% (2/4) of the RTP papers [6,15,30,34] use random RTP. While
random RTP has been used as a baseline for 20+ years, all evaluations have
been empirical, performed by randomly sampling some of the n! orders for a test
suite with n tests. The selected sample size varies (20, 50, 100, 200, 1000), with
no clear correlation with n; some papers do not even report the sample size [44].
However, no prior work has presented a theoretical analysis of random RTP.

Before we summarize our analysis, we describe some metrics and scenarios
most commonly used in RTP research. We first introduce some terms: failure
is simply a failing test, fault is the root cause (bug in the code) for the failure,
and we say that a failure detects a fault if the failure is caused by the fault [36].
In general, many failures may detect the same fault, and one failure may detect
many faults. We capture the relationship between failures and faults by a failure-
to-fault matrix. To compare RTP techniques, researchers quantify how fast (test-
suite) orders find all faults (not failures because having many failures that detect
the same fault is not as valuable as having a few failures that detect many faults).

RTP evaluations involve three aspects: RTP metric, failure-to-fault matrix,
and allowed orders. The most widely used metric is Average Percentage of Faults
Detected (APFD) [38], denoted as α for short. Another popular metric is Cost-
Cognizant APFD (APFDc) [11], denoted as γ for short. Section 2 formally defines
these metrics based on the failure-to-fault matrix; each metric assigns to an order
a value between 0 and 1, with higher values indicating better orders. Traditional
RTP research used seeded faults, which allow fairly precisely deriving the failure-
to-fault matrix [10, 22, 37] that can arbitrarily map failures and faults. Recent
RTP research mostly uses real failures, e.g., analyzing real regression testing
runs from continuous integration systems [14,15,23,24,27,34], making it rather
difficult to precisely derive the failure-to-fault matrix. As a result, the increas-
ingly popular failure-to-fault matrices are all-to-one, where all failures map to
the same one fault, and one-to-one, where each failure maps to a distinct fault.

To describe allowed orders, we note that real test suites often partition tests,
e.g., in JUnit [20], each test method belongs to a test class. Traditional research
ignores this partitioning and allows all n! orders (Ωa(T ) for short) of n tests.
We introduced compatible4 orders [46] (Ωc(T ) for short) that consider the parti-
tioning and allow only orders that do not interleave tests from different classes.

We present the first theoretical analysis for the cases most commonly used
in RTP research. We introduce an algorithm for efficiently computing the ex-
act probability mass functions (PMFs) of α for all failure-to-fault matrices and
Ωa(T ). We demonstrate the efficiency of our algorithm on the benchmarks from

4 Our original term was class-compatible [46] because we considered as tests only test
methods in test classes, but the concept easily generalizes to other kinds of tests.
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Fig. 1: Example metrics for two orders (Com. is compatible) for n = 5,m = 3;
class C1 has 3 tests with costs ⟨40, 20, 60⟩, class C2 has 2 with ⟨100, 80⟩; C1.t1
detects fault F1; C1.t3 detects F2; C2.t1 detects F2 and F3; C2.t2 detects F3.

the largest RTP dataset for Java projects [34]. For the common all-to-one and
one-to-one cases, we further derive a closed-form formula and a good approxima-
tion, respectively. We also derive closed-form formulas for the expected values
for both α and γ for the general failure-to-fault matrix, for both Ωa(T ) and
Ωc(T ), and we compare these values in various scenarios. Interestingly, on aver-
age,Ωa(T ) can perform much better (up to 1/2) than Ωc(T ) for certain scenarios,
but cannot perform much worse (only up to 1/6) for any scenario; Section 5.1
presents this comparison, including two scenarios near the limits (1/2 and 1/6).

We finally derive two interesting properties for the α and γ metrics. Using
these properties, we revisit some of the highly cited papers on RTP and find that
some presented results may be biased due to insufficient sampling. Overall, our
theoretical analysis provides new insights into the random RTP widely used in
prior work but only via empirical sampling. Our results show that in many cases
researchers need not run sampling but can use simple formulas or algorithms to
obtain more precise statistics for the random RTP metrics.

2 Preliminaries

Our notation largely follows the prior work that introduced APFD (α) [38] and
APFDc (γ) [11], but we make explicit the failure-to-fault matrix. Let n be the
number of tests and m be the number of faults detected by (some of) these
tests. Let M be a failure-to-fault matrix, i.e., a n×m Boolean matrix such that
Mj,i = true iff (failure of) test j detects fault i, and each fault has at least one
failure (i.e., ∀i.∃j.Mj,i). Let T be the set of tests in the test suite. We denote
the set of tests that detect the fault i as Ti = {j|Mj,i}. In general, Ti and Ti′

for i ̸= i′ need not be disjoint because one failing test can detect multiple faults.
The total number of failures is k = |{j|∃i.Mj,i}|, and we use ki = |Ti|.

For an order o (a permutation of T ), we use <o to compare the positions of
two tests t and t′ in the order: t <o t′ denotes that t precedes t′ in o, and t ≤o t′

denotes that t = t′ or t <o t′. We denote the jth test in an order o as tj(o). Let
τi(o) = minj Mtj(o),i be the position of the first test to detect the fault i in o.
Prior work [11,38] defined metrics α and γ (using the notation TF instead of τ).
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We use α(o) and γ(o) to indicate α and γ, respectively, for a given order o. We
drop o from <o, ≤o, tj(o), τi(o), α(o), and γ(o) when clear from the context.

The most popular RTP metric is α [38], defined for an order o as follows.

Definition 1 (α). APFD is defined as

α = 1−
∑m

i=1 τi
nm

+
1

2n
(1)

Plotting the percentage of faults detected against the percentage of executed
tests, α represents the area under the curve, as shown in two examples in Fig. 1.
The diagonal lines interpolate the percentage of faults detected and lead to nice
properties of mean/median α values and symmetry (Section 6). α ranges between
0 and 1, more precisely between 1/(2n) and 1−1/(2n). A larger α indicates that
an order detects faults earlier, on average.

While α effectively considers the number of tests, the “cost cognizant” metric
γ considers the cost of tests [11]. The cost can be measured in various ways, but
most work uses the test runtime. We use σ(t) to denote the cost (runtime) of a
test t; the total cost of a set of tests T is σ(T ) =

∑
t∈T σ(t).

Definition 2 (γ). APFDc is defined as

γ =

∑m
i=1

(∑n
j=τi

σ(tj)− 1
2σ(tτi)

)
m · σ(T )

(2)

Plotting the percentage of faults detected against the percentage of total
test-suite cost, γ represents the area under the curve, as shown in Fig. 1. Note
that α can be viewed as a special case of γ where ∀t, t′ ∈ T.σ(t) = σ(t′).

In practice, tests often belong to classes5—e.g., JUnit [20] test methods be-
long to test classes, Maven [28] test classes belong to modules, and pytest [35]
test functions belong to test files—and tests from each class run together. Our
prior work [46] defined compatible orders as those where all tests from each class
are consecutive. We use TC to denote the set of tests in a class C. An order o
is compatible iff ∀C, j ≤ j′ ≤ j′′.tj(o) ∈ TC ∧ tj′′(o) ∈ TC ⇒ tj′(o) ∈ TC . For
example, o2 in Fig. 1 is compatible, while o1 is not. To distinguish the cases for
all orders from the cases for only compatible orders, we use the subscripts a and

c, respectively, e.g., Ea[x] and Ec[x] represent the expected value of x for the
uniform selection of all orders and compatible orders, respectively, and Pa(A)
and Pc(A) represent the probability of event A for the uniform selection of all
orders and compatible orders, respectively. We denote the set of all orders and
all compatible orders for T as Ωa(T ) and Ωc(T ), respectively [46].

We analyze RTP techniques in scenarios, each of which consists of a test suite
with n tests, m faults, the failure-to-fault matrix, the cost of each test, and for
Ωc(T ) the class of each test. To analyze compatible orders, we introduce some
new notation to indicate the class of tests. We use Ti,C = Ti ∩ TC to denote the

5 The term class for a set of tests that run together need not represent a test class.
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set of tests in class C that detect the fault i. Let C be the set of all classes, and
Ci be the set of classes that contain at least one test that detects the fault i, i.e.,
Ci = {C ∈ C|Ti,C ̸= ∅}. Let C(t) be the class that t belongs to, i.e., t ∈ TC(t).
The number of compatible orders is |Ωc(T )| = |C|!

∏
C∈C |TC |!.

For a set of orders S, be it Ωa(T ) or Ωc(T ), the probability mass function
(PMF) of a metric, α or γ, is a function p from the metric value to its probability:
p(x) = P (metric = x) = |{o ∈ S|metric(o) = x}|/|S|. We next derive some
PMFs as all prior RTP work shows only sampled distributions of random RTP.

3 PMF of α

To analyze the PMF of the metric α, we first propose an algorithm to calculate
the PMF of α for the general case of M . We then discuss two special cases, i.e.,
all-to-one and one-to-one, which are the most common in recent RTP research.

3.1 Algorithm to Calculate PMF of α for the General Case

To calculate the PMF of α, a näıve algorithm would enumerate all n! orders and
compute α for each order. In theory, α can take O(n!) different values, e.g., when
m =

∑n
i=1 n

i and all n tests fail and detect n, n2, . . . , nn different faults, then
each of the n! orders has a different α. In practice, however, the number of faults
m and the number of failing tests k are usually small, e.g., in our evaluation
dataset [34], 2906 out of 2980 (98%) scenarios have k ≤ 10. We present an
algorithm that computes the exact PMF with O(n2mk · k!) time complexity.
Despite the k! factor, the algorithm runs in reasonable time in practice, under
30sec for any of the 2906 scenarios. When k > 10, one can resort to sampling.

We next describe the intuition for our algorithm.
∑m

i=1 τi is the only part of
α that depends on the (test-suite) order, so we first calculate the PMF of this
sum and then convert it to the PMF of α. Iterating over the faults does not
lead to a nice recursive formulation. Our key insight is to instead iterate over
the positions of all k failing tests. We view

∑m
i=1 τi as a weighted sum

m∑
i=1

τi =

k∑
j=1

wjϕj (3)

where ϕj is the position of the jth failing test in the order, and wj ≥ 0 is the
weight, calculated as the number of faults detected first by the jth failing test
(Line 11 of Algorithm 1). For example, consider the order o1 in Fig. 1. The
relative order of the k = 4 failing tests is ρ = ⟨C2.t2,C1.t1,C1.t3,C2.t1⟩; we use
metavariable ρ to distinguish the notation from o for the order of all n tests. For
this relative order, w = ⟨1, 1, 1, 0⟩ because the m = 3 faults are detected first by
C2.t2, C1.t1, and C1.t3. The positions for this relative order ρ are ϕ = ⟨1, 2, 3, 5⟩
because the 4 failing tests in ρ appear in these positions in the order o1.

We call a ϕ = ⟨ϕ1 . . . ϕk⟩ valid if 1 ≤ ϕ1 < . . . < ϕk ≤ n. Both sequences
ϕ and w = ⟨w1 . . . wk⟩ can vary for different orders. While ϕ has

(
n
k

)
valid
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Algorithm 1: Calculate the PMF of α

1 Input: n,m,M // the number of tests and faults, and the failure-to-fault matrix

2 Output: p // the PMF of α: p(x) = P (α = x)

3 Function PMF() // main function; return the PMF of α for all orders

4 k = |{j|∃i.Mj,i}| // number of failing tests in M, in practice k≪n

5 q = PMF sum() // compute the PMF of
∑m

i=1 τi

6 return λx.q(mn−mnx + m
2
) // convert that PMF to the PMF of α

7 Function PMF sum() // return the PMF of
∑m

i=1 τi for all orders

8 P = ⟨PMF rorder(ρ), ∀ρ ∈ perms({j|∃i.Mj,i})⟩ // enumerate all relative orders

9 return λx.
∑

p∈P p(x)/|P| // average PMFs of
∑m

i=1 τi for each relative order

10 Function PMF rorder(ρ) // return the PMF of
∑m

i=1 τi for a relative order ρ

11 w = ⟨|{i|Mρj,i ∧ ∄j′ < j.Mρj′ ,i}|, ∀j ∈ 1..k⟩ // w are the weights in formula (3)

12 return λs.f(w, k, n)(s)/
(
n
k

)
// the total number of ϕ is

(n
k

)
13 // the function should be memoized to reuse the results for the repeated w,g,h

Function f(w, g, h) // return fg,h given weights w, calculated with formula (4)

14 if g > h then
15 return λs.0
16 if g = 0 then
17 return λs.1s=0

18 return λs.f(w, g, h− 1)(s)+f(w, g − 1, h− 1)(s− wgh)

possibilities, we note that w has at most k! possibilities (with k! ≪
(
n
k

)
as

k ≪ n in practice) because w depends only on ρ. Therefore, we first fix w by
enumerating the k! relative orders of the k failing tests. Then for each relative
order, the problem of calculating the PMF of

∑m
i=1 τi =

∑k
j=1 wjϕj becomes

“given w, count the number of valid ϕ such that
∑k

j=1 wjϕj = s for each s”,
which can be solved recursively as follows.

Let fg,h(s) be the number of assignments for the values of ϕ1, . . . , ϕg such
that 1 ≤ ϕ1 < . . . < ϕg ≤ h and

∑g
j=1 wjϕj = s. The problem is to find

fk,n(s). As the base case, (1) fg,h(s) = 0 for g > h because ϕg < g cannot hold;
(2) f0,h(s) = 1s=0, where 1 is the indicator function, because only the empty

sequence ⟨⟩ is valid and
∑0

j=1 wjϕj = 0. For all h ≥ g > 0, the number of
assignments for fg,h(s) has two cases: (1) if ϕg ≤ h− 1, the number is equal to
fg,h−1(s) by definition; (2) if ϕg = h, the number for s is equal to the number of

assignments for ϕ1, . . . , ϕg−1 such that ϕg−1 ≤ ϕg − 1 = h− 1 and
∑g−1

j=1 wjϕj =

(
∑g

j=1 wjϕj)− wgϕg = s− wgh, which is fg−1,h−1(s− wgh). In total,

fg,h(s) =

0 g > h
1s=0 g = 0
fg,h−1(s) + fg−1,h−1(s− wgh) otherwise

(4)

After solving fk,n, we get the PMF of
∑m

i=1 τi for each relative order of the
k failing tests. Because each of k! relative orders has the same probability by
symmetry, we simply take the average of their PMFs to get the PMF of

∑m
i=1 τi

for all orders. Finally, we convert the PMF of
∑m

i=1 τi to the PMF of α.
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Table 1: Number of tests, failures, runtime (in ms), and Jensen-Shannon (JS)
distance for 10 largest scenarios [34] and one synthetic scenario (TSmax)

Test #Tests #Failures Runtime [ms] Jensen-Shannon
suite (n) (k) all-to-one one-to-one distance (§3.2.2)
TS1 2118 1 513 505 0.0000
TS2 1986 2 563 629 0.0005
TS3 2080 3 617 871 0.0003
TS4 1929 4 680 1147 0.0004
TS5 1795 5 731 1408 0.0006
TS6 339 6 627 732 0.0040
TS7 465 7 678 756 0.0034
TS8 813 8 829 2009 0.0023
TS9 52 9 1496 1846 0.0442
TS10 161 10 10989 27095 0.0150

TSmax 2118 10 32801 242400 0.0011

We next describe Algorithm 1 in more detail. The input is the number of tests
n, the number of faults m, and the failure-to-fault matrix M . The main function
PMF invokes PMF sum to get the PMF of

∑m
i=1 τi and converts it to the PMF of

α. The function PMF sum enumerates all relative orders ρ of the k failing tests,
invokes PMF rorder(ρ) to get the PMF of

∑m
i=1 τi for each relative order, and

averages these PMFs to get the PMF of
∑m

i=1 τi for all (relative) orders. Function
PMF rorder(ρ) computes the weights w from formula (3), invokes f(w,k,n) to
get fk,n for w, and converts it to the PMF of

∑m
i=1 τi.

We finally discuss the time complexity and the empirical performance of
Algorithm 1. The major cost comes from computing the function f. Because
there are O(k!) different w and 0 ≤ g ≤ k, g ≤ h ≤ n, we have O(nk ·k!) different
inputs for which to compute f. With memoization, f is computed only once for
each input. Each computation takes O(nm) because |support(fg,h)| = O(nm)
as 1 ≤ τi ≤ n for 1 ≤ i ≤ m. Therefore, the cost of computing f for all inputs
is O(n2mk · k!). The other costs in the algorithm are lower than the cost of f;
hence, the overall time complexity of Algorithm 1 is O(n2mk · k!).
Implementation: While top-down recursion makes it easier to present the al-
gorithm, for better performance our implementation uses bottom-up dynamic
programming to compute f. Our implementation fits in only 117 lines of C++.

Dataset: We use the RTP dataset with the most Java projects [34] for our
evaluation. In this dataset, each test is a test class and each class is a Maven
module [28]. The dataset has 2980 scenarios, and 2906 (98%) have k ≤ 10. We
select, for each k ≤ 10, the scenario with the maximum number of tests (n)
from the dataset. We also make a synthetic scenario with 2118 tests, being the
largest number of tests in the dataset, and 10 failures. We use both all-to-one
and one-to-one failure-to-fault matrices on the selected scenarios.

Evaluation: As Table 1 shows, the code finishes in under 30sec (on a common
laptop) for all real scenarios; it takes more time on the synthetic one for all-to-one
and one-to-one, but the runtime is still 33sec and 4min, respectively.
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3.2 PMFs of α for Special Cases

As mentioned in Section 1, recent RTP research uses real failures and faults,
with two kinds of failure-to-fault matrices: all-to-one and one-to-one. We discuss
the PMFs of α for these two commonly used cases.
3.2.1 All-to-One: We first derive the PMF of α for all-to-one. In this case,
m = 1, k ≥ 1, and w1 = 1, ∀j > 1.wj = 0 in formula (3). Therefore, the
recursive formula (4) becomes fg,h(s) = fg,h−1(s)+ fg−1,h−1(s) for g > 1, which
is similar to Pascal’s triangle. This observation hints that the PMF of α for
all-to-one may have a closed formula with binomial coefficients.

Theorem 3 (The PMF of α for all-to-one failure-to-fault matrix).

P (α = 1− s

n
+

1

2n
) =

(
n−s
k−1

)(
n
k

) , s ∈ {1, 2, . . . , n− k + 1} (5)

Proof. For all-to-one, the α value depends solely on τ1, which is essentially ϕ1 in
formula (3). For 1 ≤ s ≤ n−k+1, τ1 = s holds as long as s = ϕ1 < . . . < ϕk ≤ n.
To satisfy the condition, we just need to choose the k−1 positions after position s.
Therefore,

(
n−s
k−1

)
out of

(
n
k

)
ways to choose k positions in n satisfy the condition,

so P (τ1 = s) =
(
n−s
k−1

)
/
(
n
k

)
, and formula (5) directly follows.

With (5), we can use O(n) time to compute the PMF of α for all-to-one. We
can compute the needed binomial coefficients iteratively, starting from

(
k−1
k−1

)
= 1,

with the recurrence
(
n′+1
k−1

)
= n′+1

n′−k+2

(
n′

k−1

)
, n′ ≥ k − 1, and get

(
n
k

)
= n

k

(
n−1
k−1

)
.

3.2.2 One-to-One: We next consider the PMF of α for one-to-one. In this case,
m = k and each failing test finds a distinct fault, so for every relative order of
the k failing tests, ∀j.wj = 1 in formula (3). Therefore, running Algorithm 1 and
memoizing on w, the complexity becomes O(n2k2 + k!). k! is because we need
to iterate through all the relative orders. We can avoid k! if we check in advance
that the failure-to-fault matrix is one-to-one, so the complexity is O(n2k2).

Moreover, considering formula (4) when ∀j.wj = 1, fk,n essentially models
the problem “counting the number of partitions of s into k distinct summands
from {1, 2, . . . , n}”. Specifically, fg,h(s) can be viewed as the number of parti-
tions of s into g distinct summands in {1, 2, . . . , h}, and fg,h(s) = fg,h−1(s) +
fg−1,h−1(s−h) holds because the summand g can be either less than h or exactly
h, corresponding to fg,h−1(s) and fg−1,h−1(s − h), respectively. To the best of
our knowledge, no closed formula is known for this problem. Considering that
in our evaluation dataset, 99.8% (2975/2980) of scenarios have n2k2 < 109, the
O(n2k2) algorithm is efficient enough for practical use for almost all cases.
Approximation: Furthermore, we can approximate the PMF by ignoring the
distinct-number constraint, i.e., “counting the number of partitions of s into
k summands from {1, 2, . . . , n}”. This problem has a nice generating function
(x+ x2 + . . .+ xn)k, where the coefficient of xs is the number of partitions [43]:

⌊ s−k
n ⌋∑

i=0

(
k

i

)
(−1)i

(
s− ni− 1

k − 1

)
(6)
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We can calculate these coefficients using two algorithms with different tradeoffs.
The first algorithm first pre-calculates the binomial coefficients with Pascal’s
triangle and then calculates all the coefficients with formula (6). The first step
takes O(nk2) because s− ni− 1 ≤ nk and i ≤ k. The second step takes O(nk2)
because each of O(nk) coefficients takes O(k) to compute as ⌊ s−k

n ⌋ ≤ k. Thus, the
overall time complexity of the first algorithm is O(nk2). The second algorithm
calculates the generating function directly with the fast Fourier transform [4] by
first converting x + x2 + . . . + xn to the point-value representation, calculating
each point value to the kth power, and interpolating to get the coefficients. The
second algorithm takes O(nk log(nk)) because the length of the polynomial is
O(nk). Comparing the complexity, the first algorithm is better when k is small
compared to n (i.e., k − log k < log n), and the second is better otherwise.

To evaluate the approximation, we use Jensen–Shannon (JS) distance [16]
between the exact and the approximated PMFs. We check our approximation
on the same real scenarios as in Section 3.1. As Table 1 shows, the approximation
yields PMFs with a small JS distance, the largest only 0.0442 for n = 52, k = 9.

3.3 PMF of γ

The PMF of γ is more complex than that of α because even for the simplest all-
to-one failure-to-fault matrix, the number of possible values of γ can be Ω(2n).
For example, consider n tests with costs 1, 2, 4, . . . , 2n−1, and only one test fails
and detects the only fault. The γ value depends on the sum of the costs of the
tests that precede the failure. 2n−1 different sets of the tests can precede the
failure, and every set has a distinct sum of the costs. Even for the example in
Fig. 1, the support of PMF for γ (33) is much bigger than that for α (8).

4 Expected Values for All Orders Ωa(T )

While some comparisons of RTP techniques use full samples of PMFs, many use
just the arithmetic mean of the samples. We next derive formulas for expected
values to obtain the mean faster and without the imprecision from sampling.

In this section, we consider the case where order o is uniformly selected from
Ωa(T ), allowing n! orders of n tests. Because α is a special case of γ where
∀t, t′ ∈ T.σ(t) = σ(t′), we first derive γ.

To start with a simple example, consider a test suite with only one failing
test (k = 1). For a random order, the test can be at any position with equal
probability. Intuitively, the expected position across all of the orders is at the
middle of the sequence, hence α and γ should be about 1/2. In fact, we will show
that they are exactly 1/2. Moreover, the expected values of both α and γ are
1/2 as long as each fault is detected by only one failing test (∀i.ki = |Ti| = 1,
which includes one-to-one). In general, the failure-to-fault matrix can be more
complex: many tests could detect the same fault, and a test could detect many
faults. To compute the expected values of α and γ, we first prove a useful lemma.
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Lemma 4. For every fault i,

∀t /∈ Ti.Pa(t < tτi) = Pa(∀t′ ∈ Ti.t < t′) =
1

ki + 1
(7)

Proof. Since τi is the position of the first test from Ti in the order, t precedes
tτi iff t precedes every t′ ∈ Ti. Consider the relative position of each t /∈ Ti with
respect to all the tests from Ti in a random order. By symmetry, it is equally
likely that t is in any of the ki+1 relative positions created by the relative order
of the ki tests from Ti. Therefore, the probability that t is in the relative position
preceding all the ki tests from Ti is

1
ki+1 .

We first use this lemma to compute Ea[γ].

Theorem 5 (The expected value of γ for Ωa(T )).

Ea[γ] = 1−

∑m
i=1

(
σ(T\Ti)
ki+1 + σ(Ti)

2ki

)
m · σ(T )

(8)

Proof. From (2), the two key terms in γ are σ(tτi) and
∑n

j=τi
σ(tj). By symme-

try, any test t ∈ Ti can be the first in the order, or equivalently t = tτi , with
probability 1

ki
. Thus

Ea[σ(tτi)] =
∑
t∈Ti

P (t = tτi)σ(t) =
σ(Ti)

ki
(9)

Next, consider that
∑n

j=τi
σ(tj) =

∑
t∈T σ(t)1tτi≤t can be also calculated as∑

t∈Ti
σ(t)1tτi≤t +

∑
t/∈Ti

σ(t)1tτi≤t. For every test t ∈ Ti, tτi ≤ t by definition,
so ∀t ∈ Ti.Ea[1tτi≤t] = 1. For every test t /∈ Ti, Ea[1tτi≤t] = Pa(tτi ≤ t) =

1 − Pa(t < tτi) = ki

ki+1 . The last equality stems from Lemma 4. Therefore, by
the linearity of expectation, we get

Ea[

n∑
j=τi

σ(tj)] = σ(Ti) +
ki

ki + 1
σ(T \ Ti) (10)

From (2), (9), and (10), we get (8).

Corollary 5.1 (The expected value of α for Ωa(T )).

Ea[α] = 1−
(n+ 1)

∑m
i=1

1
ki+1

nm
+

1

2n
(11)

Revisiting the case where each fault can be detected by only one failing test,
setting ∀i.ki = 1 in (8) or (11), gives exactly 1/2 = Ea[α] = Ea[γ]. In fact, even
in the general case of any failure-to-fault matrix, we find that the two expected
values are similar if not the same, inspiring us to derive the following bound:
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Theorem 6 (The expected difference of α and γ for Ωa(T )).

− 1

12
< Ea[α]− Ea[γ] <

1

2n
(12)

Proof. From formulas (8) and (11), we have Ea[α] − Ea[γ] = ∆γ − ∆α + 1
2n ,

where ∆γ =
∑m

i=1(
1

2ki
− 1

ki+1 )σ(Ti)

m·σ(T ) and ∆α =
∑m

i=1
1

ki+1

nm . Since ki ≥ 1, we have

− 1
12 ≤ 1

2ki
− 1

ki+1 ≤ 0 (with basic calculus, minimum is for ki = 2 or ki = 3),

which, combined with σ(Ti) ≤ σ(T ), gives − 1
12 ≤ ∆γ ≤ 0. Since ki ≥ 1, we

also have 0 < 1
ki+1 ≤ 1

2 , which gives 0 < ∆α ≤ 1
2n . Thus, we have − 1

12 ≤
∆γ −∆α+

1
2n < 1

2n . However, ∆γ −∆α+
1
2n = − 1

12 would require ∆α = 1
2n and

thus ∀i.ki = 1, in which case ∆γ = 0 and ∆γ −∆α + 1
2n = 0 ̸= − 1

12 . Therefore,
the equality cannot hold and − 1

12 < Ea[α]− Ea[γ] <
1
2n .

5 Expected Values for Compatible Orders Ωc(T )

In this section, we consider the expected values of α and γ for Ωc(T ). Compatible
orders do not interleave tests from different classes, as defined in Section 2.
Similar to Ωa(T ), we first prove a useful lemma for Ωc(T ).

Lemma 7. For every fault i, (note that if t /∈ Ti, C(t) may have another t′ ∈ Ti)

∀t /∈ Ti.Pc(t < tτi) = Pc(∀t′ ∈ Ti.t < t′) =

{
1

|Ci|(|Ti,C(t)|+1) C(t) ∈ Ci
1

|Ci|+1 C(t) /∈ Ci
(13)

Proof. For C(t) ∈ Ci case, two conditions must hold for t /∈ Ti,C(t) to precede
all tests that detect the fault i. First, among all classes in Ci, C(t) must be the
first in the order, and by symmetry, each class in Ci can be the first with the
same probability 1

|Ci| . Second, t must precede all tests from Ti,C(t), which (sim-

ilar to Lemma 4) holds with the probability 1
|Ti,C(t)|+1 . The two conditions are

independent because they are about the class order and the test order inside the
class, respectively, and these orders are independent of each other. Therefore, the
probability that t precedes the first test that detects the fault i is 1

|Ci|(|Ti,C(t)|+1) .

For C(t) /∈ Ci case, only one condition—C(t) precedes all classes in Ci—
must hold for t to precede the first test that detects the fault i, which (similar
to Lemma 4) happens with probability 1

|Ci|+1 .

Theorem 8 (The expected value of γ for Ωc(T )).

Ec[γ] = 1− 1
m·σ(T )

∑m
i=1

( ∑
C/∈Ci

σ(TC)

|Ci|+1 +

1
|Ci|
∑

C∈Ci

(
σ(TC\Ti,C)
|Ti,C |+1 +

σ(Ti,C)
2|Ti,C |

)) (14)
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Proof. We first compute the two key terms σ(tτi) and
∑n

j=τi
σ(tj) in γ. For each

test t ∈ Ti to be the first, its class C(t) ∈ Ci should be the first among all classes
in Ci with probability 1

|Ci| , and t must be the first among all tests in Ti,C(t) with

probability 1
|Ti,C(t)|

. These two events are independent, so the joint probability

is 1
|Ci||Ti,C(t)|

. By σ(tτi) =
∑

t∈Ti
σ(t) · 1t=tτi

, we have

Ec[σ(tτi)] =
∑
t∈Ti

σ(t)

|Ci||Ti,C(t)|
=

1

|Ci|
∑
C∈Ci

σ(Ti,C)

|Ti,C |
(15)

Next, consider
∑n

j=τi
σ(tj) =

∑
t∈T σ(t)·1tτi≤t. Each t is either (1) t ∈ Ti, where

1tτi≤t = 1 by definition of τi; or (2) t /∈ Ti, where Ec[1tτi≤t] = Ec[1tτi<t] =
Pc(tτi < t) = 1 − Pc(t < tτi) can be obtained from Lemma 7. Combining these
cases, we have

Ec[
∑n

j=τi
σ(tj)] = σ(Ti) +

|Ci|
|Ci|+1

∑
C/∈Ci

σ(TC)+∑
C∈Ci

(
1− 1

|Ci|(|Ti,C |+1)

)
σ(TC \ Ti,C)

(16)

From (2), (15), and (16), we get (14).

Corollary 8.1 (The expected value of α for Ωc(T )).

Ec[α] = 1− 1

nm

m∑
i=1

(∑
C/∈Ci

|TC |
|Ci|+ 1

+
1

|Ci|
∑
C∈Ci

|TC |+ 1

|Ti,C |+ 1

)
+

1

2n
(17)

We next discuss the expected difference of Ec[α] and Ec[γ]. Unlike the case
with Ωa(T ), where the difference has a rather small bound, we find that the
difference can be rather large for Ωc(T ).

Theorem 9 (The expected difference of α and γ for Ωc(T )).

− 1

2
< Ec[α]− Ec[γ] ≤

1

2
− 1

2n
(18)

Proof. From (14) and (17), we get Ec[α]− Ec[γ] = ∆γ −∆α + 1
2n , where

∆γ = 1
m·σ(T )

∑m
i=1

(∑
C/∈Ci

σ(TC)

|Ci|+1 + 1
|Ci|
∑

C∈Ci

(
σ(TC\Ti,C)
|Ti,C |+1 +

σ(Ti,C)
2|Ti,C |

))
and

∆α = 1
nm

∑m
i=1(

∑
C/∈Ci

|TC |
|Ci|+1 + 1

|Ci|
∑

C∈Ci

|TC |+1
|Ti,C |+1 ). ∆γ > 0 because all the terms

in ∆γ are positive. From ∀i, C ∈ Ci.|Ci| ≥ 1, |Ti,C | ≥ 1, we have

∆γ ≤ 1
m·σ(T )

∑m
i=1

(∑
C/∈Ci

σ(TC)

1+1 + 1
1

∑
C∈Ci

(
σ(TC\Ti,C)

1+1 +
σ(Ti,C)

2·1

))
= 1

m·σ(T ) ·
1
2

∑m
i=1 σ(T ) =

1
2

Similarly,
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∆α ≤ 1
nm

∑m
i=1(

∑
C/∈Ci

|TC |
|Ci|+1 + 1

|Ci|
∑

C∈Ci

|TC |+1
1+1 )

≤ 1
nm

∑m
i=1(

∑
C/∈Ci

|TC |
2|Ci| +

∑
C∈Ci

(|TC |+1)

2|Ci| ) = 1
nm

∑m
i=1(

n
2|Ci| +

1
2 ) ≤

n+1
2n

From 0 ≤ |Ti,C | ≤ |TC |, we also have ∆α ≥ 1
n . Combining 0 < ∆γ ≤ 1

2 and
1
n ≤ ∆α ≤ n+1

2n , we get − 1
2 < ∆γ −∆α + 1

2n ≤ 1
2 − 1

2n

Considering many inequalities in the preceding proof, one may expect the
bounds to be loose, but we show two scenarios where bounds are close to tight.
Both scenarios have only one fault. Scenario one has two classes: C1 has only
one passing test t with cost qN (q > 0 is arbitrary), and C2 has N failing
tests each with cost q

N . We assume N ≫ 1. t must be the first or last in any
compatible order, each with probability 1/2 (when C1 is first or second). Ec[α] is

close to 1, and Ec[γ] is only about 1/2. Precisely, Ec[α]−Ec[γ] =
N2−2N+2
2N2+2N ≈ 1

2
when N ≫ 1. Scenario two has two classes: C2 has N failing tests with cost q

N ,
and C3 has N2 passing tests each with cost q

N3 . The two classes have only two
orders, each with probability 1/2. Ec[γ] is close to 1, and Ec[α] is only about

1/2. Precisely, Ec[α]− Ec[γ] =
1

N+1 − N2+2
2N2+2N + 1

2N ≈ − 1
2 when N ≫ 1.

5.1 Comparison of Ωa(T ) and Ωc(T )

Orders that are compatible have more constraints on the PMF, which could
increase or decrease average α or γ values. To compare how orders in Ωa(T ) and
Ωc(T ) perform on average, we compare Ea[α] with Ec[α] and Ea[γ] with Ec[γ].

Theorem 10 (Difference of Ec[γ] and Ea[γ]).

1

2n
− 1

2
≤ Ec[γ]− Ea[γ] ≤

1

6
(19)

Proof. From (8) and (14), we have

Ec[γ]− Ea[γ] =
1

m·σ(T )

∑m
i=1

(
σ(Ti)
2ki

+ σ(T\Ti)
ki+1 −

∑
C/∈Ci

σ(TC)

|Ci|+1 −

1
|Ci|
∑

C∈Ci

(
σ(TC\Ti,C)
|Ti,C |+1 +

σ(Ti,C)
2|Ti,C |

)) (20)

Because ∀i.1 ≤ ki ≤ n, |Ci| ≥ 1, |Ti,c| ≥ 1, we have

Ec[γ]− Ea[γ] ≥ 1
m·σ(T )

∑m
i=1(

1
2n − 1

2 )σ(T ) =
1
2n − 1

2

For the other side, because ∀i.|Ci| ≤ ki, |Ti,c| ≤ ki, we have

Ec[γ]− Ea[γ] ≤ 1
m·σ(T )

∑m
i=1

(
σ(Ti)
2ki

+ σ(T\Ti)
ki+1 −

∑
C/∈Ci

σ(TC)

ki+1 −
(
∑

C∈Ci
σ(TC))−σ(Ti)

|Ci|(ki+1) − σ(Ti)
2|Ci|ki

)
= 1

m·σ(T )

∑m
i=1

(
1− 1

|Ci|

)(∑
C∈Ci

σ(TC)

ki+1 − σ(Ti)
(

1
ki+1 − 1

2ki

))
≤ 1

m·σ(T )

∑m
i=1

(
1− 1

|Ci|

) ∑
C∈Ci

σ(TC)

ki+1

≤ 1
m·σ(T )

∑m
i=1

|Ci|−1
|Ci|(|Ci|+1)

∑
C∈Ci

σ(TC)

≤ 1
m·σ(T )

∑m
i=1

σ(T )
6 = 1

6
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The third last inequality holds because ∀ki ≥ 1. 1
ki+1 −

1
2ki

≥ 0. The last inequal-

ity holds because ∀|Ci| ≥ 1. |Ci|−1
|Ci|(|Ci|+1) ≤ 1

6 , which can be shown with simple

calculus, and
∑

C∈Ci
σ(TC) ≤ σ(T ).

Corollary 10.1 (Difference of Ec[α] and Ea[α]).

1

2n
− 1

2
≤ Ec[α]− Ea[α] ≤

1

6
(21)

We give two scenarios where the preceding bounds are close to tight. In both
scenarios, we set ∀t, t′ ∈ T.σ(t) = σ(t′), so that α = γ and Ec[α] − Ea[α] =
Ec[γ]−Ea[γ]. The first scenario has one fault F , each of the |C| classes contains
n
|C| tests, and tests from only one class detect F but all tests in that class detect

F . In this scenario, Ea[α] = 1 − |C|(n+1)
n(n+|C|) + 1

2n , and Ec[α] = 1 − |C|−1
2|C| − 1

2n .

If we consider |C| =
√
n, when n ≫ 1, Ea[α] ≈ 1 but Ec[α] ≈ 1/2, hence

Ec[α]−Ea[α] ≈ −1/2. The second scenario has one fault F and two classes with
1 and n − 1 tests, and each class contains only one test that detects F . In this
scenario, Ea[α] =

2
3 −

1
2n and Ec[α] =

3
4 . When n ≫ 1, Ec[α]−Ea[α] ≈ 1

12 , close
to the upper bound of 1/6.

In brief, measured by α or γ, compatible orders can be much worse on average
than all orders (up to 1/2) but cannot be much better (up to 1/6).

6 Properties of Metrics and Checking Prior RTP Work

Prior work on random RTP uses sampling and often visualizes α and γ values
as boxplots that may show the median, mean, quartiles (25% and 75%), and
“whiskers” (1.5 times the interquartile range) of the sampled distribution. For
papers that show these boxplots, we identify two properties for the boxplots, fo-
cusing on Ωa(T ) because it is used in almost all prior work instead of Ωc(T ) [46]:

– Mean/Median at Least Half: Ea[α],Meda(α),Ea[γ],Meda(γ) ≥ 1/2.
– Symmetric PMF: Ea[α] = 1/2 ⇔ Meda(α) = 1/2 ⇔ Ea[γ] = 1/2 ⇔

Meda(γ) = 1/2 ⇔ ∀i.ki = 1 ⇒ PMFs of α and γ are symmetric around 1/2.

To check the boxplots from prior work, we search on Google Scholar for
papers related to “test prioritization” and keep only the papers that contain
both “test” and “prioriti” in the titles. We sort these papers based on their
citation count and check the top 100 papers with the highest citation count [44].

6.1 Mean/Median at Least Half

Lemma 11. ∀o ∈ Ωa(T ) and its reverse order o ∈ Ωa(T ),

γ(o) + γ(o) ≥ 1 (22)

The equality holds iff ∀i.ki = 1.
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Proof sketch. To give some intuition, when ∀i.ki = 1, the test that detects the
fault i first does not change by reversing the order, so the “prefixes” of the test
in o and o complement each other and form the entire test suite. In this case,
γ(o) + γ(o) = 1. If ∃i.ki ≥ 2, the test that detects the fault i first in o is not the
same test in o, and the “prefixes” of these two tests in o and o do not form the
entire test suite, so γ(o) + γ(o) > 1. We omit the details due to space limit.

Theorem 12 (Measures of central tendency are at least half).

min{Ea[α],Meda(α),Ea[γ],Meda(γ)} ≥ 1/2 (23)

The equality holds iff ∀i.ki = 1.

Proof sketch. From (22), we get Ea[γ] = 1
2 ·

∑
o∈Ωa(T )(γ(o)+γ(o))

n! ≥ 1
2 and the

equality holds iff ∀i.ki = 1. Because α can be viewed as a special case of γ, we
also have the same result for Ea[α]. The same result for Meda(α) and Meda(γ)
can also be derived from (22). We omit the details due to space limit.

When we inspect the top 100 most cited RTP papers, we find at least five
papers with boxplots clearly showing a mean or median below 1/2. These papers
range from seminal papers [12, Figs. 2b, 2c, 2e] (year 2000) and [13, Fig. 3:
schedule, tcas] (2002) to more recent [29, Fig. 4] (2007), [5, Fig. 2] (2016 – a co-
author of this prior paper is also in this paper), and [41, Fig. 5] (2017). Instead of
sampling random orders for an arbitrary number of times, future RTP research
could use our formulas or algorithm to obtain correct mean and median values.

6.2 Symmetric PMF

We also prove that α and γ PMFs are symmetric when (23)’s equality holds.

Theorem 13 (Symmetry of the α and γ PMFs). If Ea[α] = 1/2 ∨Meda(α) =
1/2 ∨ Ea[γ] = 1/2 ∨Meda(γ) = 1/2 ∨ ∀i.ki = 1, then

∀δ.P (α = 1/2− δ) = P (α = 1/2+ δ) ∧ P (γ = 1/2− δ) = P (γ = 1/2+ δ) (24)

Proof. From Theorem 12, min{Ea[α],Meda(α),Ea[γ],Meda(γ)} = 1/2 ∨ ∀i.ki =
1 ⇔ ∀i.ki = 1 ⇒ ∀o.α(o) + α(o) = 1 ∧ γ(o) + γ(o) = 1. Each order has exactly
one reverse order, so the PMFs of α and γ are symmetric around 1/2.

When we inspect the top 100 most cited RTP papers again, we find at least
three papers relevant to this property. Based on the information in these pa-
pers, we believe that ∀i.ki = 1 is true. Ideally, we would confirm each paper’s
failure-to-fault matrix, but papers often omit such details. On a positive note,
the authors of one paper [38] released their dataset, which we analyze and con-
firm that ∀i.ki = 1. The papers that violate this property include the most
widely cited paper on RTP [38, Fig. 5: schedule, schedule2, tcas] (year 2001;
1563 citations per Google Scholar) and others, both older [36, Fig. 4: schedule,
schedule2, tcas] (1999) and newer [40, Fig. 2] (2015) papers.
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Instead of randomly sampling orders to approximate PMFs, future RTP pa-
pers could use our algorithm to compute exact PMFs. While we find only five
and three papers that definitely violate Mean/Median at Least Half and Sym-
metric PMF, respectively, we suspect that many others may violate these or
similar properties. However, due to the lack of data in many papers (e.g., no
boxplot for random RTP), we cannot easily identify all violations.

7 Related Work

Some prior work [45, 49] considers expected values of α and γ but in different
contexts from ours. Random testing (but not random RTP) has been studied for
a while [7–9,17,18,31–33,50]. The most related are theoretical analyses of random
test generation. Böhme and Paul [2, 3] analyze how random sampling of test
inputs compares to systematic generation: random can be more efficient when
the cost to systematically generate a test input exceeds the cost to randomly
sample an input by some factor. Böhme et al. [1] analyze the connection between
Shannon’s entropy and the discovery rate of a fuzzer that randomly generates
inputs. They provide the foundation for identifying random seeds for the fuzzer
to improve the overall efficiency. Their analysis also enables future systematic
approaches for test generation to be more efficiently compared with random.
Similarly, our analysis can help future RTP work more efficiently compare against
random RTP and avoid insufficient sampling. Beyond random test generation,
Majumdar and Niksic [26] present a theoretical analysis on the effectiveness
of randomly inserted partition faults to find bugs in distributed systems. In
contrast, our analysis is on test-suite orders for random RTP.

8 Conclusion

Regression test prioritization (RTP) is a popular regression testing approach.
Majority of highly cited RTP papers have compared RTP techniques with ran-
dom RTP. However, all evaluations have been empirical, with no prior theoretical
analysis of random RTP. This paper has presented such analysis, by introduc-
ing an algorithm for efficiently computing the exact probability mass function
of APFD, deriving closed-form formulas and approximations for various metrics
and scenarios, and deriving two interesting properties forAPFD and APFDc.
Overall, our analysis provides new insights into the random RTP, and our re-
sults show that future RTP work often need not use random sampling but can
use our simple formulas or algorithms to more precisely evaluate random RTP.
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