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Foreword

Enhancing international cooperation for developing countries to reduce disaster risk 
is a key target of the global blueprint to reduce disaster losses, the Sendai Framework 
for Disaster Risk Reduction 2015–2030.

In that spirit, I welcome this publication as a shining example of cooperation and 
a vindication of the initiative embarked on 10 years ago by WMO to create the High 
Impact Weather (HIWeather) project as part of its World Weather Research 
Programme. HIWeather is also an important contribution towards achieving another 
of the Sendai Framework’s targets to substantially increase the availability of, and 
access to, multi-hazard early warning systems.

UNDRR and WMO are passionately partnering in our advocacy for improved 
access to early warning systems, especially in low- and middle-income countries. 
These countries bear a disproportionate burden in terms of mortality and economic 
losses as a result of the rising number and increasing intensity of extreme weather 
events in a warming world.

This publication is testament to the contribution that HIWeather has made over 
the last decade to convince policymakers that early warning systems should be far 
more than mechanisms to issue warnings of impending hazard events. An effective 
multi-hazard early warning system is one in which hazards are monitored, and fore-
casts and warnings issued. They must also increasingly take account of the systemic 
nature of disaster risk and generate risk scenarios for the areas and population likely 
to be affected by a forecast event.

Recently, we have seen an enormous escalation in the numbers of people evacu-
ating in response to early warnings, saving many thousands of lives. Trust in the risk 
governance system in place and good communication are vital to these successes. 
The effectiveness of any early warning system is not a matter of whether warnings 
are issued but rather if the warnings lead to appropriate and timely action to save 
lives and reduce damage to critical infrastructure.

Thanks to WMO and its members, we know what works. The challenge before 
us is to make that available in places which need it most but are currently underserved.

While the majority of UN Member States that signed the Paris Agreement iden-
tify early warning systems as a “top priority”, WMO’s most recent Climate Services 
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report shows that a high number of LDCs and SIDS do not have multi-hazard early 
warning systems in place. Many LDCs, notably in Africa, lack capacity to translate 
early warning into early action.

I have no doubt that this publication will boost efforts to fill capacity gaps in 
early warning systems and encourage greater investment in this area.

This book brings together expert contributions from around the globe and from 
many disciplines. It will be of very practical use to Sendai Framework focal points 
in government, national disaster management agencies and others engaged in devel-
oping and implementing national strategies for disaster risk reduction. It will be of 
particular benefit to countries with weak warning systems, and I note with gratitude 
that it is an open access publication thanks to the support of WMO and the HIWeather 
Trust Fund.

Mami Mizutori
Special Representative of the UN Secretary-General for Disaster Risk Reduction
Geneva, Switzerland

Foreword
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Preface and Acknowledgements

This book is about the contribution of early warnings to reducing damage, disrup-
tion and distress from natural hazards. Its theme is partnership – between producers 
and receivers of warnings, and between the many experts who contribute to creating 
a warning. We dedicate this book to everyone who has saved a life by issuing an 
effective early warning and in the hope that it will be of help to those who we rely 
on to do so in the future.

The background to writing this book is the 10-year High Impact Weather 
(HIWeather) project of the World Weather Research Programme of the World 
Meteorological Organization (WMO). The project is, itself, an example of a very 
successful partnership – across the wide variety of disciplines involved in warning 
production, between weather services and academia, and between countries. The 
work of HIWeather is described on its website at http://hiweather.net and can be 
followed by signing up to its newsletter.

The writing of this book has also been a partnership, with nearly 50 expert con-
tributors brought together and their contributions integrated by the chapter coordi-
nators. We have aimed for a coherent narrative across the warning chain in which 
the individual areas of expertise are brought together seamlessly. As editor, I pro-
vided the overall structure and areas of content, and edited the final text for consis-
tency. The expert input is provided by the individual contributors listed in each 
chapter. You, the reader, are the final judge of whether we have successfully com-
bined all of this diverse expertise.

The HIWeather project aims to raise the capability for early warnings to save 
lives and reduce damage across the world in pursuit of the aims of the Sendai 
Agreement of 2015. Our book has the same aim and is therefore targeted at emer-
gency responders, weather services and governments in every country, but espe-
cially in those with poorly developed warning systems. To maximise its impact, we 
are delighted to be able to offer this as an open access publication that can be 
accessed everywhere without limitations of available budgets. We are very grateful 
to the World Meteorological Organization and to the contributors to the HIWeather 
Trust Fund for making this possible.

http://hiweather.net
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I am grateful to the Met Office for supporting my co-chairmanship of the 
HIWeather project, and particularly for providing the time for me to edit this book. 
As a National Weather Service, a primary role of the Met Office is the provision of 
weather warnings for the protection of life and property.

 Towards the “Perfect” Weather Warning: Bridging 
Disciplinary Gaps Through Partnership and Communication

Overview This book is about making weather warnings more effective in saving 
lives, property, infrastructure and livelihoods, but the underlying theme of the book 
is partnership. The book represents the warning process as a pathway linking obser-
vations to weather forecasts to hazard forecasts to socio-economic impact forecasts 
to warning messages to the protective decision, via a set of five bridges that cross the 
divides between the relevant organisations and areas of expertise. Each bridge repre-
sents the communication, translation and interpretation of information as it passes 
from one area of expertise to another and ultimately to the decision maker. Without 
effective partnerships between the disciplines and/or organisations involved at each 
stage in the warning process, information is lost and distorted. Making the whole 
system work effectively also requires a partnership of those involved within a policy 
structure that brings together government, private business, civil society and the vol-
untary sector. As we explore the partnerships upon which each bridge is built, we 
look at the expertise and skills that each partner brings, at the challenges of com-
munication between them, and at structures and methods of working that build effec-
tive partnerships. We have chosen to order the book according to the “first mile” 
paradigm in which the decision maker comes first, and then we work back up the 
production chain through the warning and forecast to the observations, emphasising 
the importance of co-design and co-production throughout the warning process.

Audience The target audience for the book will be professionals and trainee pro-
fessionals with a role in the warning chain, i.e. in weather services, emergency 
management agencies, disaster risk reduction agencies, risk management sections 
of infrastructure agencies and relevant parts of government. With this in mind, we 
aim to focus on producing a succinct and clear exposition of the evidence and the-
ory, with an emphasis on putting it into practice.

 

Brian Golding
Exeter, UK

Preface and Acknowledgements
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Chapter 1
Introduction

Brian Golding

Abstract We outline the objectives of the book, setting them in the context of 
disaster risk management in a changing world and introducing the role of warnings 
in mitigating weather-related disasters. We describe the warning value chain, link-
ing the needs of the decision-maker with forecasting capability; identify the block-
ages where information is lost, which we call the “valleys of death”; and introduce 
partnership as the core theme of the book. We then summarise the structure of the 
book and of each chapter, concluding by emphasising the importance of having a 
governance framework to monitor performance, inform troubleshooting and deter-
mine investment.

Keywords Sendai framework · Disaster risk management · Partnership · 
Governance

Disasters happen with appalling frequency in our world, resulting in death, injury, 
destruction, disruption and economic loss that can set back the development efforts 
of affected countries by decades. Disasters from natural hazards are growing at a 
rapid rate for several reasons. Population growth, migration and urbanisation are all 
leading to the poorest, most vulnerable, people occupying land that is more exposed 
to severe and frequent threats, while urbanisation and migration are also producing 
communities that are both more dependent on infrastructure and lacking in  local 
knowledge of their environment. At the same time, climate change is increasing the 
severity and frequency of many of those threats. In 2015, the world community met 
together to sign the Sendai Framework for Disaster Risk Reduction (UNDRR 2015), 
aimed at building a safer world for everyone.

The signing of the Sendai Framework was a critical step towards mobilising 
resources to counter these trends towards more frequent, more costly disasters. 

B. Golding (*) 
Met Office, Exeter, UK

WMO/WWRP HIWeather project, Geneva, Switzerland
e-mail: brian.golding@metoffice.gov.uk

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-98989-7_1&domain=pdf
https://doi.org/10.1007/978-3-030-98989-7_1
mailto:brian.golding@metoffice.gov.uk
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Much of its content deals with planning and policies that will reduce exposure to 
hazards, especially in new developments, and reduce vulnerability in existing ones. 
However, threats will always occur that exceed the protection in place, and the 
Sendai Framework also promotes the critical role of early warnings in enabling 
people to survive and recover from disasters. Since the cost of disasters can severely 
set back progress in development, the implementation of more effective responses 
to weather-related hazards is a theme in many of the Sustainable Development 
Goals, also agreed by the world community in 2015.

The objective of this book is to save lives and livelihoods and to reduce injury, 
damage and disruption from weather-related hazards in all parts of the world by 
helping those who create policy and plan, design and operate warning systems to 
make use of the latest research on what makes a good warning, so that their warn-
ings may be more effective in our rapidly changing world. The material for this 
book has been gathered as part of the World Meteorological Organisation’s High 
Impact Weather (HIWeather) project under the auspices of the World Weather 
Research Programme (Golding et al. 2019).

While the frequency and severity of threats are growing for the reasons given 
above, the ability to avoid or reduce their impacts is also growing as a result of sci-
entific research and technical innovation. Weather forecasting has seen spectacular 
advances in prediction accuracy in the last half century, with 5-day forecasts now 
more accurate than 1-day forecasts were then. These improvements have come as a 
result of technical achievements in computing and satellite observation as well as 
from the application of new science. The ability to gather and communicate infor-
mation has always been at the heart of weather forecasting and warning, but the 
revolution in mobile communication of the past 20 years has enabled warning mes-
sages to reach a much greater number of people, even in remote areas of developing 
countries, so that there is a much greater awareness of the approach of weather- 
related hazards.

We have written this book for professionals and trainees who are involved in set-
ting policy and planning, implementing and operating warning systems or parts of 
them. They may be in central or local government, in emergency management, in 
the management of businesses or utilities, in international aid agencies or in com-
munity response groups. The material is also a suitable introduction for those plan-
ning research on aspects of the warning chain especially those undertaking 
transdisciplinary research across the physical and social sciences.

In this book, we refer to anyone who acts on a warning as a decision-maker. They 
may be an individual acting to protect themselves by deciding whether to evacuate 
or to postpone a journey. They may be a manager responsible for the staff, custom-
ers and plant of a business. They may be an emergency manager responsible for the 
safety of a community. Or they may be a government minister responsible for the 
safety of a nation. Each has different levels of responsibility and will take different 
decisions in order to exercise the power they have been given.

This book is focused on the production and use of warnings. We distinguish a 
forecast, which produces information about the future state of the weather or some 
other aspect of the environment, without consideration of its use, from a warning 

B. Golding
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which provides information about a threat so as to enable a response. The response 
will be different according to the lead time, the confidence level, the severity of the 
threat, the vulnerability of those threatened and other factors. For instance, a long 
range, low confidence warning may be used to initiate training or other “no regrets” 
preparatory activities, whereas a short range, high confidence warning may be used 
for more costly responses such as closing down a factory.

A decision-maker is a user of a warning but may also be a producer of a warning 
for someone else. For instance, an emergency manager in a city will receive a warn-
ing and initiate city-wide activities to protect citizens from the threat. At the same 
time, they may themselves issue a warning to citizens, advising them to take specific 
action. Similarly, a weather forecast centre in the path of a storm may need to 
respond to warnings issued by emergency services in order to protect its staff and to 
maintain operations.

We characterise the production of warnings as a value chain whose aim is to 
provide the information that enables the best decisions to be taken, both by indi-
viduals and by those with responsibility to protect others. In a perfect warning 
chain, the warning received by the end user would contain precise and accurate 
information that perfectly met their need, contributed by each of the many players 
in the chain. In real warning chains, information, and hence value, are always lost 
as well as gained at each link in the chain. In business, the term “valley of death” 
was coined as a metaphor of the failure of research to lead to successful innovation. 
NRC (2001) adopted this to represent the failure of research to translate into opera-
tional weather forecasting improvements. In Fig. 1.1, we use it more generally to 
represent the failure of the expert information generated in warning organisations to 
lead to the desired responses due to inadequate communication along the warning 
chain. The height of each mountain may be interpreted as the maturity of the exper-
tise available for use in weather warnings. Successful communication of informa-
tion from one contributor of expertise to the next is represented by spanning the 
valleys with bridges, whose height can represent the success of the communication 
between those contributors in avoiding the loss of information. Without a bridge, 
there is no communication, and the expertise of a particular contributor is com-
pletely lost. This representation of the warning process is, of course, a gross over-
simplification of reality. Real warnings are created from a complex web of 

Fig. 1.1 The valleys of death concept of a warnings value chain. (© Crown Copyright 2020, 
Met Office)

1 Introduction
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interactions taking place continuously among a wide variety of people more or less 
involved in the core activities shown. At the same time, distinct activities may in 
some cases be combined in a single person. There are also professionals whose 
expertise lies in being one of these bridges. Nevertheless, the concept is a useful one 
that highlights the very broad range of disciplines involved – and the need for those 
disciplines to communicate with each other effectively.

This conceptual value chain can be read in either direction – there are no arrows 
on the diagram! Indeed, it is important that it is read in both directions. In designing 
a warning system, the starting point must be the decisions that need to be taken to 
protect life, property, infrastructure and livelihoods. These should be the basis for 
deciding what information is required and how it should be delivered – sometimes 
referred to as the “first mile paradigm”, because the user is at the start of the process. 
These decisions will vary according to the hazard that is being responded to, the 
person making them and the environment in which that person sits. In some cases, 
they will be so distinctive that a specific tailored form of warning is needed for that 
person. In other cases, a generic form of warning may need to be designed to meet 
the common requirements of a variety of people. The need to take a decision 
demands specific information, which can be traced up the value chain to define the 
expertise and resources required to produce it. However, if we do this without con-
sidering the capabilities of the upstream contributors, the warning system will cer-
tainly fail. Not only are there limitations to what science and technology make 
possible, but there may be capabilities available that enable more effective decisions 
to be taken that hadn’t been thought possible. Thus, design of a warning system is 
an iterative process, starting from the decision-maker, progressing up the value 
chain, then continually returning to the decision-maker in a process of mutual 
adjustment. On the other hand, when the warning system is in operation, the flow of 
information is predominantly down the value chain from producer to user – and this 
needs to happen quickly, accurately and reliably to maintain the value of the infor-
mation. Nevertheless, the return flow of information is still crucial, providing 
updates from those involved “on the ground” so that the warning producers can 
maintain their situational awareness. Since this book is aimed particularly at those 
designing a new or improved warning system, we adopt the first mile paradigm for 
the ordering of the chapters – starting with the decision-maker and moving up the 
value chain to the information producers.

In this book communication and partnership are key words. Communication 
takes place between people, between institutions and between data systems. 
Limitations in any of these can inhibit the effectiveness of the warning system of 
which they are a part. Institutional communication is particularly important in creat-
ing an environment for successful partnership. At the highest level, government is 
responsible for creating the legislative framework that facilitates partnership work-
ing between organisations. However, while a good governance framework is neces-
sary, it is not sufficient in itself. Shared personal knowledge of the aims, culture and 
language of the partners is critical to building the trust that enables outstanding 
performance when the threat is real.

B. Golding
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Warnings of weather-related hazards have a long history going back to the foun-
dations of national weather services in the late nineteenth century, largely in 
response to the implementation of the telegraph as the first telecommunication net-
work, enabling instant communication of observations and warnings. The first 
applications were in maritime safety, at a time when most propulsion was by sail 
and shipwrecks were commonplace. With the growth of aviation in the early twen-
tieth century, the extreme sensitivity of early flying machines required great care to 
avoid dangerous weather conditions. As a result, much of the modern structure of 
weather services was put in place to support the safety of aviation. Moving to the 
second half of the twentieth century, the massive growth in personal transport led to 
increased requirements for warnings of adverse road conditions. Weather prediction 
advanced rapidly through the application of satellite observing and computer pre-
diction. At the same time, rapidly expanding populations in  locations exposed to 
hazardous weather generated the need for a wider range of warnings on land, par-
ticularly of storms and floods. These developments exposed limitations in the ability 
of weather services to meet the needs of decision-makers. Whereas a sailing ship’s 
captain would know what the impact of a gale force wind would be and an aircraft 
pilot would know the safe visibility for landing at his destination airport, users of 
this wider range of weather warnings were less likely to understand how the pre-
dicted hazard would affect them. More recently, the ability to get warning informa-
tion to people has advanced rapidly with the availability of dedicated radio and 
television services and the mobile phone. As the range of warnings has extended 
into aspects of the weather that are inherently less certain, it has become more 
important to communicate the confidence that the hazard will occur at the location 
and severity predicted. Taken together these challenges have led to the development 
of a range of new warning paradigms incorporating impact and risk as well as haz-
ard. While not yet adopted universally, these newer types of warning will become 
the norm over the next few years and their core capabilities are described here, 
drawing on the latest capabilities in probabilistic weather and hazard prediction at 
ever finer geographical scales. With an increasing diversity of responsibility in 
responding to warnings, the study of how people receive and react to a warning has 
become a critical input to warning design, and educational programmes have been 
developed to grow familiarity in the warnings and the desired responses. However, 
weather services and emergency managers have often lagged behind commercial 
business in applying the science of behavioural psychology to help ensure positive 
rather than negative responses to messages. This is now changing, as more weather 
services set up social science groups to advise them on warning design. As a result 
of these changes, an ever-increasing range of expertise is being brought to bear on 
warning production. While some weather services continue to employ the full range 
of expertise in a single organisation, it is increasingly recognised that the achieve-
ment of a critical mass of expertise in these newer disciplines may be best achieved 
through the building of partnerships between complementary organisations.

The justification for implementing warnings as part of a risk reduction strategy is 
that (a) the cost of a warning system is much less than most other risk reduction 
options and (b) the benefits to society far outweigh the costs. When considering the 

1 Introduction
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benefits, there is often a focus on economic benefits, and these are certainly impor-
tant. In the most-developed countries, economic costs of weather-related hazards 
are large and increasing, due to growth in hazardous events due to climate change, 
growth in economic vulnerability due to increased wealth and growth in exposure 
due to the spread of populations into more hazard-prone areas. The relatively small 
number of deaths and injuries remains important, however, as the cost of these to 
society is high. The impact of indirect hazard impacts on people’s health, well-being 
and productivity is hidden but of increasing interest to researchers and potentially a 
significant additional cost. By contrast those affected in the least-developed coun-
tries have much less wealth to destroy, and hazard impacts are primarily measured 
in fatalities and injuries. Thankfully these are reducing, though they remain far too 
high. However, the smallness of the economic losses hides the fact that a person 
who loses an uninsured house is destitute regardless of whether their house was 
worth $10 or $10 million, and such losses need to be measured against an appropri-
ate comparator such as a country’s GDP, to understand their significance.

This book is distinctive in the literature on warnings, in that it concentrates on the 
partnerships connecting experts across the “valleys of death” (Fig.  1.2). The need 
to build partnerships is not unique to effective warning systems. Consideration of 
how they work in other contexts can provide useful pointers to those attempting to 
make progress in warnings. There is a whole literature on building successful busi-
ness partnerships (Rosen 2007; Morten 2009; Swientozielskyj 2016), which is 
increasingly being applied more widely (de Bruijn and Tucker 2002, Bang and 
Frith, 2017, Stibbe and Prescott 2020, Bucher et  al. 2020,  WISER 2020). The 

Partnership
Relations

Fig. 1.2 Aspects of a working partnership. (Source – Rob Honch, ECCC)

B. Golding
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lessons learned there are equally relevant to the production of warnings (Golnaraghi 
2012). Every partnership has a formal and an informal aspect. The formal provides 
the legal basis that ensures the informal can proceed without the danger of being 
derailed by accidental ignorance or misunderstanding. Non-disclosure agreements, 
memoranda of understanding, contracts, etc. all have their place, enabling the 
respective organisations to be open with each other. Part of the formal process must 
also be regular reviews that challenge the justification and effectiveness of the part-
nership and, if necessary, dissolve it without delay. However, the real work lies in 
building the relationship that these represent, and that takes time, patience, lots of 
listening, strong leadership and hard work. A successful partnership requires that 
each partner understands the culture and can speak the language of their counter-
parts. They must know their organisational viewpoints and aims. Ultimately, a part-
nership works if the partners trust each other, something that can only be achieved 
by actively working together over a long period of time. It can easily be interrupted 
by changes of personnel, so must be actively maintained, both when it is going well 
and when it is not. It is in the pressurised situation of an incipient disaster that a 
failure of trust is most likely to surface – with potentially fatal results.

In the main part of this book, each chapter describes one of the bridges in our 
conceptual value chain  (Fig. 1.3). It first describes the expertise and methods of 
those at the decision-maker’s end of the bridge, highlighting the information they 
need to make their contribution. It then moves across the bridge to investigate the 
constraints and limitations of the provider of that information. Then the nature of 
the bridge itself is addressed, identifying the characteristics that inhibit communica-
tion and showing how these may be overcome through the building of strong part-
nerships. Each chapter includes some examples of real partnerships that have 
addressed these issues, the challenges they encountered and the outcomes that were 
achieved. Finally, the key points for success are summarised for reference.

Before proceeding to the core chapters of the book, which are organised accord-
ing to the “first mile paradigm”, described above, Chap. 2 describes an effective risk 
management framework in the context of societal drivers of risk and the responses 
in the United Nations 2030 agenda, introducing the main components, the roles of 
the main actors and the need for evaluation. We introduce some key definitions and 
emphasise the contribution of early warnings within this framework.

Fig. 1.3 Contents of the book in summary

1 Introduction
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In Chap. 3 we explore the challenges of achieving a level of risk perception, in 
each decision-maker, that is commensurate with the most cost-effective action while 
being consistent with the warning producer’s capabilities. Firstly, we look at the 
evidence for how people respond to warnings and how the nature and delivery of the 
warning affect that. Then we look at the aims of the person providing the warning, 
the constraints within which they must act and the judgement process by which they 
decide when the level of confidence needed for a warning is reached. Then we 
address the connection between the two, provided by the delivery of the warning, 
and how a partnership between warner and receiver can produce a more effective 
response.

Chapter 4 looks at the range of actors who produce warnings in the public and 
private sectors, the sources of information they draw on to comprehend the nature 
of the hazard, its impacts and the implications for those exposed and the process of 
drawing that information together to produce a warning. We consider the wide range 
of experts who provide the tools to assess the impacts of the predicted hazards and 
the challenges and limitations of these tools and the information they produce. Then 
we look at the diverse ways in which these tools need to take account of the way 
their outputs will feed into warnings and the nature of the partnerships that can 
facilitate this.

Chapter 5 focuses on translation of the hazard into its impact which is at the heart 
of current efforts, within the WMO HIWeather project and elsewhere, to improve 
the effectiveness of warnings by incorporating impact information into the warning 
process. At the same time, it presents some of the most difficult and demanding 
challenges in contrasting methodology and language. In general, the hazards we are 
concerned with can be described well by repeatable processes that may be couched 
in mathematical language. By contrast, their impacts depend on the social and eco-
nomic characteristics of the communities that they affect; repeatable characteristics 
can only be discerned statistically and often cannot be related to any mathematically 
describable process. While the hazard can usually be defined quite precisely – if not 
always accurately – descriptions of its impact may depend substantially on the per-
ceptions of the observer. As a result, the experts on each side of this bridge may have 
quite different and conflicting views as to what information it is appropriate to 
exchange. Here we explore the needs of the impact scientist first, remembering that 
relevant impacts are those of interest to the end user. A key challenge is in obtaining 
historical information on impacts, especially where the raw data are confidential, 
and then of matching suitable hazard data to them. We then consider the constraints 
on the hazard forecaster, who may have access to large volumes of model predic-
tions but cannot easily relate them to the times and locations of those being impacted 
and who has limited knowledge of model accuracy in hazardous situations. Creating 
a bridge between these two requires an open and pragmatic approach from both 
sides, with relationships built up over time, through joint working, so that the differ-
ent ways of thinking can be absorbed.

Chapter 6 looks at the aspects of forecasting systems required to achieve consis-
tency between the prediction of the state of the atmosphere and of related environ-
mental hazards. We first look at the different approaches to hazard prediction and 
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then consider the limitations in predicting their meteorological drivers. We note that 
different modelling structures are adopted in different hazard forecasting disciplines 
and consider how these relate to the user requirements for those hazards. We iden-
tify the benefits of seamless approaches to hazard prediction and the challenges of 
achieving them in a multi-institution situation.

Chapter 7 addresses the problem of monitoring and predicting the weather. We 
look at how atmospheric modellers use observations to initialise their forecasts. 
Effective use of data in models places specific requirements on the observations. We 
then consider the application of basic physics and engineering in producing sensors 
and the observing platforms that carry them. There is a long history of close work-
ing between sensor and platform designers and meteorologists that has produced 
spectacular advances in forecast accuracy. However, the latest high-resolution fore-
casting models require data that cannot be obtained with conventional approaches 
to either in situ or remotely sensed observing. At the same time, new capabilities in 
manufacturing and communication have made available a vast amount of relatively 
lower-quality observations that will require new collaboration models to bring into 
effective use.

Finally, in Chap. 8, we take a step back and consider the warning chain as a 
whole system whose aim is to avoid loss by delivering the needs of those taking 
decisions in response to the warnings. We emphasise that, within the chain, every 
actor is both a user of information coming from upstream actors and a provider of 
information to downstream actors and that the effective definition, communication 
and use of that information depends on partnerships.

An effective warning system saves lives and cost, builds trust and makes people 
more confident of their safety. Building such a system is worthy of the time and 
effort that it will take.
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Chapter 2
Early Warning Systems and Their Role 
in Disaster Risk Reduction
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Colin McQuistan, Alison Sneddon, and Brian Golding

Abstract In this chapter, we introduce early warning systems (EWS) in the context 
of disaster risk reduction, including the main components of an EWS, the roles of 
the main actors and the need for robust evaluation. Management of disaster risks 
requires that the nature and distribution of risk are understood, including the haz-
ards, and the exposure, vulnerability and capacity of communities at risk. A variety 
of policy options can be used to reduce and manage risks, and we emphasise the 
contribution of early warnings, presenting an eight-component framework of 
people- centred early warning systems which highlights the importance of an inte-
grated and all-society approach. We identify the need for decisions to be evidence- 
based, for performance monitoring and for dealing with errors and false information. 
We conclude by identifying gaps in current early warning systems, including in the 
social components of warning systems and in dealing with multi-hazards, and 
obstacles to progress, including issues in funding, data availability, and stakeholder 
engagement.
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2.1  Introduction

Despite decades of progress in our understanding of disaster risks, how they should 
be dealt with and international agreements to build resilience of people and nations, 
hardly a week passes without devastating news of natural hazards causing havoc in 
both developed and developing countries. While the world was busy taming the 
beast of COVID-19, Tropical Cyclone Amphan unleashed its power over India and 
Bangladesh in May 2020, killing 72 people and causing over 13 billion dollars of 
damage in West Bengal (Sarkar 2021), with total loss and damage still unknown. In 
July 2020, heavy rainfall in Nepal triggered flooding and landslides, leaving a death 
toll and shattering the livelihoods of many.

Examples like these are countless. Although all impacts of natural hazards on 
people, economies and environment cannot be completely avoided, they can be sub-
stantially reduced. One of our ‘best bets’ is to implement early warning systems 
(EWS), as they nurture learning and understanding of natural hazards, provide us 
with warning information and give time to take early action, so as to avoid unneces-
sary consequences. Despite some progress in enhancing EWS globally, the recent 
report on the state of climate services (WMO 2020a) shows that, in the 73 countries 
considered, one-third of people are not covered by early warnings, and just 40% 
have multi-hazard EWS.

The world’s climate is changing, and those changes also manifest themselves in 
a changing risk from weather-related hazards in every country. The intensity and 
frequency of hazards will change with climate change. This implies that, in some 
countries, there will be additional hazards for which EWS are required (e.g., EWS 
for heat waves in locations where this was previously not necessary) while others 
may become less significant. At the same time, socio-economic development in 
each country is changing the exposure to hazards and the vulnerability of their pop-
ulations. Mitigating the increases in risk arising from these changes and further 
adaptation are crucial for sustainable development of societies. In this chapter 
we shall:

• Introduce the key concepts of hazard, exposure, vulnerability and risk.
• Outline measures that can be taken to reduce disaster risk.
• Situate EWS in the landscape of available options to reduce disaster risks.
• Elaborate on the main components of an EWS, presenting an eight-component 

framework of people-centred EWS which highlights the importance of an inte-
grated and all-society approach.

• Identify gaps in current capability, especially in the social components of EWS 
and in dealing with multi-hazards, and obstacles to progress, including issues in 
funding and stakeholder engagement.

R. Šakić Trogrlić et al.
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2.2  Disaster Risks and Impacts

Risk from natural hazards arises from a combination of dimensions: natural hazard, 
exposure of people or assets to that hazard and the vulnerabilities and coping capaci-
ties of each person or asset to that hazard. Several multilateral organisations such as 
UNFCCC/IPCC, UNDRR and the Inter-Agency Standing Committee (IASC) 
Reference Group on Risk, Early Warning, and Preparedness, together with the 
European Commission, have put forward definitions of risk and its dimensions. For 
instance, IASC and the EU Joint Research Centre have developed the global open- 
source INFORM Risk Index that can be used to calculate risk at the national or sub-
national level (Marin-Ferrer et  al. 2017), specifically for humanitarian crises and 
disasters. Box 2.1 outlines the definitions by the United Nations Office for Disaster 
Risk Reduction. These definitions are widely accepted in the DRR community of 
practitioners. We note that the INFORM Risk Index relates closely to definitions pro-
posed by UNDRR but also defines a methodology to calculate a composite risk index 
based on different risk dimensions, categories, components and indicators (Fig. 2.1).

2.2.1  Hazard

The hazard dimension is – in comparison with vulnerability and exposure – rela-
tively well characterised, at least for single hazards. UNDRR (2020b) categorises 
hazards into biological, environmental, geological, hydrometeorological, techno-
logical and societal. Here we are primarily concerned with hydrometeorological 

Fig. 2.1 The different risk dimensions, categories and components of INFORM. The final selec-
tion of the components and underlying indicators is country-specific. (Based on Marin-Ferrer 
et al. 2017)

2 Early Warning Systems and Their Role in Disaster Risk Reduction
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hazards. Hazards are dynamic in nature due to both climate variability and climate 
change. Forecasts of hazards occurring can range from climate change projections 
to decadal, seasonal, sub-seasonal and short-term forecasts. Early warning systems 
use seasonal up to short-term forecasts, a progression in which precision and confi-
dence should grow as the length of the forecast decreases. The lead time for which 
useful information can be provided varies widely, from seasonal timescales for 
droughts to just a few seconds for an earthquake.

Apart from these different temporal dimensions of hazard forecasts, the spatial 
dimension is also very important. Spatial maps of the frequency of hazardous condi-
tions are required for the planning and implementation of preparedness and response 
interventions as well as for longer-term interventions such as land-use zoning. These 

Box 2.1 Risk Dimension Definitions Based on the UNDRR Definitions 
(UNDRR 2016)
Vulnerability

The conditions determined by physical, social, economic and environmental 
factors or processes which increase the susceptibility of an individual, a 
community, assets or systems to the impacts of hazards.
Coping capacity

The ability of people, organisations and systems, using available skills and 
resources, to manage adverse conditions, risk or disasters.
Exposure

The situation of people, infrastructure, housing, production capacities and 
other tangible human assets located in a hazard-prone area or lying in the 
path of a specific hazard. Measures of exposure can include the number of 
people or types of assets in an area.
Hazard

A process, phenomenon or human activity that may cause loss of life, injury 
or other health impacts, property damage, social and economic disruption 
or environmental degradation. Hazards may be natural, anthropogenic or 
socio-natural in origin. Natural hazards are predominantly associated with 
natural processes and phenomena. Anthropogenic, or human-induced, haz-
ards are induced entirely or predominantly by human activities and choices. 
Several hazards are socio-natural, in that they are associated with a combi-
nation of natural and anthropogenic factors, including environmental deg-
radation and climate change. Hazards may be single, sequential or 
combined in their origin and effects. Each hazard is characterised by its 
location, intensity or magnitude, frequency and probability. Biological 
hazards are also defined by their infectiousness, toxicity, etc.

R. Šakić Trogrlić et al.
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are typically based on observation or modelling of past conditions but should be 
adjusted using projections of future change (both human change and climate change). 
For example, observed flood depths can be combined to create a flood extent map 
representative of a historical flood, and hydrological and hydrodynamic models can 
be used to create hypothetical flood extent maps for different levels of probability.

There are slow- and sudden-onset hazards. Sudden-onset hazards refer to hazard-
ous events that emerge quickly or unexpectedly, such as river and flash floods, wild-
fires or extreme winds. Slow-onset hazards occur gradually over time, such as 
droughts or sea-level rise. Some hazards can show intermediate-onset behaviour, 
such as disruptive winter weather. To add to the complexity, disasters are often con-
secutive. This means that the impacts of two or more disaster events overlap both 
spatially and temporally before recovery from the first event is considered to be 
complete. Multiple hazard events can be classified as compound events or cascading 
events (Ruiter et al. 2020), covering both the interaction of discrete natural hazards 
(Gill & Malamud 2014) and the interaction of natural hazards with shocks and 
stresses in social, cultural, political, economic, health and technological systems.

While the risks associated with multi-hazard events are recognised, and 
approaches for managing them are increasingly advocated as part of DRR policies 
and practice (UNDRR 2015), these risks are not well defined. Key challenges and 
gaps must be addressed to enable informed assessments of the likelihood of multi- 
hazard events and their impacts.

Hazards have different levels of intensity. Whereas scientists may describe a phe-
nomenon using a physically continuous scale of intensity, for hazard warnings it is 
often more helpful to use discrete classes of intensity that are associated with 
degrees of impact, e.g. the Richter scale for earthquakes or the Fujita scale for 
tornadoes.

Several methodologies, including the INFORM Risk Index, merge aspects of the 
hazard and exposure dimensions into one risk dimension to reflect the probability of 
physical exposure associated with a specific hazard. For floods and drought, this 
identifies exposed cropland (e.g. in a floodplain or in a drought-prone area) and 
affected communities. An example is how UNEP, on their Global Risk Data 
Platform, calculates physical exposure to floods (UNEP 2021). To determine hazard 
exposure, hazard frequency data are combined with exposed population datasets. 
Long-term frequency data can be used to generate return periods, commonly used 
to communicate the probability of an event exceeding a certain magnitude happen-
ing in a given year. The ThinkHazard! tool of Global Facility for Disaster Reduction 
and Recovery (GFDRR) provides the likelihood of multiple natural hazards affect-
ing a certain area, drawing from published hazard data, provided by a range of pri-
vate, academic and public organisations (GFDRR 2021). Table  2.1 presents a 
non-exhaustive overview of hazard data providers.

2 Early Warning Systems and Their Role in Disaster Risk Reduction



16

2.2.2  Vulnerability and Coping Capacity

Vulnerability and exposure are distinct but closely linked. Exposure is a necessary but 
not sufficient determinant of risk. It is possible to be exposed but not vulnerable (e.g. 
by living in a floodplain but having adequate means to modify building structure and 
behaviour to mitigate potential loss). Similarly, vulnerability to a hazard does not lead 
to impact until the vulnerable asset is exposed to the hazard. While vulnerability is 
defined with respect to a specific hazard, socio-economic factors, such as poverty and 
the lack of social networks and social support mechanisms, will aggravate or affect 
vulnerability levels irrespective of the type of hazard. Unfortunately, in many develop-
ing countries, this kind of socio-economic data is not available at a sufficiently granu-
lar level or gets lost in the way data are aggregated. Furthermore, this is a very dynamic 
landscape, for example, areas facing rapid urbanisation can be growing at a rate of 6 to 
8% each year, and data can quickly become obsolete.

Although vulnerability data are often treated as static, there is growing evidence 
of the need to allow for its dynamic nature. For example, vulnerability of a house-
hold can change over short-term timescales, such as during the response and recov-
ery phases of a disaster, perhaps due to loss of its income for a period. Vulnerability 
is also dynamic across different scales. For instance, a region's vulnerability can 
change due to deforestation or urbanisation.

The hazard-specific part of vulnerability may be described by vulnerability func-
tions (also known as hazard damage curves), often used to describe physical vulner-
ability. These functions describe an exposed asset’s response to the forces associated 
with a hazard, for instance, the reaction of a building to shaking of the earth during 
an earthquake, to wind during a tropical cyclone or to water depth in a flood. 
Vulnerability functions are often either proprietary or very generic, but they are 
critical for realistic assessment of potential loss. Once developed, they may be 

Table 2.1 Non-exhaustive overview of hazard data providers

Primary hazard data providers Data repositories

Communities
   Local knowledge
   Citizen science
Government
   National Meteorological and 

Hydrological Services
UN
   World Meteorological Organization 

(WMO)
   World Health Organization (WHO)
   United Nations Environment 

Programme (UNEP)
   Global Facility for Disaster 

Reduction and Recovery (GFDRR)

By hazard:
   FloodScan
   FloodList
   Global Precipitation data sets (Sun et al. 2018)
   Dartmouth Flood Observatory
   Smithsonian Institution Volcanism Programme
   Global Historical Tsunami Database (NOAA)
   Cyclones: International Best Track Archive for 

Climate Stewardship (IBTrACS)
   Earthquake database (USGS)
   WHO Epidemic
For multiple hazards:
   UNEP Grid
   GFDRR ThinkHazard!
   Global geospatial earth observation-related data on 

drought and floods (Lindersson et al. 2020)
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usable and adaptable to other areas with similar exposure profiles. Unfortunately, 
there are few openly available, high-quality vulnerability functions, such as the ones 
available from the open-source software CAPRA (Comprehensive Approach to 
Probabilistic Risk Assessment) platform (Cardona et al. 2010).

Coping capacity is an important component of disaster risk. It is usually concep-
tualised as short-term measures employed by individuals and communities in light 
of extreme events (Wamsler and Brink 2014), but it can also be considered at a 
country level (such as in the INFORM national risk index). Wisner et al. (2004) 
presented a range of coping strategies employed before, during and after an event. 
They identified preventative strategies, impact-minimising strategies, storing food 
and saleable assets, diversifying production and income sources, developing social 
support networks and post-event coping strategies. In some definitions, coping 
capacity is part of vulnerability, while in others, such as the aforementioned 
INFORM index, it is considered a separate risk dimension. Capacities should not be 
seen as opposite to vulnerability on a single spectrum, since vulnerable people 
might also possess a vast array of capacities (Gaillard et al. 2019).

2.2.3  Exposure of People and Assets

A hazard causes losses only when vulnerable people and assets are exposed to it. 
Exposure is thus the key that determines whether a hazard causes loss and whether 
vulnerabilities are tested. Exposure is a dynamic quantity changing on all times-
cales. On an annual timescale, a growing city has an increasing spatial extent, an 
increasing population and new buildings; a developing country has new infrastruc-
ture. At shorter timescales, people move around for summer holidays or festivals, 
and there are the daily movements of children to school, workers into and out of 
cities and travellers on roads, railways and aircraft. To adequately account for expo-
sure in risk assessment, extensive data are needed in a form that enables it to be 
easily combined with hazard and vulnerability data.

In many countries, developing an exposure dataset is one of the biggest hurdles 
for completing a risk assessment. Low-resolution exposure data can be derived from 
existing and open global datasets, but they are not sufficient for detailed risk assess-
ments that would be needed at a project or EWS level. Basic census data, asset 
inventories, city plans and topographic maps exist in most countries but are often 
out of date and are not always accessible to those who need them for reducing and 
managing disaster risks. Very few countries have dynamic exposure data suitable for 
use in early warnings. However, individual disaster risk managers and weather ser-
vice personnel will use personal knowledge of major gatherings of people, for 
instance, in preparing their warnings and in promulgating them beyond the standard 
address lists. Exposure is strongly correlated with socio-economic indicators, as 
also used for vulnerability. Where full inventories do not exist, such indicators can 
serve as proxies to estimate the sectorial use of building stock and determine the 
exposure of productive assets used by communities for their livelihoods (often 
agriculture- based, such as exposed cropland).

2 Early Warning Systems and Their Role in Disaster Risk Reduction
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Catastrophe risk modelling is used by banks, insurance companies, governments 
and industries to protect their assets. For insurance companies, assessing losses 
from disaster scenarios is central to ensuring their ability to pay out. Governments 
have obligations to reconstruct public assets and infrastructure after a disaster. Both 
have mostly focused on getting adequate physical exposure data. However, govern-
ments also have an implicit obligation to offer their populations emergency assis-
tance (such as food and shelter) and to finance recovery/reconstruction activities 
(e.g. provision of support to poorer households, measures to support the recovery of 
the private sector) (Alton & Mahul 2017). Implicit liabilities are harder to quantify, 
and even if quantified, are usually of less absolute financial value for the poorer seg-
ment of society (ibid.). As Hallegatte et al. (2016) state: ‘A flood or earthquake can 
be disastrous for poor people but have a negligible impact on a country’s aggregate 
wealth or production if it affects people who own almost nothing and have very low 
incomes’. Consequently, these implicit liabilities are less well covered by Disaster 
Risk Finance and Insurance. It is of paramount importance for ensuring the well- 
being of all citizens in a country that disaster risk management interventions are 
properly designed. Overall, there is less understanding and quantification of the 
assets that are important to vulnerable and hazard-prone communities (Box 2.1).

2.2.4  Impacts

If risks are left unmanaged, disasters result in a vast array of impacts on people, 
societies, economies and environment. Impacts from natural hazards include nega-
tive, neutral and positive consequences. For instance, floods damage crops, property 
and infrastructure, but fill reservoirs. Damage to property from a storm may be fol-
lowed by increased economic activity and rebuilding with healthier and safer homes. 
A disruption that causes loss to one business may provide an opportunity for other 
businesses to benefit. The terms ‘loss’ and ‘damage’1 are typically applied to the 
negative impacts of a disaster. The ultimate measure of the effectiveness of any 
disaster risk reduction measure is to assess the reduction in loss and damage. While 
they are often applied interchangeably, they may be used to differentiate between 
economic loss and physical damage (e.g. Koks 2016). Alternatively, some analysts 
distinguish between irreversible loss, e.g. fatalities from heat-related disasters, and 
recoverable damage, e.g. damages to buildings (Boyd et al. 2017; Mechler et al. 
2019). Impacts may also be categorised as tangible or intangible and as direct or 
indirect. Tangible impacts can be expressed in monetary terms (e.g. disruption to 
businesses, costs of infrastructure destroyed), whereas intangible impacts cannot be 
easily expressed in monetary terms (e.g. casualties, impacts to mental health of 
individuals). Direct impacts can be directly associated with the action of the hazard 

1 Loss and damage is also one of the pillars of climate action in the Paris Agreement and refers to 
climate impacts which are beyond adaptation.
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event where it strikes, whereas indirect impacts can be the result of cascading events 
and may be remote, e.g. interruptions of supply chains. It is very important for the 
design of risk reduction and management interventions to have a catalogue that has 
systematically and uniquely matched hazard information to the loss and damage 
associated with each historical disaster event. The World Meteorological 
Organization (WMO) has started an initiative to standardise how to catalogue high- 
impact events and their associated impact (WMO 2018a). Different approaches, 
methodologies and tools are used to collect the impact data. Damage and Needs 
Assessments (DNAs) are usually done at different intervals right after a disaster hits 
into the recovery phase. These DNAs, if government led, are consolidated into insti-
tutional databases where the data are accessible to the public usually at an aggre-
gated level. Most governments have their own procedures for rapid and initial 
damage assessments. In addition, there are DNA methods that draw upon the capac-
ity and expertise of national and international actors, such as the Damage, Loss, and 
Needs Assessment (DALA) and the Post Disaster Needs Assessment (PDNA). The 
PDNA is an inclusive, government-led and government-owned process, where the 
European Union, World Bank and United Nations provide technical support and 
facilitation as determined and requested by the government of the affected country 
for the recovery phase. DALA is a World Bank methodology used mostly for the 
immediate needs of a country. Table  2.2 provides a non-exhaustive overview of 
impact data providers, repositories and data collection methods.

Table 2.2 Non-exhaustive overview of impact data providers, repositories and data collection methods

Primary impact data providers Data repositories per provider

Government
   Environment
   Social welfare
   Health
   Public works
   Energy
   Water
   Civil Protection Agencies
   National Disaster Management Authorities
Government international (OFDA, NOAA)
Humanitarian sector
   UN OCHA and other UN agencies
   NGOs
   IFRC
Affected communities
   Local knowledge
Insurance and reinsurance companies
   MünichRe, SwissRe, LCW, AON
Media
   Newspapers
   Social media
   TV
   Community radio

Reinsurance
   Munich RE’s NatCatSERVICE
   Swiss Re SIGMA Explore
Research centre
   Centre for research on the epidemiology of 

disasters EM-DAT
   Karlsruhe Institute of Technology CATDAT
UNDRR
   Preventionweb
   Sendai Desinventar
UN OCHA
   Reliefweb
   Humanitarian Data Exchange (HDX)
IFRC
   Disaster Response Emergency Fund appeals, 

plans and updates
Country-specific, often National Disaster 
Management Authorities, e.g.
   United States: SHELDUS
   Philippines: DSWD Dromic
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2.3  What Are Available Options to Deal with Disaster Risks?

When it comes to managing disasters and disaster risks, three approaches are often 
referred to: (i) disaster management (DM), (ii) disaster risk management (DRM) 
and (iii) disaster risk reduction (DRR). DM refers to the organisation, planning and 
application of measures preparing for, responding to and recovering from disasters 
(UNDRR 2016, p.14). DRM refers to the application of disaster risk reduction poli-
cies and strategies to prevent new risk, reduce existing disaster risk and manage 
residual risk, contributing to the strengthening of resilience and reduction of disas-
ter losses (UNDRR 2016, p.15). DRR is aimed at preventing new and reducing 
existing disaster risk and managing residual risk, all of which contribute to strength-
ening resilience and, therefore, the achievement of sustainable development 
(UNDRR 2016, p. 16).

The evolution and application of these approaches mirror the shifts in thinking 
from hazards towards vulnerability and from top-down to bottom-up approaches 
(Paul et al. 2018). For instance, it is often emphasised that DM focused more on 
responding to and recovering from disasters (Jones et al. 2015), whereas DRM and 
DRR take a more comprehensive approach, including elements of prevention, miti-
gation and preparedness (Ouriachi-Peralta & Fakhruddin 2014).

An approach to managing and reducing disaster risk is often represented in the 
form of a disaster cycle, composed of four components:

 1. Mitigation2 encompasses strategies and practices aimed at reducing the likeli-
hood or consequence of a hazard, e.g. levees, land-zoning and building practices 
(Coppola 2011).

 2. Preparation/preparedness refers to strategies and measures for preparing for and 
reducing the impacts of disasters, e.g. early warning information, contingency 
planning and evacuation drills (Buckle 2012); more recently preparedness also 
includes initiatives around early warning early action and forecast-based 
financing.

 3. Response encompasses strategies to reduce negative disaster impacts and avoid 
further possible implications, e.g. evacuation of people and property (WMO/
EHA 2002).

 4. Recovery involves aspects such as relief, reconstruction and rehabilitation 
(Wisner et al. 2012); usually, it refers to ‘normalising’ and returning to the pre- 
disaster situation (Coppola 2011), although contemporary thinking encourages 
the concept of ‘building back better’ (UNDRR 2015).

Although its prominence still prevails, especially among practitioners, the cycle is 
not without critics. In reality, these phases will never be so distinct and compart-
mentalised (Twigg 2015); they are rather in a constant interplay and continuum 

2 Mitigation as used in this chapter differs from mitigation as used in climate change discourse (i.e. 
used to refer to the cut in greenhouse gas emissions).
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(Coppola 2011). This interplay is even more visible for slow-onset than for sudden- 
onset disasters.

Risk must be viewed in the context of the society in which it occurs. Every aspect 
of society is open to risk, and every member has a responsibility to respond to cer-
tain aspects of risk. Individuals may also have a responsibility on behalf of others as 
a result of their position in businesses and governmental or non-governmental bod-
ies. Hence reducing disaster risks involves a wide range of both public and private 
actors. Private actors are individuals, households or communities that take action; 
for instance, communities are generally the first to respond to a disaster. Public 
actors are governmental institutions such as the National Meteorological and 
Hydrological Services (NMHS), disaster management authorities and government 
ministries responsible for water development and infrastructural works.

Disaster risk governance (DRG) refers to how public authorities, civil servants, 
media, private sector and civil society are organised at community, national and 
regional levels to manage and reduce disaster and climate-related risks (UNDP 
2020). It is an essential part of DRG that all actors, from private individuals to busi-
nesses to the most senior government officials, understand the risks that they are 
exposed to and the level of responsibility they have for managing those risks. In 
many countries, domestic laws and policies define these levels of responsibility, e.g. 
the Philippine Disaster Risk Reduction and Management Act of 2010 (Republic of 
the Philippines 2010). In addition, international disaster response laws, rules and 
principles encompass a wide range of both global and regional international law and 
norms and bilateral treaties and agreements. Where a country has a federal struc-
ture, the law will state the conditions under which the provincial government should 
seek federal assistance. If a disaster caused by a natural hazard surpasses the capac-
ity of a state to respond, the Inter-Agency Standing Committee can decide to initiate 
a humanitarian system-wide response (IASC 2020). In this case, the sovereign state 
can ask for and agree to international support. Actors operating at global, national 
and local levels require intra- and inter-organisational coordination.

A key aspect of DRG is the creation of a shared understanding, backed up by 
legislation, funding, management and enforcement, of where responsibility for 
assessing and managing risk lies. Responsibilities typically cascade from govern-
ment ministries with responsibility for strategic risks to the whole country, to city 
councils holding the risk for their municipality, to infrastructure operators (often 
private businesses) having responsibility for risks to their systems and consequent 
risks to people using them, to businesses needing to protect themselves financially 
and their customers if their goods or services are interrupted, down to each indi-
vidual having responsibility for actions to protect themselves. The higher up this 
chain the responsibility lies, the greater portion of risk is held and the greater the 
penalty of failure. Along with this shared understanding goes the requirement on 
each responsible actor to have a risk assessment and a risk management plan for 
their area of responsibility and to ensure that this is consistent with the plans of their 
stakeholders – whether higher up the chain, lower down or at the same level.

Often, measures for delivering DRR are classified as structural or non-structural 
(see, e.g. UNDRR 2016). Structural measures refer to engineering approaches 
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resulting in physical infrastructure (e.g. flood walls), while non-structural measures 
refer to strategies involving policies, laws and ‘soft approaches’ (e.g. training, edu-
cation, awareness-raising). Structural measures are more tailored towards hazard 
reduction, whereas non-structural measures aim to decrease vulnerability and expo-
sure (Harries & Penning-Rowsell 2011) and increase coping capacity.

A large spectrum of actions can be taken, as part of risk reduction, to reduce, 
retain, transfer or absorb risk (UNFCCC 2012). Table 2.3 gives examples of Disaster 
Risk Reduction (DRR) actions and Climate Change Adaptation (CCA) actions and 
shows where early warning systems (EWS) fit in. At one end of the spectrum are 
actions that can be taken to protect against infrequent events with minor impacts. 
While these may be inconvenient, they do not justify major investments, so are best 
dealt with by early warnings that enable people to prepare for and avoid them and 
insurance to cover repair costs. Frequent events are best avoided altogether, either 
by land use planning, e.g. avoiding building on the floodplain; by use of natural 
protective features, e.g. coastal mangroves and salt marshes; by protective engineer-
ing, e.g. river levees, strengthened building codes; or by a combination of these 
measures. The most difficult to deal with are rare hazards with major impacts. 
Rarity and scale make engineering solutions unviable. Protection of life demands 
plans for large-scale evacuation to safe locations, backup for essential services and 
release of resources for rapid recovery. Insurance is a valuable contributor to recov-
ery for moderately rare events, but for the most extreme, only governments have the 
necessary resources, supported where necessary by international financial 
mechanisms.

Table 2.3 Overview of public and private actions that can be taken to reduce, retain, transfer or 
absorb risk, adapted from van den Homberg and McQuistan, 2019. (DRR, disaster risk reduction; 
CCA, climate change adaptation; L&D, loss and damage)

Adjustment
Spectrum and 
timing

Private action; Tech 
level: examples Public action; Tech level: examples

Incremental DRR: 
Preparedness 
Short-term
Ex ante

Basic: Fisherman put 
fish net around fish 
pond after receiving 
early warning

Basic: NGO locating relief items 
closer to the predicted to be affected 
area. Increase response capacity of 
communities

DRR: Risk 
reduction
CCA: 
Medium-term
for next year’s 
floods
Ex ante

Basic: Household 
raises plinths/floors 
and diversifies their 
crops

Intermediate to advanced: A NMHS 
improves their hydro-meteorological 
modelling so that forecasts with 
better lead times and spatial 
resolution become available. 
Government-led irrigation system, 
building of dykes

Humanitarian aid.
Directly after 
floods
Ex post

Basic/none: Support 
from within the 
community

Intermediate: Post-disaster public 
and donor assistance, such as relief 
items or cash transfers to households 
and money to governments for 
reconstruction of, e.g. roads and 
embankments

(continued)
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Given limited budgets and technological capacities, especially in developing 
countries, trade-offs and choices have to be made. A straightforward comparison of 
permanent and temporary or long-term and short-term risk reduction measures is 
problematic as multiple decision-makers with different mandates and political 
agendas are involved. For example, government agencies dealing with water devel-
opment and irrigation are responsible for permanent and structural measures (e.g. 
building dikes), whereas disaster management and humanitarian agencies take deci-
sions regarding temporary, EWS-informed and non-structural responses 
(Bischiniotis et al. 2020). It is likely that each agency will apply different evaluation 
protocols (Mechler 2016). On the one hand, economic valuations such as cost- 
benefit analysis are typically used to justify large-scale infrastructure expenditures, 
which often introduces a bias towards wealthier areas with more assets to lose 
(Hallegatte et al. 2016). On the other hand, EWS-based early actions are typically 
evaluated in terms of their reduction of human losses and livelihood impacts (Gros 
et al. 2019, Rai et al. 2020).

Table 2.3 (continued)

Adjustment
Spectrum and 
timing

Private action; Tech 
level: examples Public action; Tech level: examples

Fundamental DRR and CCA 
(larger scale or 
intensity).
Long-term over 
several years
Ex ante

Intermediate: Access 
Interactive Voice 
Response service to 
get meteorological 
and agricultural 
advice

Intermediate: Improving access to 
information through digital inclusion, 
e.g. making sure early warning 
services are available in first language 
of beneficiaries, voice SMS early 
warning service, nationwide coverage 
of mobile networks, lower taxation 
on mobile users

DRR and CCA 
(new to a 
particular region 
or resource 
system).
Medium to 
long-term
Ex ante

Advanced: Citizens 
participate in 
crowdsourcing of 
water levels

Advanced: Dam operator changes its 
way of releasing water by using 
advanced forecasting models. 
Forecast-based financing. A Rice 
Research Institute develops 
flood-tolerant rice

Intermediate: Take a 
micro-insurance

Intermediate: Micro-insurance can be 
supported by mobile technology and/
or public-private partnerships to 
ensure commercial viability

DRR and CCA 
(transform 
places)
Long term
Ex ante

Intermediate: Citizens 
contribute to 
constructing 
bio-dykes or 
ecological corridors

Intermediate: Large dams no longer 
being built, but several smaller ones. 
Green infrastructure such as 
bio-dykes; ecological corridors. Use 
of floodplains instead of building 
dykes

L&D Curative: 
redress and 
rehabilitation
Short term
Ex post

None: Involuntary 
migration or staying 
put

Intermediate: Financial compensation 
for loss and damage that can be 
attributed to climate change. Active 
remembrance (e.g. through museum 
exhibitions, school curricula). 
Counselling
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A systemic approach to risk management is essential to ensure that policy 
options and corresponding actions are sustainable in the long-term rather than 
short-term sticking plasters. It is important to move from silo approaches per 
individual hazard to multi-hazard approaches. Based on several sources of data, 
the Red Cross Climate Centre calculated that, of 132 unique extreme weather-
related disasters occurring in 2020, of which 92 have overlapped with the 
COVID-19 pandemic (Walton & van Aalst 2020), 51.6 million people globally 
were directly affected by an overlap of floods, droughts, storms and the 
COVID-19 pandemic. Current methods for risk assessment and risk manage-
ment need to evolve to capture (better) the systemic nature of risk. One can think 
of tools such as vulnerability and capacity assessments, contingency planning 
and visualisation techniques (Gill & Malamud 2014). Galasso et al. (2021) pro-
pose an approach to risk-based design of new urban settlements in which quan-
titative predictions of the impact of potential hazard scenarios form the 
foundation for a policy discussion between stakeholders. The challenges in this 
transformation to govern systemic risk are related to finding the optimal com-
plexity. How detailed should the approach be, given limited resources and given 
limited data availability?

One possible way to speed up the transition from managing individual risks 
and disasters to managing compound and consecutive risks and disasters is to 
draw on insights from development aid. For example, we already know that pov-
erty tends to increase in both developed and developing economies after a disas-
ter such as a flood or storm (Karim and Noy 2016). Therefore, in the move 
towards systemic risk reduction, a core component should be a strong social 
programme to increase people’s resilience even in the absence of explicit disas-
ter-related triggers (Deryugina 2017). Adaptive and shock-responsive social pro-
tection systems have the potential to help people manage covariate risks 
comprehensively, including anticipating them, absorbing their impacts and man-
aging future risks (Ulrichs et al. 2019). Examples from different social protection 
programmes in Latin America, South Asia and parts of Africa have shown that 
social protection can play an important role in reducing deprivation, increasing 
food security and avoiding negative risk coping strategies, among others. 
Moreover, some preliminary experience with adaptive social protection pro-
grammes in the Sahel (Daron et al. 2020) has shown the capacity to protect poor 
households from climate and other shocks before they occur, given their poten-
tial to scale up and be flexible, thus contributing to a long- term risk management 
strategy. Understanding the various cascading risks that increase vulnerability 
during different life phases can be useful in designing comprehensive social pro-
tection systems that are better prepared to handle multiple vulnerabilities and 
compound risks.
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2.4  The Role of Early Warnings Systems in Disaster 
Risk Reduction

In the previous section, we showed that decision-makers and disaster and emer-
gency managers have a large array of options to reduce disaster risks and their 
impacts on societies, economies and environment. Yet the dominant approach to 
dealing with disasters has been skewed towards responding and providing relief 
after they have happened. Over the years, there has been a shift in policy and prac-
tice with an increased understanding that preventing and preparing for disasters 
yields numerous benefits and contributes to resilient communities and societies. 
One of the central instruments in being more prepared is the provision of early 
warning systems (EWS), which we now explore in more detail.

2.4.1  The Emergence of Early Warning Systems

The emergence of EWS in international DRR policy and practice can be tracked 
through global agreements for disaster risk reduction and beyond. In 1994, during the 
World Conference on Natural Disaster Reduction held in Yokahoma, Japan, the State 
Members of the United Nations agreed on the Yokahoma Strategy and Plan of Action 
for a Safer World (IDNDR 1994). As one of the ten guiding principles, countries 
agreed that ‘early warnings of impending disasters and their effective dissemination 
using telecommunications, including broadcast services, are key factors to successful 
disaster prevention and preparedness’ (IDNDR 1994, p.6). The Yokahoma Strategy 
drew attention to a need for establishing and/or strengthening EWS and called for 
assistance in developing EWS for countries most vulnerable to natural hazards.

However, only limited progress in delivering integrated EWS at scale has been 
delivered. A greater attention to EWS in international arenas was given only after 
the devastating impacts of the Indian Ocean Tsunami in 2004 (WMO 2015a). This 
was reflected in the Hyogo Framework for Action 2005–2015, a global footprint for 
disaster risk reduction, recognised as a major shift towards focus on prevention and 
preparedness as opposed to response and recovery (Tozier de la Poterie & Baudoin 
2015). As one of its five priorities for action, the Hyogo Framework lays out a need 
to identify, assess and monitor disaster risks and enhance early warning. In its gen-
eral considerations, the Hyogo Framework states that EWS are ‘essential invest-
ments that protect and save lives, property and livelihoods, contribute to sustainability 
of development, and are far more cost-effective in strengthening coping mechanism 
than is primary reliance on post-disaster response and recovery’ (UNDRR 2005; 
p.5). Importantly, the Hyogo Framework emphasised a need for people-centred 
EWS, systems that will account for differentiated vulnerabilities, offer guidance on 
how to act on warning information and support action by decision-makers. Although 
the Hyogo Framework raised the profile of EWS worldwide, substantive gaps 
remained.
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The successor of the Hyogo Framework is the Sendai Framework for Disaster 
Risk Reduction 2015–2030, a global agreement serving as guidance for countries to 
reduce their disaster risks at the time of writing of this chapter. Unlike the Hyogo 
Framework, the Sendai Framework does not identify EWS as one of its priority 
areas, but rather identifies it as one of seven global targets. Target (g) calls for coun-
tries to ‘substantially increase the availability of and access to multi-hazard early 
warning systems and disaster risk information and assessments to people by 2030’ 
(UNDRR 2015; p.12). Although multi-hazard early warning systems (MHEWS) 
was not a new concept, the Sendai Framework is the first global DRR policy blue-
print that emphasises the importance of a multi-hazard approach in relation to early 
warnings. Given that the Sendai Framework is still relatively new and reporting on 
the targets is not yet fully developed, it remains to be seen to what extent the Sendai 
Framework has enhanced the delivery of EWS in both developed and developing 
countries.

In addition to global agreements for DRR, EWS are an important part of global 
climate action and the sustainable development goals (SDGs), as they are central for 
reducing vulnerability and enhancing resilience of people and nations. The Paris 
Agreement, a global document providing a framework for climate action, refers to 
EWS in Article 7 (on adaptation) and Article 8 (on averting, minimising and address-
ing loss and damage associated with the adverse effects of climate change) 
(UNFCCC 2015). One example of the intertwined nature of DRR and climate action 
at the global level is the establishment of the Climate Risk Early Warning Systems 
(CREWS) initiative during Conference of Parties 21 (COP21). CREWS is a finan-
cial mechanism, implemented by the Global Facility for Disaster Reduction and 
Recovery, the World Meteorological Organisation and the United Nations Office for 
Disaster Risk Reduction. It provides funding for least developed countries and small 
island developing states to implement risk-informed early warning services for 
weather-related hazards. In their 2019 Annual Report, CREWS states they sup-
ported 44 countries and over 10 million people in gaining access to better early 
warning services (WMO 2020b).

2.4.2  Early Warning Systems: Definition and Components

As explained by Kelman and Glantz (2014), there is no universal definition of EWS, 
as this is dependent on the context, scale and hazard in question. For the purpose of 
this chapter, we adopt the latest definition by UNDRR (2016) stating that an EWS 
is ‘an integrated system of hazard monitoring, forecasting and prediction, disaster 
risk assessment, communication and preparedness activities, systems and processes 
that enables individuals, communities, governments, businesses and others to 
reduce disaster risks in advance of hazardous events’.

The World Meteorological Organisation and United Nations Office for Disaster 
Risk Reduction have published a widely used and internationally recognised check-
list for multi-hazard and people-centred early warning systems, outlining four main 
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elements and four overarching components of any early warning system (UNISDR 
2006, WMO 2018b), as presented in Fig. 2.2. For an early warning system to be 
truly effective, all eight components must be considered and addressed in a holistic 
approach to ensure accurate, timely, reliable and understandable information 
reaches everyone in the right way for them to take action.

Risk Knowledge As through EWS there is an effort to reduce risks and prepare for 
hazards in a specific spatial area (e.g. community, city, region), it is imperative to 
know the nature of risk in the area. Risk assessments can help to identify the areas 
prone to hazard occurrences, the location and nature of vulnerable groups and criti-
cal infrastructure and assets in exposed locations. For instance, the Zurich Flood 
Alliance used a combination of digital mapping techniques, based on the 
OpenStreetMap (OSM) and community-based participatory methods, to map flood 
risks in Nepal, Peru and Mexico as a basis for risk reduction strategies (Practical 
Action 2018). In the United States, since 2009, The Federal Emergency Management 
Agency (FEMA) introduced the Risk Mapping, Assessment and Planning (Risk 
MAP) programme which provides risk assessment tools, flood mapping products, 

Fig. 2.2 Components of an early warning system. (Adopted from Brown et al. 2019)
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planning and outreach support in order to facilitate risk-informed decision-making 
at local levels (FEMA 2021). Risk information is vital in being able to design haz-
ard monitoring systems, to set up appropriate evacuation strategies in response to 
warnings (including evacuation routes and safe areas) and to ensure warning mes-
sages reach the most vulnerable (WMO 2010).

Usually, more emphasis in EWS is given to understanding hazards (e.g. the phys-
ical behaviour of a flood or a landslide), while vulnerabilities and exposure are often 
overlooked (Alcántara-Ayala & Oliver-Smith 2019). However, a holistic under-
standing requires knowing what elements are at risk (i.e. exposed), for instance, 
roads that might be damaged during landslides which might impact evacuation 
efforts or schools that might be inundated in a case of flooding, thus interrupting 
education  – information needed to act early and minimise the impact of natural 
hazards. On the other hand, information on vulnerability reveals which individuals 
and groups within a society are marginalised and will be more impacted, as vulner-
abilities are shaped by social, political, economic and cultural norms (Wisner et al. 
2004). For instance, Hurricane Katrina had a disproportionate impact on those poor-
est, with no home ownership, poor English language skills and ethnic minorities and 
those of immigrant status (Zoraster 2010). Similarly, Brown et al. (2019) found that 
marginalised gender groups in flood- and landslide-prone communities of Nepal 
and Peru are excluded from DRR policies, strategies and decision-making and that 
their marginalised role within a society results in decreased access to early warning.

This risk knowledge then needs to be shared with those affected by the risks and 
those responsible or mandated with dealing with those risks. By sharing this knowl-
edge, awareness is raised not just of the risks themselves but also of the need and 
advocacy to reduce those risks – this is where the benefits of and engagement in an 
early warning system come in. Collaboration between stakeholders and sharing of 
knowledge, information and data are needed so that all are aware of the risks and the 
opportunities to take action to reduce those risks (WMO 2015a).

Monitoring and Warning Scientific understanding of the natural processes that 
generate hazards, together with past experience and monitoring of current condi-
tions, enables the likelihood of their occurrence to be forecasted in advance (WMO 
2010). The accuracy and reliability of these forecasts at different lead times before 
a hazard occurs can vary widely and are affected by a range of factors including 
hazard type, how suddenly the hazard occurs, how good the previous observational 
data and current monitoring are, how well the underlying processes are understood 
and how complex and replicable the hazard to be modelled is (WMO 2015a). There 
is a stark difference in forecasting capabilities for different hazards. While a tornado 
can only be forecast with certainty a few minutes ahead, the storm that spawned it, 
along with other severe weather hazards, can often be forecasted a few hours ahead. 
In contrast, development and movement of the weather system containing this storm 
and others may be predictable several days in advance. Prevalence of the general 
conditions favouring such storms may be identifiable months in advance. Using 
previous observations of hazards and their environmental impacts, and aligning 
these with capabilities for response, warning levels can be developed, whereby 
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when a level of confidence is reached  that a threshold of specific environmental 
conditions will be passed, a warning is issued. Warning systems vary widely accord-
ing to the hazard, the nature of its impact and the organisation of response capabili-
ties. Examples include the National Fire Danger Rating System in the United States, 
the Heat Health warning system in Hong Kong, the typhoon warning system in 
Japan, the storm surge warning system in the Netherlands, the National Severe 
Weather Warning Service in the United Kingdom and many others.

In order to ensure that warnings properly reflect the evidence, it is important that 
the evidence is made available for scrutiny, at least for the more severe events but 
ideally on a routine basis. A record of all warnings issued must be retained, together 
with the evidence used to justify each warning. Any event for which a warning was 
not issued, or was issued very late, should also be retained for scrutiny and analysis 
so that lessons may be learned for application. Similarly, warnings that were not 
followed by a hazardous event need to be retained, even if they were issued at very 
low probability, so that the reliability of the likelihood estimates can be assessed 
over the long term.

Dissemination and Communication Dissemination and communication refer to 
processes and procedures for distributing the warning and preparedness information 
in an understandable format to those with responsibility for taking action and to 
those at risk including the most vulnerable (Brown et al. 2019, UNDP 2018). In 
literature on EWS, dissemination and communication components are often clus-
tered together. In short, dissemination is how the information reaches the end-users, 
while communication refers to its content. Appropriate, tailored communication of 
warning information is critical to ensure people get the right information in the right 
way to act in advance of hazards (WMO 2010). To ensure that warnings reach all 
those who need them, the needs of users must first be identified, and a suitably wide 
range of dissemination media selected to ensure that all are reached, including the 
most vulnerable and marginalised.

Communication of the warning information also needs to be carefully consid-
ered. The raw forecast information analysed by technical specialists in, for example, 
an NMHS is not appropriate to be communicated beyond this specialist expert 
group because it requires specific knowledge and skill to understand and interpret. 
Therefore, warning information needs to be re-packaged and tailored for different 
users. For instance, experiences of the Super Typhoon Haiyan in the Philippines in 
2013 revealed a discrepancy between expert and lay people's understanding of what 
‘storm-surge’ means, leading to higher impacts, as technical jargon got lost in trans-
lation and interpretation (Santos 2013). Evaluation of the effectiveness of warning 
communications is needed to assess whether the information, including the level of 
risk, was understood by users, whether it was felt to be useful, appropriate to needs 
and actionable.

Dealing with uncertainties in the forecasts is a challenge, and how to communi-
cate this beyond producers of the warning varies among early warning systems. The 
majority of research and advice in communicating uncertainty in an operational 
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context for natural hazard early warning encourages transparency and emphasises 
the importance of education and the development of trust (Morss et  al. 2008, 
WMO 2008).

There have been substantial advancements in how warning and preparedness 
information is communicated and disseminated, especially with the advancement of 
technology (e.g. e-mails, text messages, radio broadcasts and mobile applications). 
For instance, Cumiskey et al. (2015) found that farmers in the low-lying, flash flood- 
prone district of Sunamganj located in the North-Eastern part of Bangladesh prefer 
mobile services for receiving flood warnings. This is a new opportunity as up to 
85% of people have access to mobile phones. However, failures in EWS still mainly 
occur due to poor communication and dissemination practices (Basher 2006). This 
is especially true in developing countries, where many still lack access to the tech-
nologies for receiving warning information.

Response Capability Response capability refers to a community’s knowledge of 
their risks, ability to act on warnings and familiarity with what they should do when 
a warning is issued (e.g. where and how to evacuate). It is important that, given 
accurate, timely and understandable warning information is available and commu-
nicated to appropriate users in advance of a disaster, people and institutions are able 
to respond and take action. A holistic early warning system not only provides warn-
ing information but also enables action to be taken based on those warnings. It 
should be noted here that ‘response capability’ refers to the capability of responding 
to the early warning information before the hazard event, as well as being prepared 
to respond effectively after the hazard event occurs. Response capability is rooted 
in resources, skills and networks that stakeholders have (Marchezini et al. 2018). It 
includes having clear lines of authorities and decision-making processes, organising 
drills and practice scenarios and clear protocols and procedures developed from 
national to community levels (WMO 2015a).

The capacity of users to take action before a disaster occurs, based on warning 
information, needs to be built in longer-term planning and preparedness activities. 
Preparedness plans based on an understanding of local and national knowledge and 
capacities are needed. Also, plans of how to respond to warnings have to be devel-
oped (WMO 2010). Those plans need to be practiced to develop familiarity through 
training and education (WMO 2002). People also need to have sufficient resources 
to respond, such as a safe location to go to, a safe route to that location and any other 
resources to enable them to take action.

Wherever possible, barriers to being able to take action need to be identified in 
advance, and measures taken to address them within the planning stages. People 
make decisions based on their perception of multiple risks (not just the natural haz-
ard risk), their capacities and other circumstances. For instance, Elder et al. (2007) 
showed that, among other reasons, African American communities in New Orleans 
decided not to evacuate during Hurricane Katrina due to financial constraints, 
neighbourhood crime, perceived racism and inequities. Continually reviewing the 
effectiveness of response and any challenges experienced during disasters, and 
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adapting plans in an iterative manner, ensures response plans are up to date 
(WMO 2010).

Effective Governance and Institutional Arrangements Effective governance of 
an EWS and robust institutional arrangements are key features to ensure that it oper-
ates smoothly. Mandates, responsibilities and long-term funding are required at 
national level for government institutions to be able to set up and operate a sustain-
able EWS (WMO 2010, 2018b). A legislatively underpinned commitment and con-
sistent efforts at national level are needed over a long time period in order to address 
and develop all aspects. Clear standards must be set to ensure that warnings are 
issued when required and in a timely manner (e.g. at least 6 hours ahead of the 
event); that they describe the hazard, its location, timing and impact adequately; that 
they conform to a specified format (e.g. the Common Alerting Protocol); that a 
defined level of quality control is applied (e.g. a second person checks the warning 
before issue); that a record is kept of all warnings issued; and that the outcome is 
recorded. These standards should be monitored and statistics of conformance 
reported to stakeholders.

Where government commitment is lacking (e.g. through lack of funds), non- 
governmental organisations (NGOs) or the private sector have sought to fulfil this 
role, especially in developing countries. For example, Šakić Trogrlić et al. (2018) 
described how in Southern Malawi NGOs are supporting the government through 
delivery of community-based early warning systems for flooding. Similarly, in 
Nepal the Department of Hydrology and Meteorology based in Kathmandu is offi-
cially mandated as responsible for the flood early warning system monitoring and 
warning components. However, there are gaps in the responsibility for dissemina-
tion, communication and response capacity within the government institutional 
mandates. NGOs in Nepal have rushed to fill this void, setting up and operating 
local early warning services. In the past, these systems (national and local) have 
operated mostly independently of each other, providing potentially duplicative or 
conflicting sources of early warning information for local people (Meechaiya et al. 
2019). This is not a sustainable solution, often reaching small segments of the popu-
lation and prone to termination when funding ceases.

UNEP (2015) states that early warning information is a basic human right as 
climate change and disasters both contribute to human rights violation. As such the 
mandate for developing and sustaining an early warning system must rest on gov-
ernment bodies. EWS are considered a public task; they have the economic charac-
teristics of public goods that make them difficult to be privately funded and therefore 
depend heavily on public funding for their proper functioning. Especially in devel-
oping countries where taxation systems do not ensure enough public funding, this 
poses challenges to the financial sustainability of its provision (Deltares 2015). Not 
every aspect of an EWS must be government operated, nor must a single organisa-
tion operate the whole system. Stakeholders involved in producing and using early 
warning systems range across institutional disciplines and operate at a variety of 
spatial scales. Effective governance should encourage communication and coordi-
nation between stakeholders.
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Importance of governance is especially relevant in the context of cross-boundary 
aspects of an EWS, as hazards do not follow administrative borders. They can affect 
neighbouring countries simultaneously, and an aspect of approach to DRR in one 
country (e.g. land use change, construction of infrastructure) can affect the timing, 
severity and occurrence of a hazard in a neighbouring country. Therefore, a joint 
and coordinated approach including well-established governance structures (e.g. 
policy and planning frameworks and institutional design) and processes (e.g. public 
engagement and behaviour change, research and partnership with policy and prac-
tice) to cross-border EWS is crucial. This can include development of clear guide-
lines and protocols, sharing of historical and real-time data between the countries, 
sharing of modelling outputs and risk maps across boundaries, joint monitoring and 
operations, clear division of responsibilities and sustainable financial mechanisms.

Governance also includes the regular maintenance, evaluation and improvements 
of all elements of the system and of the system as a whole. A successful EWS meets 
the objectives it was designed for. With time, it will grow and evolve to meet new 
objectives. However, capabilities and needs are continually changing, so it is 
unlikely that any EWS will still be optimally meeting the needs of the community 
after 5 years of operation. Therefore, a key aspect of EWS management is regular 
review, based on a robust evaluation. Such reviews must address whether the EWS 
is successfully delivering the information required by users, whether it is still using 
the most appropriate technologies, whether it is still reaching those at risk in a 
timely manner and whether it is using the best information available.

It is essential that all aspects of an EWS are maintained, monitored and exer-
cised, including through automated quality-control, structured reporting by trusted 
partners; monitoring of response through real-time media including social media, 
telephone and email; and post-event surveying – preferably including direct inter-
views. EWS managers need to be aware of the ethical dimensions of their systems, 
ensuring that users are not disadvantaged by reason of their personal characteristics, 
but also ensuring that their interactions with the EWS system do not, in themselves, 
have a negative effect. This requires that particular care is taken over confidentiality 
of feedback information that might, for instance, be used by credit or insurance 
agencies, in pressurised selling, or even by criminal groups. A particular challenge 
arising from the growth of social media is the need to counter false information. 
This requires constant monitoring of social media and rapid response with correc-
tive information before false information is repeated. Where necessary, action 
should be taken to remove sources of false information.

Involvement of Local Community Early warning systems are only effective if 
they inherently and actively put people at the centre – ensuring all elements of the 
early warning system consider and prioritise those at risk from natural hazards 
(WMO 2010). Local authorities, non-governmental organisations and communities 
need to be involved in all aspects of early warning so that the system is designed to 
be appropriate for community needs and capacities. This way, the responses to 
warning information will be designed to protect people, households and communi-
ties from disasters.
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A local, ‘bottom-up’, ‘end-mile’ or ‘first-mile’ approach to early warning, with 
active participation of local communities, including marginalised groups, enables 
engagement in and contribution to the system, ensuring reduced vulnerability and 
leveraging and strengthening of local capacities. Community-based early warning 
systems are good examples of involving local communities. For instance, Practical 
Action has been working with communities in Nepal since 2008 in setting up local 
flood early warning systems, with extensive involvement of local communities 
across the four components of EWS (Rai et  al. 2020). Examples of community 
involvement in local-level early warning systems can also be found in high income 
countries. For instance, in Scotland, private developers Scottish Flood Forum and 
Scottish Environmental Protection Agency jointly implemented the RiverTrack. It is 
an affordable river level monitoring system providing real-time river levels to dis-
plays located in  local homes and businesses, thus allowing for continuous 
monitoring.

The involvement of communities can also be framed in the context of citizen sci-
ence, where the level of participation can increase from citizens as merely sensors, 
citizens as basic interpreters, citizens that directly participate in the EWS problem 
definition and data collection up to fully collaborative science (Paul et al. 2018). In 
many areas of the world, local communities also have rich local and indigenous 
knowledge on early warning (Acharya & Prakash 2019, Šakić Trogrlić et al. 2019), 
and there is an increasing focus on understanding how this type of information can 
be blended and integrated with scientific knowledge in EWS.

The Importance of Gender and Cultural Diversity Vulnerability to the impact 
of disasters is increased by gender inequality, gender norms and social marginalisa-
tion (Brown et al. 2019, UNISDR 2009). Women and marginalised groups includ-
ing gender minorities are often excluded from DRR policies, strategies and 
decision-making (Brown et al. 2019, UNISDR 2009). In contexts of gender inequal-
ity, people of different genders access, process, interpret and respond to information 
in different ways, due to the social and cultural organisation of gender relations and 
the gendered division of labour (UNISDR 2009). For instance, Tyler and Fairbrother 
(2018) while researching a role of gender in decision-making at household level on 
wildfire evacuation found that men and women have differing conceptions on when 
they should evacuate: while women would prefer earlier evacuation, men prefer 
later evacuation. However, it is challenging for women to voice their concerns as 
men are culturally viewed as more authoritative voices in wildfire discussions. 
Fordham (2001) explored a gender perspective on early warning in DRR. She found 
that during the 1991 Cyclone in Bangladesh women were less likely to receive the 
warning; even when they did, cultural norms forbade their movement in public. 
Cultural diversity and marginalisation affect all elements of an early warning sys-
tem (Brown et al. 2019). Marginalised people are often those most overlooked by 
early warning systems. People may be marginalised on the basis of age, sex, dis-
ability, race, ethnicity, religion, migration status, socio-economic status, place of 
residence, sexual orientation and gender identity. These groups require special con-
sideration, focused attention, proactive engagement and sensitive or transformative 
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approaches to ensure no one is left behind. The key consideration should be equity 
of outcome rather than equality of treatment. Cultural diversity and marginalisation 
affect all elements of an early warning system (Brown et al. 2019). Early warning 
systems need to take account of cultural differences in the perception of authority, 
of the cause of hazards, of the nature of prediction and in the availability and use of 
communication channels, among other factors.

A Multi-Hazard Approach People are at risk from multiple hazards with each 
having different likelihoods of occurring. For instance, they might live in a multi- 
hazardous location prone to both hydrometeorological and geophysical hazards, 
and different hazards can also interact (e.g., an earthquake triggering a landslide). 
As such, if we are taking a people-centric approach to early warning, we should 
develop an early warning system or early warning systems that address all hazards 
affecting the population in a certain location.

Where possible, early warning systems should link hazard-specific systems 
together to ensure people are provided with early warning for all hazards they are at 
risk from (WMO 2018b). Such a multi-hazard early warning system would provide 
a holistic understanding of forecasted hazards that may occur and their complex, 
interrelated relationships, such as whether these hazards occur alone, simultane-
ously, cascadingly or cumulatively (UNDRR 2020a).

For instance, the United Kingdom’s Natural Hazard Partnership3 (Hemingway & 
Gunawan 2018) publishes the Daily Hazard Assessment, an overview of 21 natural 
hazards that could affect the United Kingdom over the next 5 days. The hazards 
covered are air (e.g. aero allergens and air pollutions, hail, rain, lightning), land (e.g. 
avalanches, earthquakes, landslides), water (e.g. surface water flooding, drought) 
and space (e.g. space weather, near Earth and space objects). While multi-hazard 
early warning systems that are truly integrated across hazards are rare, a multi- 
hazard approach to early warning is achievable, for example: building new hazard 
early warning systems upon existing systems; coordinating across responsible insti-
tutions to share data, forecasts or outputs; and/or developing consistent, coordinated 
or combined communication materials.

2.4.3  Early Warning Systems as Preparedness 
and Risk Reduction

As Kelman and Glantz (2014) note, a common misunderstanding in relation to 
EWS is that they exist only to be activated once a hazard occurs. However, the aim 
of an EWS is not just to facilitate institutional, community or individual response to 
an impending hazard, but to (ideally) introduce a long-term risk reduction behav-
iour as well as instigate anticipatory action. To ensure EWS lead to both long- and 

3 http://www.naturalhazardspartnership.org.uk/
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short-term risk reduction behaviour before a disaster arrives, the EWS should be 
integrated in the community's everyday life, as opposed to being only used when a 
disaster is imminent.

If designed, implemented and operated in its entirety, taking into account all of 
the parts described in the previous section (i.e. all eight components), EWS pres-
ent an opportunity to reduce disaster risks and foster a ‘culture’ of preparedness. 
For instance, mapping of disaster risks conducted as a part of EWS can inform 
spatial development and serve as a basis for policies that would delineate disaster-
prone areas and introduce some of the available measures (e.g. limited develop-
ment, introduction of insurance schemes, disaster prevention infrastructure), in 
turn reducing risks in these areas. Similarly, paying attention to differentiated 
vulnerabilities of individuals and members of communities provides an opportu-
nity to design actions that would both decrease their vulnerabilities in the long 
term (e.g. designing inclusive decision-making processes and increasing access to 
services) and improve their capacity in terms of EWS (e.g. designing communica-
tion practices for people with hearing impairment or evacuation protocols for 
people with physical disabilities).

Depending on the type of a hazard and the lead time of the warning that is pos-
sible, EWS offers a window of opportunity for early actions. Warning information 
is useless if not followed by appropriate actions that will minimise impacts by 
reducing risks or increase preparedness for a better response. For instance, this 
requires moving away from warnings that tell what the weather will be, to warnings 
that tell what the weather will do. WMO has developed guidelines for how National 
Meteorological and Hydrological Services can implement ‘impact-based forecast-
ing’, i.e. providing a forecast of the potential consequences of a hydrometeorologi-
cal event, in terms of its effects on, e.g. people and infrastructure. It can also be 
sector specific, such as for agriculture, tourism or humanitarian aid. These types of 
forecasts and warnings are designed to provide detailed information on who or what 
is exposed and vulnerable to the particular hazard. For impact forecast and warning 
services, exposure is explicitly considered along with hazard and vulnerability 
(WMO 2015b). This requires NMHS to transform and collaborate with other sector- 
specific government agencies, private sector and humanitarian agencies to be able 
to provide such impact-based forecasts. It also requires changes in mandates of 
NMHS as well as other government agencies. If impact-based forecasts are pro-
vided, this also brings responsibilities to act on this information. Several agencies 
involved in humanitarian response such as International Federation of Red Cross, 
World Food Programme, Food and Agriculture Organization and UN OCHA are 
working in parallel on mechanisms to release funding based on impact-based 
forecasts.

In 2008, the Red Cross Red Crescent movement introduced Forecast-based 
Financing (FbF) for early action and preparedness for response. FbF enables access 
to a Disaster Response Emergency Fund, a funding source habitually only available 
for humanitarian response, via an Early Action Protocol (EAP). The EAP is trig-
gered when an impact-based forecast—i.e., the expected (humanitarian) impact as a 
result of the expected weather—reaches a predefined danger level (IFRC 2018). An 
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EAP outlines the potential high-risk-prone areas where the FbF mechanism could 
be activated, the prioritised risks to be tackled by early actions, the number of 
households to be reached against an expected activation budget, the forecast sources 
of information, the expected lead time for activation and the agencies responsible 
for implementation and coordination. Around ten EAPs for mostly sudden-onset 
disasters and one for slow-onset disasters have been established and approved since 
the first one in 2018. Early actions are determined in collaboration with to-be- 
affected communities and need to comply with a number of criteria (IFRC 2018) in 
order to be able to be executed and to be cost-effective. Very often one of the early 
actions is the transfer of cash to the to-be-affected communities. Most early action 
protocols are based on hazards for which the lead time of the warning allows for 
sufficient implementation time.

However, even if there are only a few hours available to have certainty of a haz-
ardous event (e.g. a flash flood), if EWS is implemented as a preparedness (e.g. 
clear responsibilities of roles, defined evacuation routes and identified shelters) and 
risks are reduced (e.g. people trained in alternative livelihood options, existing 
insurance schemes), impacts could be minimised.

As described by IFRC (2008), in an example of a cyclone, there are multiple 
preparedness and risk reduction actions available in different timeframes, each with 
different requirements for dissemination. Given that climate change projections 
indicate an increased likelihood of intense tropical cyclones (an early warning for 
years in advance), risk reduction actions could be introducing strict building codes 
and promoting cyclone-proof housing, while preparedness actions could be raising 
awareness of cyclone risks and training communities for disaster response. On a 
seasonal timescale, forecasts of above-average cyclone activity are available, pro-
viding an opportunity to revisit contingency plans, replenish stocks and conduct 
emergency drills. Early warning information of likely development of cyclones in a 
particular stretch of the ocean can now provide weeks of advance warning, prompt-
ing awareness of the potential for storm warnings. Days before the cyclone makes 
landfall, when forecasts are quite accurate in identifying locations to be hit, evacu-
ation can be prepared, warnings can be sent to communities at risk while housing 
can be cyclone-proofed. For example, machine learning models trained on histori-
cal cyclone events in the Philippines are being used to predict 3 days ahead whether 
more than 10% of houses in a municipality will be damaged. If this threshold is 
surpassed, early actions are taken in the form of household strengthening and early 
harvesting of rice or abaca trees (Wagenaar et al. 2021). Then, just hours before the 
event, final warnings provide the trigger for evacuation to storm shelters.

2.5  Gaps in Early Warning Systems

Early warning systems for natural hazards have come a long way, facilitated by 
advances in technology (e.g. monitoring, forecasting and dissemination technology) 
and science (understanding of the processes involved), by increased policy support 
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(both at global and national levels) and by growth in understanding what integrated 
and people-centred EWS are (i.e. the components described above). However, there 
are still large gaps that warrant further research, investments, policy change and 
practice. In Table 2.4, we summarise the main gaps according to the eight compo-
nents of EWS.

Substantive gaps remain across all components of EWS. Gaps in the ‘technical’ 
aspects of EWS (e.g. quality of monitoring equipment, forecasting capability, dis-
semination channels) are a hindrance to effective EWS in many parts of the world, 
especially in developing countries. For instance, observing networks are often inad-
equate, particularly across Africa, where in 2019 just 26% of stations reported 

Table 2.4 Common gaps in EWS

Components of early 
warning system Gaps identified in the literature

Risk information A predominant focus on hazard with a lack of understanding of 
vulnerability and exposure
Lack of integration of risk information in decision-making
Data gaps – especially in developing countries
Difficult access to data for risk information – particularly open 
access/sharing across disciplines or organisations

Monitoring and warning Uncertainty in forecasting and climate change influencing 
forecasting capability
Varying skills of forecast information: accuracy, reliability, 
resolution
Lead time
Spatial and temporal resolution
Varying quality of historical data records limits prediction skill
Lack of validation/evaluation of forecast skill
Lack of monitoring infrastructure, technical and human capacity, 
especially in developing countries
Lack of sustainability of monitoring and forecasting systems
Inadequate monitoring
Prediction capabilities for rapid-onset hazards (e.g. flash floods and 
landslides) and lack of systems for some hazards (e.g. dust and 
sandstorms, flash floods)

Dissemination and 
communication

Dominance of experts at the expense of user-focused communication
Top-down dissemination takes time, reducing lead time
Lack of feedback mechanisms between users and producers
Lack of access to warning information, especially for the most 
vulnerable groups
Inadequate communication systems to provide timely, accurate and 
meaningful warning information to those at risk
Underdeveloped dissemination infrastructure in developing countries
Lack of impact-based warning information
Inadequately standardised nomenclature, protocols and standards
Ineffective engagement of media and private sector
Fragmented monitoring responsibilities
Communication content/message not adapted for specific user needs/ 
capabilities

(continued)
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Table 2.4 (continued)

Components of early 
warning system Gaps identified in the literature

Response capability Weak public response to warnings
Lack of risk awareness and understanding – lack of outreach/
education and practice
Lack of post-event reviews and poor incorporation of lessons learned
Unclear authorities and decision-making processes hindering the 
response
Lack of simulation exercises and evacuation drills
Lack of inducing long-term risk reduction behaviour
Lack of adequate safe spaces, concerns over safe spaces, lack of safe 
routes
Barriers to taking action even if would want to, e.g. caring 
responsibilities or insufficient lead time
Concerns over leaving assets/possessions (guarding and staying put)
Behavioural reasons for not responding (e.g. risk perception based 
on previous experience of hazards and staying put)

Effective governance and 
Institutional 
arrangements

Inadequate multi-agency and institutional collaboration and clarity 
of roles and responsibilities
Lack of funding (i.e. disaster finance still heavily focused on 
response)
Weak budgetary and political support in some countries
Inadequate coordination between local, national and regional levels
Gaps in legal, institutional and coordination frameworks, especially 
in developing countries
Political failures to take action (e.g. timing, lack of resources, fear of 
litigation)
Weak integration of EWS in national plans
Inadequate recognition of links between disaster risk reduction, 
climate change adaptation and sustainable development
Insufficient coordination among actors responsible for EWS

Multi-hazard approach Most countries report warning systems for single hazards (i.e. lack 
of multi-hazard EWS)
Very few countries have all hazards covered. And rarely are they 
integrated (sharing data, risk analysis, interactions, one- 
communication channel/method, synthesised SOPs for response)

Involvement of local 
community

Lack of engagement of those at risk is the design and operation of 
EWS
Practical challenges of community engagement (e.g. physical 
distance, funding, timeframes)
Lack of using participatory approaches
Lack of inclusion of local, traditional and indigenous knowledge

Gender perspectives and 
cultural diversity

Gender incorporation in EWS rarely considered
Lack of consideration of cultural diversity and linguistic barriers
Marginalised people not included or considered in a meaningful way 
in assessment of risk and unable to participate meaningfully in DRR/
DRM/EWS preparedness plans, etc.

Based on Basher 2006, Grasso 2014, UNDP 2018, WMO 2015b, Zommers and Singh 2014
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according to the WMO requirements (WMO 2020a). Good monitoring and fore-
casting depend on high-quality data. Yet, data quality and preservation of long-term 
records remain a challenge. Moreover, hazard data remain the focus of most EWS, 
with data on vulnerabilities and exposure sidelined. This results in an inability to 
provide impact-based and tailored warning information.

The ‘social’ component of EWS also remains marginalised in comparison to the 
technical aspects. Despite a rhetoric of importance of community involvement, con-
sideration of gender and marginalised groups and differentiated vulnerabilities, 
these often remain box-ticking exercises, given inadequate attention. EWS are a 
long way from being considered as social processes, and a ‘culture’ of preparedness 
is rarely achieved in practice. For instance, inadequate attention is given to public 
awareness and training on how to respond to warning information, while systems in 
place continue to favour relief over early action. Furthermore, in many parts of the 
world, information fails to reach those at the sharpest end of natural hazards. 
Research on transboundary EWS in Bangladesh, India and Nepal showed, for 
example, that access to EWS technology is not distributed fairly (van den Homberg 
& McQuistan 2019). Overall, there is an insufficient capacity worldwide to translate 
early warning into early action (WMO 2020a).

Good governance remains a significant challenge in many parts of the world. 
Early warning systems remain unfunded and politically unfavoured, with inade-
quate policies and institutional structures in place. For instance, gaps remain in legal 
frameworks for EWS. A recent review of the role of national laws in managing flood 
risk by Mehryar and Surminski (2020), focusing on 139 national laws from 33 
countries, found that national laws have a prevailing focus on the response and 
recovery strategies while placing less emphasis on proactive risk reduction and pre-
paredness, including EWS. Taking legal responsibility for warnings and their dis-
semination remains one of the key issues in operationalisation of a flood EWS 
(Parker 2017). Responsibilities for different aspects of early warning largely remain 
scattered across departments and institutions, resulting in an uncoordinated and 
unsustainable approach. There is a plethora of reporting frameworks for the Global 
Agreements (i.e. Sustainable Development Goals, Sendai Framework and Paris 
Agreement), with indicators that relate to (parts of) EWS. However, these are often 
high-level, based on (too optimistic) self-reporting and not harmonised. As a result, 
there is also a lack of high spatial and temporal resolution data on whether early 
warnings are received, understood and acted upon.

As mentioned previously, despite multi-hazard frameworks being a target of 
EWS, they remain underdeveloped and rarely, if ever, achieved in practice. With a 
global push for multi-hazard EWS, it remains worrying that in many countries, 
EWS are inadequate or non-existent even for single hazards.

In addition to gaps across the eight components of an EWS, there are other sig-
nificant gaps. For instance, in evaluating the performance of an EWS (Sättele et al. 
2016). As suggested by WMO (2018a, 2018b), the checklist developed around the 
four core components of an EWS (i.e. risk knowledge, monitoring and warning, 
response capability, dissemination and communication) offers a series of practical 
actions and initiatives which should be considered when evaluating EWS. An EWS 
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needs to be continuously reviewed and assessed in order to incorporate the learn-
ings, adapt needed improvements and create an effective EWS. This is across all 
areas including (among others) evaluating forecast skill, data collection/monitoring 
accuracy and logistics, lead time, effectiveness of access to and understanding of 
warning information and people’s abilities to act based on warnings. Furthermore, 
there are significant differences between countries in the availability of skills for 
EWS. For instance, in developing country contexts where resources are limited, the 
government departments responsible for EWS are often extremely restricted, both 
in terms of number of staff available to the department and in terms of the range of 
skills hired. Naturally, physical science skills are the most urgent types of skills 
needed in, for example, NMHS, but there are a range of skills and specialties 
required for a fully operational EWS (e.g., skills in social sciences, science com-
munication, public relations). Without them, robust monitoring and warning thresh-
olds may be developed, but they will not be effective in enabling early action. In 
contexts where these perceived ‘softer’ skills are not recruited or resourced within 
the EWS-mandated government department, it leaves gaps either (1) where those 
mandates are perceived as beyond the institution’s capacities and therefore not 
attempted or (2) where NMHS staff are required to act beyond their training, experi-
ence, skills and knowledge in areas outside their expertise.

2.6  Summary

• Disaster risks arise from a complex interplay between physical hazards and the 
exposure of vulnerable people, assets and systems to them. Understanding disas-
ter risk, and its distribution in time and space, is fundamental for management 
and reduction of these risks.

• We have presented the ingredients of disaster risks and available options to deal 
with them, with a specific focus on the role of early warning systems. We pre-
sented an eight-component framework of people-centred EWS, highlighting the 
importance of an integrated and all-society approach.

• If designed, implemented and operated in its entirety, such an EWS can reduce 
disaster risks, foster preparedness and early action and build resilience of popu-
lations at risk. In order to realise these benefits, warnings must be received, 
understood and acted on: they must be useful, usable and used.

• Successful operation of an EWS requires assured long-term funding and involves 
a vast array of stakeholders, including local communities, government depart-
ments at different levels, private sector, media and regional players.

• Equal importance should be given to the social components (e.g. community 
involvement, communication) as to the technical aspects of an EWS.

• EWS need to account for the occurrence of multiple hazards.
• Realising the full potential of EWS requires systematic changes in the current 

status quo, including (but not limited to) increased funding and prioritisation of 
EWS, improvements in horizontal and vertical governance arrangements, devel-
opment of new technologies with corresponding capacity development and 
enhanced involvement of communities at risk.
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Abstract In this chapter, we explore the challenges of achieving a level of aware-
ness of disaster risk, by each person or organisation receiving a warning, which 
allows them to take actions to reduce potential impacts while being consistent with 
the warning producer’s capabilities and cost-effectiveness considerations. Firstly 
we show how people respond to warnings and how the nature and delivery of the 
warning affects their response. We look at the aims of the person providing the 
warning, the constraints within which they must act and the judgement process 
behind the issue of a warning. Then we address the delivery of the warning, noting 
that warning messages need to be tailored to different groups of receivers, and see 
how a partnership between warner and warned can produce a more effective result. 
We include illustrative examples of co-design of warning systems in Argentina and 
Nepal, experience in communicating uncertainty in Germany and the Weather- 
Ready Nation initiative in the USA. We conclude with a summary of aspects of the 
warning that need to be considered between warner and decision-maker when 
designing or upgrading a warning system.

Keywords Decision-maker · Emergency responder · Response · Media · 
Vulnerability · Confidence · Behaviour

3.1  Introduction

In this chapter, we explore the challenges of achieving a level of awareness of disas-
ter risk by each person or organisation receiving a warning, which allows them to 
take actions to reduce potential impacts while being consistent with the warning 
producer’s capabilities and cost-effectiveness considerations. We show that:

• A successful warning provides the receiver with useful information in a usable 
form and is used effectively.

• Warnings are issued in a complex and challenging environment, in which needs 
are constantly changing.

• Success depends on the warner providing ‘fit for purpose’ information and on the 
response of the receiver as well as on the accuracy of the information and the 
technology to deliver it.

• Information sources, social and environmental cues, channel access and the 
receiver’s characteristics influence behavioural response.

• Warnings are issued on uncertain information, and the level of confidence should 
be reflected in the warning.

• The ‘warning to decision’ process is not only about exchanging information but 
also about establishing relationships.

• A successful relationship requires assessment of the receiver’s needs, beliefs, 
values, behaviours and decision-making processes.

• Warning messages should be tailored to different groups of receivers. The 
Common Alerting Protocol (CAP) can facilitate this while minimising the over-
heads of using multiple channels.

A. Scolobig et al.
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• Critical evaluation is the foundation for improvement. It allows receivers to feed-
back on warning effectiveness and reinforces communication.

3.2  Needs of the Receiver

3.2.1  Who Receives Warnings?

Warnings are produced for use by a variety of receivers in different situations. The 
job of a professional emergency manager is to be aware of the risks they are respon-
sible for and to be prepared to respond to a warning and hazardous event. They may 
be highly knowledgeable about relevant hazards and familiar with technical lan-
guage, though perhaps less familiar with the specific forecasting methods used by 
the warner. There is a much larger group of responders who are given an emergency 
response role as part of a wider job, but who nevertheless will generally have had 
some training in the risks and in the responses that are needed. Both of these groups 
will typically have some understanding of the relationship between the hazard and 
the impacts that they are concerned with, so will look to obtain supplementary infor-
mation on the hazard. Whereas these groups have been given responsibility to 
respond primarily on behalf of others, the vast majority of receivers are responsible 
for their own safety and that of their families, friends, dependents and businesses 
(Lazo et al. 2020). They have a wide mix of understanding of hazard and risk, but in 
general are less interested in the hazard and are more interested in the specific 
impact on them and in understanding what they should do. Members of the public 
are increasingly able to prepare their personalised response and preparedness plans 
(e.g. multiple mobile phone applications now provide these decision support tools). 
However, levels of preparedness and guidance on the responses people should be 
undertaking can vary considerably.

Multi-hazard early warning systems are encouraged to be ‘people-centred’ 
(Basher 2006; UNISDR 2015), empowering ‘individuals and communities threat-
ened by hazards to act in sufficient time and in an appropriate manner to reduce the 
possibility of personal injury and illness, loss of life and damage to property, assets 
and the environment’ (WMO 2018, p. 3). In people-centred warning systems, the 
public is a central element and resource: ‘communities’ (…) inputs to warning sys-
tem design, and their ability to respond ultimately determines the extent of risk 
associated with natural hazards’ (UNISDR 2013). For example, some individuals 
might act as local champions or peer educators to fellow residents to increase their 
level of preparedness and capacities to respond to warnings. A stronger involvement 
of the public and communities can also lead to stronger political and budgetary sup-
port for warning systems and reduction of conflicts related, for example, to deci-
sions about warning system implementation (Kuhlicke et al. 2011). One of the main 
drivers for change towards people-centred systems is also the changing require-
ments of users, in response to increased information availability and growing threats 
(World Bank 2019). Some key characteristics of people-centred warning systems 
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include a stronger focus on stakeholder engagement and responsibility sharing, 
enhanced communication supported by technological innovations and institutional 
capacity building, including stronger inter-agency collaboration (Scolobig 
et al. 2015).

In order to become people-centred, those implementing a warning system must 
know who their audience is and conduct meaningful engagement to understand their 
information requirements for an optimal response (Zhang et al. 2019). Thus, a criti-
cal question is: who are the receivers of weather warnings? Warnings are received 
by a wide range of sectors, including various publics (including tourists, business 
owners/operators, vulnerable communities, event organisers and attendees, the edu-
cation sector, the horticulture and agriculture sectors, community groups, outdoor 
enthusiasts and motorists), agencies with emergency response and mitigation roles 
(including emergency services, emergency management from local to national lev-
els and operations), the health sector, lifelines and infrastructure network agencies 
(including water, electricity, gas, telecommunications, road, rail), media, insurance, 
marine, aviation, science and monitoring agencies for cascading hazards, private 
weather services, global re-users (e.g. Google, IBM/The Weather Company) and 
non-governmental organisations.

This wide range of sectors demonstrates the immense challenge of issuing a 
severe weather warning that meets the needs of every receiver. Another challenge is 
to provide warnings that are co-designed between those implementing and those 
receiving them. An example of the co-design of a new warning product based on a 
receiver’s needs assessment in Argentina is reported below.

 Box 3.1 Users’ Needs Assessment for the New Early Warning System 
in Argentina
Julia Chasco

In 2014, the National Meteorological Service of Argentina (NMS-AR) pre-
sented, as a result of cooperation with academic institutions, the Alert.Ar 
project. One objective was to better understand users’ meteorological infor-
mation needs for the management of severe weather events. Users were 
mainly emergency managers and operators. The needs assessment was carried 
out by triangulating different methods and tools that were conceptualised by 
a multidisciplinary team of social scientists: sociologists, anthropologists and 
geographers. Over approximately 2 years, multiple workshops, surveys and 
in-depth interviews were carried out, revealing to the NMS-AR that the infor-
mation included in the meteorological warnings did not fit the needs of emer-
gency managers.

Figure 3.1 shows the results of a simple exercise NMS-AR conducted with 
decision- makers who were all given the same weather warning in text format 
with the instruction, without interacting with each other, to draw their inter-
pretation on a map of the country. As we can see, each decision-maker made 
a very different interpretation of the same warning.

(continued)
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This type of exercise allowed NMS-AR to identify weaknesses in the 
warnings: difficulties in understanding coverage areas and phenomena, little 
effectiveness in communicating spatial variations in severity and overly tech-
nical language in the message text.

Following this, the NMS-AR decided that this group of social scientists 
would become a permanent Department of Meteorology and Society with the 
mission of interacting with users to identify their needs and to use this infor-
mation to improve services.

Between 2018 and 2020, the NMS-AR worked intensively on the imple-
mentation of a new early warning system oriented towards users’ needs and 
decision- making. Some of the main changes in the new early warning system 
include:

 1. Interoperable messages in traffic light formats and map displays.
 2. Categorisations of phenomena with simple unified nomenclatures.
 3. Publication of warning thresholds.

The Department of Meteorology and Society tested the nomenclatures, the 
iconography and definition of colours and the warning thresholds with differ-
ent users. To meet the needs of emergency agencies, services were developed 
to facilitate monitoring over large areas, e.g. the NMS-AR has developed a 
graphic product, only for emergency agencies, which is sent by email twice a 
day at 6 am and 6 pm with alerts of the day for each province. Most emer-
gency organisations communicate in large groups on WhatsApp, so the prod-
uct was designed to be shared easily on that platform. NMS-AR developed 
systems for requesting special forecasts for specific operations or events as 
well as a special access platform in case there are problems with the website, 
so they can independently access alerts, nowcasting and radar and satel-
lite images.

Fig. 3.1 Different interpretations of the same warning

(continued)
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3.2.2  The Nature of the Decision

The need to take protective action can arise at any time and in any place, not just 
when an emergency manager is at their desk, or a member of the public is at home. 
When a warning is received, the actions will be different for someone at home, at 
the office, working outdoors, engaged in sport or at a public gathering such as a 
festival. Those at risk need to be reached on a back-country hike or a sailing trip, 
woken in the middle of the night, interrupted in a business meeting, with informa-
tion relevant to their situation. Once alerted, they need to confirm that a response is 
needed, perhaps requiring access to additional information, regardless of when, 
where and how they received the warning. A warning informs situational awareness 
and decision-making in a variety of ways, depending on factors such as the role and 
responsibilities of the receiver, their familiarity with the location and the hazard, 
costs and benefits of the decision, emotions and confidence in the information. 
While confidence is low, it may still be worth taking low cost, ‘no regrets’, protec-
tive actions that will either reduce the need for later action or prepare for more dis-
ruptive and costly actions when confidence becomes higher.

Responding agencies use warning information to plan their response and alloca-
tion of resources and may generate further communications to the public and other 
responding organisations such as infrastructure companies (Kox et al. 2015). Their 
tasks and duties are strongly influenced by national legislation and vary between 
countries. Responders have pressures inherent to their decision-making, including 
acceptable risk thresholds, time pressure and constantly changing conditions (Doyle 
& Johnston 2011). Weighing up the costs and benefits of the decision, while also 
taking into account the level of uncertainty associated with the warning, is a difficult 
challenge for receivers. For responding agencies, the decision to act on the warning 
can have very high stakes, such as the lives of exposed populations. However, the 
cost of reacting to a warning, such as by ordering an evacuation, is also high. 
Responding agencies must determine acceptable risk thresholds, which incorporate 

The system also provides alert messages for persistent phenomena not cov-
ered by weather warnings, such as reduced visibility due to smoke, dust, ash 
and high or low temperatures. This information is in addition to the already 
established heat wave warning system, co-designed with the Ministry of Health 
and based on mortality data.

As part of any implementation made by NMS-AR since the creation of the 
social scientists’ work unit, any system change is accompanied by training 
options for decision-makers, which implies an investment of several months. 
The Department of Meteorology and Society concluded that for improved 
warning understanding, co-production processes should be developed and 
tested at multiple levels of implementation, although they may be 
time-consuming.
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likelihood and potential consequences. Members of the public use weather warn-
ings as one source of information to determine their behavioural response. Lindell 
and Perry (2012) describe how the decision-making process follows a series of 
ideal stages:

• Risk identification (assessing perceptions of level of threat).
• Risk assessment (expected level of personal impact).
• Protective action search (retrieving information about what to do to reduce the 

impact).
• Protective action assessment (determining which of the options is most suitable).
• Protective action implementation (when does the determined action need 

to occur).

Often the decision will be to look for further information to increase understand-
ing of any of these factors (Wood et al. 2017). More generally, a number of factors 
related to the hazard, the situation and other respondents’ characteristics (see Sect. 
3.2.4) determine whether respondents are able to assess all of the decision-making 
steps described above.

Responding agencies may conduct risk assessments as part of their decision. 
Risk assessments can be quantitative (e.g. dollar losses or fatalities), or qualitative 
(e.g. low, medium, high), and use various tools. The result may fall into the catego-
ries of ‘acceptable risks’, where the risk is seen to be minimal and no mitigation 
measures are required; ‘tolerable risks’, where it is determined that the benefits of 
living with the risk outweigh the potential cost, and some mitigation may be 
required; and ‘intolerable risks’, where the risk is seen as being high and mitigation 
actions are required (e.g. Standards New Zealand 2009).

3.2.3  Which Information Sources Do Receivers Use?

Identifying the information sources receivers use is important for understanding the 
relative value of each source, and the contributions of those sources to the provided 
information and messages (Lazo et  al. 2009). Information sources vary between 
users, according to their needs. They may include official sources, private weather 
services, environmental cues (such as seeing storm clouds), social cues and/or cul-
turally indigenous cues. The information often travels through multiple channels, 
including the traditional and social media (such as tabloid newspapers), social con-
nections (such as from friends, family, neighbours, colleagues and education facili-
ties) and/or response agencies (including emergency services, local government, 
infrastructure companies and emergency management). Each of these channels, and 
the way the information travels through secondary sources, can have its own 
challenges.

Official sources of weather information tend to be National Meteorological and 
Hydrological Services (NMHS). Depending on national legislation, many NMHS 
are entitled alerting authorities, listed in the WMO Register of Alerting Authorities 
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(https://alertingauthority.wmo.int/). Some receivers of information (e.g. airline 
companies) pay for a subscription service to receive more detailed or specific data 
to meet their needs.

Official information can be disseminated and often altered through other chan-
nels (such as TV stations/media or emergency managers) to provide additional infor-
mation. In fact, most people access weather forecasts from the media and via the 
private sector, rather than directly from official information sources (Lazo et  al. 
2009, Hayes et al. 2014). As a result, most people use multiple sources of informa-
tion when making response decisions, such as evacuating from a hurricane (e.g. Dow 
& Cutter 1998), to meet their individual needs. The majority of private sector weather 
forecasts are directly or indirectly based on official weather services (Lazo et  al. 
2009), including using public-sector global observations and models, and atmo-
spheric research (Thorpe & Rogers 2018). The private sector is often highly inter-
ested in incorporating the ‘authoritative voice’, such as issued warnings, into their 
products and services (e.g. Google Crisis Response/Public Alerts – https://crisisre-
sponse.google/products/public- alerts/) (Kaltenberger et  al. 2020), for consistency, 
and to add further information or features to make their products more user-oriented. 
An increasing interest in impact-based forecasts and warnings by the private sector 
is expected due to the focus on user needs (WMO 2015; Thorpe & Rogers 2018).

Environmental and social cues are key sources of information that can influence 
the receiver’s perceptions and actions (Lindell & Perry 2012). Environmental cues, 
such as a gathering storm, a funnel cloud, a roaring sound or heavy rain, are often 
considered when determining a response, such as during the Joplin, Missouri and 
US tornado warnings (Kuligowski et al. 2014). However, environmental cues can be 
hidden by low light (at night) and muffled by other noise (e.g. flash flooding muffled 
by heavy rain). Some cues are subtle or ambiguous, whereas others are much more 
obvious. Perceptions of environmental cues can also be altered depending on the 
time of day and other activities that are prioritised by the recipient (Ruin et al. 2014). 
Social cues stem from observing what other people are doing (e.g. packing a car to 
evacuate) and receiving information from community networks, such as family/
friends and neighbours. This can be via a range of channels, including social media, 
phone calls, text messages and face-to-face. The availability of assistance, including 
the provision of transport and shelters, also provides cues (Lindell & Perry 2012).

In addition to the above sources, responding agencies sometimes have their own 
information sources. These can include trained storm spotters, staff members col-
lecting impact or hazard data, crowdsourced reports, video cameras in public areas 
(e.g. traffic cameras) and their own monitoring equipment.

Finally, personal experience and cultural knowledge including, for many people, 
indigenous knowledge are used as information sources or a lens through which to 
interpret cues, prepare and respond. In many areas of the world, such knowledge is 
drawn upon to interpret environmental cues, such as the behaviour of wildlife, to 
help forecast future weather and seasonal events (e.g. Pareek & Trivedi 2011). 
Traditional knowledge is also a source of information to inform mitigation plans, 
and preparedness and response activities, such as terracing hillsides to prevent run-
off and erosion and building sturdy houses that can withstand strong wind. The 
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relevance of such knowledge is often lost when people migrate, especially into 
urban environments, but can be replaced if communities make efforts to build a new 
shared experience, e.g. by marking the heights of historic floods or the limit of inun-
dation by tsunamis, by acknowledging anniversaries of disasters and by ensuring 
that schools teach their children about the hazards and responses appropriate to 
where they live and go to school.

3.2.4  Behavioural Influences on Decision-Making

Why do some people not respond in the way that they were directed to by a weather 
warning? There are many things that influence people’s behavioural response to a 
warning. Several theoretical models describe these influences, such as the Protective 
Action Decision Model (PADM; Lindell & Perry 2012). Other theories and models 
are described in the best practice guidelines for risk communication and behaviour 
by the NOAA Social Science Committee (2016).

Lindell and Perry (2012) describe the factors influencing the ‘pre-decisional pro-
cesses’ of the receiver (Fig. 3.2). They include the receiver’s characteristics, such as 
their age, gender, primary language, mental models (general understandings and 
misconceptions), economic resources, social resources and physical abilities. As 
discussed in Sect. 3.2.3, behavioural responses to warnings may also be influenced 

Fig. 3.2 Factors influencing pre-decisional processes towards protective actions. (From Potter 
(2018), based on the Protective Action Decision Model (Lindell & Perry 2012))
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by indigenous knowledge and cultural norms, environmental and social cues and 
information sources (Shaw 2009). Message characteristics (particularly content and 
format, e.g. Wood et al. 2015; Potter 2018) and channel access and preference (see 
Sect. 3.3.3) are further influences, with relevant channel characteristics including 
the level of detailed information, precision of the message, the frequency that the 
message is sent out, the equipment requirements and how much it interrupts the 
receiver’s activities.

The pre-decisional processes inform the decision that is being made according to 
the level of exposure the receiver had to the cues or warnings, the attention they paid 
(including intrusiveness of the alert) and their level of understanding of the mes-
sage – including weather literacy (Fleischhut et al. 2020) and understanding of fore-
cast uncertainty (Joslyn & Savelli 2010; Morss et al. 2010).

This demonstrates how using simple language, avoiding jargon and using a range 
of languages, when possible, influence the response. The influences mentioned here 
can take place very quickly and without much conscious thought. Theory from cog-
nitive science suggests that in situations of high stress, people may make decisions 
using a faster decision pathway that is rather emotion-driven, while in less stressful 
situations, they are more likely to base their decisions on information (Weyrich 
et al. 2020b). In such cases, more information is not necessarily better. Moreover, 
which decision-making pathway people utilise may depend on the context. At the 
same time, cognitive theory has been hard to test in the field, because of the ethical 
challenges of submitting people to actually dangerous conditions.

A high level of preparedness can reduce the shock and facilitate an informed 
response to a warning. This may be achieved through education, drills and exercises 
and early alerts. Once a likely future hazardous event has been identified in fore-
casts, a range of communication formats can be used to build a general expectation 
that action will need to be taken.

Once the pre-decisional process is complete, the receiver’s core perceptions pro-
vide another filter through which the information is assessed. The receiver’s percep-
tion of the threat (or risk) has a large influence on their decision to respond (e.g. Kox 
& Thieken 2017). Risk perception refers to the judgments people make when they 
are asked to characterize and evaluate hazardous situations. This is influenced by 
numerous factors such as a respondent’s prior experience, familiarity with the haz-
ard, expected/perceived severity of consequences, perception of benefits and control 
over the risk source, etc. (for a review of risk perception literature, see Slovic et al. 
2004, 2007). Cultural and social factors also strongly affect how people live with 
and perceive risks (for a review of cultural theories of risk, see Thompson et al. 
1990). Yet, research shows mixed results as to whether a higher risk perception 
relates to a higher level of preparedness or response behaviour (e.g. Mileti & 
Sorensen 1990, Potter et al. 2018, Wachinger et al. 2013).

The receiver’s perceptions of the source of the information (such as the agency 
issuing the warning) also influence their response. In particular, the perceived trust-
worthiness, expertise and protection responsibility of the source are taken into 
account (Arlikatti et al. 2007). On the one hand, institutional trust, for example, in 
NMHS issuing weather warnings, and credibility of the source, increases the likeli-
hood for protective action (Potter et al. 2018, Ripberger et al. 2015). On the other 
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hand, self-efficacy, including the belief in their own ability to inform and protect 
themselves against severe weather, is also an important driver for protective action 
(Kox & Thieken 2017).

A receiver’s perception of protective actions can influence their decision to 
respond (e.g. Demuth et  al. 2016; Johnston et  al. 2005). An action perceived as 
effective in reducing the risk has a higher likelihood of being acted on, as do actions 
that are considered to be affordable and achievable and take little time and effort and 
that don’t require coordination with other people. However, much of the research 
that has been conducted requires more testing in a warning context, rather than a 
general preparedness context, and in a ‘real event’ context, as opposed to a hypo-
thetical context.

Following the pre-decisional processes and the triggering of the core percep-
tions, the decision to respond is undertaken (Lindell & Perry 2012). Once the risk 
has been identified, people look for information about the risk, involving thinking 
about personal impacts and length of time until the impacts are likely to occur. 
Options to increase their safety include drawing on their memory and past personal 
experiences as well as those they have seen in the media or read about, and educa-
tion initiatives (Demuth et al. 2016; Sutton & Woods 2016). The receiver may seek 
further information, observe social cues and/or use guidance messages from warn-
ings. Alternative actions are compared with continued normal activities. If it is 
determined that multiple actions need to be taken, the order of these needs to be 
assessed. A response plan may be determined only if there is time and a good- 
enough knowledge to do so. The plan may indeed range from vague to detailed, 
potentially including factors such as evacuation route, destination and means of 
travel. These decision-making processes can cause delays to taking action as further 
information is sought, which is referred to as ‘milling’ (Wood et al. 2017). This 
highlights the importance of including ‘what to do’ guidance messaging in the 
warning message, and hyperlinks to detailed information to help people determine 
their actions. Once an action plan has been developed, the situation may hinder its 
implementation. For example, roads could be blocked, children and pets need to be 
found, or there may be a lack of access to transport, prompting alternative actions to 
be assessed, decided on and implemented.

3.3  Capabilities of the Warner

3.3.1  Who Issues Warnings?

While many countries have legal limitations on who can issue a public warning, in 
reality, both professional responders and the public have access to a variety of 
sources of warnings. Government agencies dominate as sources of information, 
while police and/or fire and rescue often have the final authority to order people out 
of an area of immediate danger. For infrastructure operators, however, while the 
advice may come from a government agency, it will often be an in-house emergency 
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manager who will issue the emergency response order to the operations department. 
More generally it is a variety of public, private and non-governmental organisations 
that issue warnings to the public, in a wide range of formats and through a variety 
of media. Some of these organisations may simply repeat the message issued by the 
originator, but more often than not, there will be some degree of translation and 
reformatting. Indeed, a compelling presenter, even if they have minimal knowledge 
of how the warning was created, can have a huge influence on the level of response – 
and may become, in themselves, the basis for the trust of the audience.

Underlying observations and model predictions are generally provided by 
NMHS. This information is then used by themselves and private sector meteorolo-
gists to produce forecasts and warnings (Thorpe 2016; Pettifer 2015). These differ-
ent  – public and private  – sources do not always provide consistent warning 
information: through the use of different colour-coding and warning thresholds, by 
interpreting model outputs differently, or by conveying different overall messages, 
they create perceived or real inconsistencies in the warning information received by 
the public (Weyrich 2019). National weather services and emergency managers 
have suspected that these conflicting cues exist and negatively influence public 
behaviour; however, more research is needed. Existing empirical evidence clearly 
shows that contradictory visual and textual information have negative effects on 
public behaviours (Lindell & Brooks 2013; Williams & Eosco 2021).

The challenge of consistent warning information grows with the number of agen-
cies involved in the warning decision process. Inter-agency coordination is needed 
to ensure the delivery of consistent messages by multiple agencies within impact- 
based forecasting and warning systems (Potter et  al. 2021). On a regional scale, 
cross-border high-impact weather situations have a greater potential for conflicting 
warning information from multiple-channel sourcing information from different 
NMHSs. This is not just because of differently designed warning systems but also 
because of a lack of standard operating procedures (SOPs) in exchanging informa-
tion among neighbouring NMHSs (Kaltenberger et al. 2020). Regional programmes, 
such as Meteoalarm in Europe (https://meteoalarm.eu) and WMO GMAS-Asia 
(https://gmas.asia), aim to foster regional cooperation and information exchange 
that improves cross-border warning information consistency. Such consistency is of 
fundamental importance both to global re-users and to global responders such as the 
UN and international NGOs.

3.3.2  Types of Warnings

Warnings may be classified in many ways, including how they are produced, their 
message structure or the mode of delivery. For speed of response, automated warn-
ing is optimal, e.g. a fire alarm based on a smoke sensor or a flood siren that sounds 
when an upstream river gauge registers above a critical threshold. Such systems 
depend on recipients being familiar with what the alert means and what they should 
do to respond. In the past, warnings were often produced using bespoke templates 
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and with highly compressed language to minimise the number of characters or 
words to be transmitted. Warnings of this type remain in use, such as in maritime 
and aviation safety. They typically use fixed hazard thresholds related to impacts 
that are meaningful to a specific audience. Free-form warnings give more options 
for the warner to include information specific to an event or for multiple audiences, 
but also increase the risk of misunderstanding or lack of clarity.

In order for everyone to have a common understanding of the severity of the 
hazards that are forecast, are observable or have occurred in the recent or distant 
past, they are often given a label. This understanding can have many uses, one of 
which is to help raise awareness in the public about an impending event so as to 
prompt preparedness actions. Some systems are numerical and continuous (e.g. 
earthquake magnitudes), some are divided into categories (such as the Saffir- 
Simpson hurricane wind scale), others have a small number of levels (such as mete-
orological ‘outlook, watch, warning’ systems), and some are binary (e.g. fire 
alarms). When designing a warning or category system for a hazard, one of the 
many decisions that needs to be made is what it will be based on (the ‘foundation’; 
Potter et al. 2014). This determines the trigger for issuing a warning. Options range 
from hazard through to guidance on response, i.e. what people should do. Each has 
its own benefits and challenges.

At one end of the spectrum is basing the foundation on the hazard. This means 
that warnings are triggered by the severity, extent, duration or magnitude of the 
peril, regardless of whether people will be exposed to it. Examples include expected 
wind speed, rainfall intensity and earthquake magnitudes (such as the Richter scale, 
moment magnitude and local magnitude), where the scales have fixed thresholds 
based only on their intensity. Volcanic alert-level systems primarily use the magni-
tude or severity of volcanic activity as a foundation for warnings (e.g. New Zealand’s, 
Potter et al. 2014; and the US system, Gardner & Guffanti 2006). The benefits of 
these systems are that scientists can issue information quickly, based on their under-
standing and data; little coordination is needed with agencies who hold information 
on impacts, vulnerability, exposure and mitigation procedures. The main challenge 
is that phenomena-based systems may not initiate the most appropriate or timely 
responses by members of the public. Including impact information and guidance on 
response can improve effectiveness (e.g. WMO 2015).

Further along the spectrum, the severity thresholds chosen for each warning or 
category level may be fixed according to the severity of damage it would cause to 
people or property if they were exposed to the hazard. These systems assume some-
one or something could always be exposed; i.e. the thresholds do not vary over 
space or time. Examples of this type of system include the enhanced Fujita scale, 
Saffir-Simpson hurricane wind scale and the modified Mercalli intensity (earth-
quake shaking intensity) scale. Once the thresholds vary over space and/or time 
(e.g. climatology-based thresholds), the system is heading towards being an impact- 
based warning system. This can take account of the dynamic situation, including 
antecedent ground conditions (e.g. prior rainfall causing wet catchments and there-
fore accelerated flooding), variable populations (such as rush hour) and specific 
impacts such as airport closures (WMO 2015). These systems require collaboration 
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between agencies who hold the information about meteorology, society and impacts, 
which has the potential to cause delays in issuing warnings (Potter et  al. 2021). 
Impact-based forecasts and warnings are thought to increase the level of under-
standing about the situation by the public, and raise risk perceptions, but there are 
mixed results as to their effectiveness in prompting a behavioural response (e.g. 
Weyrich et al. 2018; Potter et al. 2018). Determining which impacts or consequences 
to base the warning on becomes important, whether it is for safety of life, injuries 
and well-being, damage, disruption, or economic or environmental impacts. Risk 
modelling can help with mitigation and hazard management (Crawford et al. 2018) 
and may become increasingly utilised in real-time situations.

Personalised warning messages that include information about local disruptions 
and impacts may help to prompt effective responses and would generally be issued 
by partner agencies who hold the roles and responsibilities to issue them (WMO 
2015). These ‘impact-oriented’ warnings require substantial improvements in 
impact data collection and storage (Kaltenberger et al. 2020). Finally, some warning 
systems are based on the action required by the population at risk. Higher levels 
may include evacuations of large areas, and lower levels may promote increased 
awareness. Examples include New Zealand’s COVID-19 pandemic alert-level sys-
tem, Japan’s volcanic alert-level system, fire alarms or tsunami sirens requiring an 
evacuation and the seatbelt sign in aircraft. These systems tend to promote compli-
ance and require receivers to understand the actions relating to the levels or alerts. 
Further investigation into these types of systems would be beneficial to identify how 
underlying observational data support the decision-making to trigger a warning.

3.3.3  Communication Channels

Getting the warning to the receiver is essential if it is to have any value. The diverse 
types of dissemination channels – print, mechanical, electronic and face-to-face – 
have very different characteristics, for instance with respect to the dissemination 
rate or precision (Lindell & Perry 2012). A wide range of channels should be used 
according to the needs of receivers, including local or national TV (including cable), 
radio (including specific weather radio channels), newspapers, friends/family, co- 
workers, neighbours and smart/cell phones. Increasingly, web pages and mobile 
applications are important sources of weather information, including cell broadcast 
alerts and social media (Hayes et al. 2014). A siren can make people instantly aware 
of a threat but has a limited reach and provides no further information. Mobile 
phone applications can provide instant messaging with greater information content, 
but the recipient needs to have a (functioning) mobile phone and to consult it to 
receive the message. Newspapers are slow, but can provide detailed information and 
context, and are ideal for early alerts. Television can strongly engage the viewer, but 
with limited airtime, and may miss out important information. A trusted neighbour 
or official is a compelling source in an emergency but is very resource intensive and 
time-consuming.
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Different channels support a different range of warning formats. For instance, 
some channels are restricted to text (SMS on cell phone), audio (radio) or video 
(regular TV), while others can contain a variety (websites, smartphone apps, weather 
TV). A mixture of formats can reinforce the message if consistent and if they are 
quickly and easily accessible. For instance, the Met Office weather app provides 
colour-coded warnings identifying the type of hazard on a map of the UK. Each 
warning can be expanded to a higher-resolution map, identifying affected towns and 
cities, supported by a brief explanation of the hazard and its source, what the likely 
impacts will be and the status of the warning (including when it was last updated 
and why). Links are provided to guidance on how to respond, and to additional 
information including a more detailed context and a list of the administrative 
authorities covered. Supporting material is also provided in the form of the TV 
weather forecast video, which includes the same information communicated ver-
bally and visually by a presenter. Care must be taken when using visual formats as 
many people have difficulty reading maps, colours should be distinguishable by 
those who are colour blind, and colour scales and icons are not universally recog-
nised (but see Guemil (2021) for an initiative towards an internationally accepted 
set of emergency icons). Consideration needs to be given to how many and which 
languages will be used, and to reaching the visually impaired and those with severely 
limited language skills.

Channels differ in the extent that they reproduce the authoritative warning or add 
or provide their own or other independent warning information, but it is essential to 
acknowledge that only in an ideal world should they all tell the same story, but in 
reality inconsistencies persist. Thus it is essential for agencies to recognise and to 
live with inconsistencies. Where the information source is known and trusted, the 
dissemination channel should provide source attribution and branding, as these will 
speed up recognition by the user, and help to distinguish the message from other 
potentially conflicting or misleading messages. Indeed, as the information land-
scape becomes more crowded, an increasingly important role of the information 
provider must be to monitor these multiple sources and try -to the extent possible- to 
issue corrective statements to counteract false information before it spreads.

New technologies, based on smartphones, are not only a channel to disseminate 
information. They can also be used to test the effectiveness of different communica-
tion strategies, such as by disseminating different types of messages (e.g. impact 
and non-impact based) to the receivers and by enabling verification – including via 
surveys – of which types of messages lead to adaptive behaviours (Weyrich et al. 
2020a). They can also open a window for two-way communication through social 
media and for collecting data through crowdsourcing, for example.

Sights and sounds that indicate hazard onset are important inputs for people’s 
emergency response (Lindell & Perry, 2012), but may come too late. For example, 
the presence or absence of thunder and lightning during a storm may influence 
responses by providing evidence supporting the imminent threat. Where the threat 
is not yet sufficiently close, CCTV, webcams and social media videos can provide 
equivalent cues at a distance. Using two-way communication such as this can be a 
valuable component of a warning service. Not only can the local information 
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provided through social media be used to reinforce the warning in places not yet 
reached by the storm, but it can also help the forecaster to keep abreast of an evolv-
ing situation and to fine-tune their forecast for use in updated warnings.

Many challenges currently hinder the incorporation of social media and crowd-
sourced data in warning practices. For example, agencies are afraid that social 
media will produce harmful and inaccurate information and that it can be difficult 
to evaluate the credibility and validity of user-generated content (Weyrich et  al. 
2020a,b, Goolsby 2009, Kaplan & Haenlein 2010). Also, the enormous amount of 
information can be overwhelming, and ethical concerns can further discourage 
agencies from fully exploring their potential. These issues include the potential for 
breaches of privacy, even from anonymised datasets, the lack of consent involved 
and the possibility of misuse by commercial entities interested in surveillance 
(Maxmen 2019). Other problems arise from unequal access to social media. For 
example, in 2016–2017 nearly 1.3 million households had no Internet connection in 
Australia, and lower digital inclusion was observed in already vulnerable groups, 
including the unemployed, migrants and the elderly (Howarth 2018). As a result, 
gaps between privileged and marginalised people may grow wider. It must also be 
acknowledged that the private weather sector may view these social dilemmas and 
challenges differently, because of their interest in the commercial aspects of warn-
ing dissemination.

Opportunities for warning agencies to use these newer channels include a better 
understanding of public debates about warning-related issues, monitoring danger-
ous situations and interacting with receivers, promoting crowdsourcing and other 
collaborations as well as extending the reach of organisational information and 
improving transparency, visibility and reputation. In the future, artificial intelli-
gence may increasingly be used to monitor these channels and to sift out the critical 
pieces of information that indicate a change to a warning is needed.

This plethora of media and formats can seem daunting when designing a warning 
system to a restricted budget. The international standard Common Alerting Protocol 
(CAP) provides an increasingly valuable tool for minimising the overheads of using 
multiple channels (FEMA 2020). Provided a warning is produced in the XML- based 
CAP format (OASIS-Open 2010), standard software is available to convert it for deliv-
ery through a wide and increasingly varied set of channels, including a degree of auto-
matic tailoring to the needs of specific user communities. As an internationally 
supported standard, training, support and implementation guidelines are available to 
facilitate the use of CAP in new and existing warning systems (e.g. WMO 2013).

The following points highlight where CAP-enabled alerting can provide benefit:

• Enables effective dissemination through new media, using smartphones and the 
Internet of Things, as well as existing mass media such as radio and television.

• People with special needs or a language barrier can be served.
• Alerting areas can be precise, reducing receipt of alerts outside the area at risk.
• Simplifies issuing of alerts to a single message.
• Facilitates sharing of situational awareness between emergency managers and 

across boundaries to create a ‘common operating picture’.
• Enables links to immediate response alarms and automated controls.
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3.3.4  Influences on the Warner

People who issue warnings are influenced by many factors, both individually as a 
person and corporately as a member of an organisation. These range from the qual-
ity and quantity of available information to their role and responsibility in providing 
science advice (legislative), to managing perceived risks from over-warning and 
warning fatigue by the public, through to personal and group psychological biases. 
Warners should be familiar with the nature of their audiences, including the way in 
which warnings will reach them. While helpful in general, this can easily lead to 
biased warnings and ultimately to a degraded response. Many procedures (e.g. tick 
boxes, thresholds and templates) are in place to help overcome biases and other 
influencing factors, and to retain consistency over time and between different war-
ners and agencies (Fig. 3.3).

The legal, institutional and political context can also influence the warner and 
his/her behaviours and attitudes (see Chap. 2). For instance, in some countries there 
may be an increase in legal conflicts related to the dissemination, use and interpreta-
tion of risk, forecasts and warning information (Altamura et al. 2011) and, more 
generally, in disaster risk management (Lauta 2014). This can lead to defensive, 
self-protective behaviours of warners to avoid personal blame and liability. For 
example, following the trial and prosecution of scientists and officials in Italy fol-
lowing the communication of risk information and a subsequent impactful earth-
quake in the town of L’Aquila, the number of false alarms was observed to increase 
in Italy (Altamura et al. 2011), with consequent impacts on weather-related decision- 
making. On the other hand, a US National Weather Service policy decision to reduce 
false alarms for tornadoes by switching from county-based to storm-based warning 
areas resulted in a dramatic reduction in the size of warning areas (Sutter & Erickson 
2010). The institutional framework can also weaken the warning process, for 

Fig. 3.3 Reaching a plethora of receivers with different needs from a single information source 
through multiple channels using the Common Alerting Protocol. (Source: Eliot Christian, based on 
ITU 2019)
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instance by failing to define stakeholders’ distinct roles and responsibilities (Thorpe 
2016). This can impede collaboration and cooperation between the actors involved 
in the warning chain. Institutional priorities may also determine whether warnings 
are primarily aimed at reducing impacts on individuals or on society as a whole 
(Potter et al. 2021).

Technical and financial constraints mean that a warner is almost certainly work-
ing under time pressure and with access to information limited by the speed of a 
desktop computer. They usually have access to only a subset of the observational 
data used in the forecast, and to a limited range of forecast products, especially if 
the forecast has come from a global forecasting centre. They may be trying to pro-
vide direct information by phone to key individual responders while preparing their 
warning for the public and a script for a live broadcast. They should also be monitor-
ing the current state of the hazard and information circulating in the media, includ-
ing social media. Under these pressures, the warner’s attitudes and behaviours will 
be influenced by a lack of resources, inadequate communication protocols and inef-
fective engagement with the media and the private sector (UNISDR 2013, NOAA 
2016, Handmer & Dovers 2007).

Timeliness is of particular importance to the user since response actions take 
time and must be completed ahead of the arrival of the hazard. When forecast infor-
mation is produced across several organisations, such as a weather service, a flood 
agency and an emergency response agency, there may be a substantial time delay 
before the warner even receives the information. This can be exacerbated with 
impact-based forecasts and warnings, which may require information from several 
agencies to be collated (Potter et al. 2021).

Behaviour may also be affected by organisational competitiveness, whether for 
profit, funding, prestige or power (such as with other ministries, businesses or 
nations), by inappropriate organisational or individual target setting (e.g. concen-
trating on volume or accuracy over user value) or by excessive protectionism 
(including requiring that everything is produced in-house) or outsourcing (so that 
internal roles are devalued). Misinformation on external media can be particularly 
challenging; interventions to correct false information carry the risk that both the 
false information and the correction distort the original message.

Warners, and experts in general, tend to perceive risk differently from each other, 
and from lay people (Bostrom 1997). While experts tend to use formal definitions 
of risk and emphasise the magnitude of the hazard and its likelihood, members of 
the public may include other factors, such as the familiarity of the threat and dread 
(Fischhoff et al. 1978). The social and institutional contexts of risk are important, 
such as motives and values. Experts also translate verbal probabilities (such as 
‘likely’) to numerical probabilities (such as 70%) differently from non-experts, 
highlighting the importance of using probability translation tables (Doyle et  al. 
2011) as encouraged by the WMO (WMO 2008). Interpretations of probabilities 
also differ between experts and non-experts, and even within expert groups (Kox 
et al. 2015). The decision-making that goes into assessing risk inevitably requires a 
series of judgements to be made, to refine the circumstances or scope of the situation.

Many psychological biases can influence judgements at an individual or group 
level. In a setting of scientists/warners making decisions, these can include the 
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desire to conform to the group (Asch 1952), the influence of a minority (Crano & 
Chen 1998), the groupthink phenomenon (Janis 1982), obedience to authority 
(Milgram 1974) and potentially the presence of an audience affecting performance 
(Dashiell 1930). The ways in which questions requiring judgement are asked can 
influence the outcome, with care needing to be taken to not bias the result (Potter 
2014). Another influence on warner decision-making is avoidance of potential false 
alarms. While warners are often very concerned about the ‘cry wolf’ effect of false 
alarms, several studies have shown that their effect can be minimised by careful 
messaging before, during and after events. For example, Kox and Lüder et al. (2018) 
show that emergency managers state their discomfort about warning fatigue and 
high false alarm rates but indicate that they would respond to the warning as com-
mon practice. In general, policymakers are much more concerned about misses than 
false alarms. Various alternatives exist to support decision-making, such as a struc-
tured approach (e.g. Bayesian), or a more naturalistic approach (Doyle & 
Johnston 2011).

3.4  The Bridge Between Warner and Receiver

3.4.1  Building a Relationship

Those issuing warnings must understand the information needs of the receivers. 
This is achieved by building a relationship between the receiver, the warner and any 
other stakeholders involved in the process. This relationship can take many forms, 
depending on the laws and culture of the country, the governance structure of the 
warning organisation and the nature of the receiver  – whether an individual, an 
organisation or a whole community. Relationships take time to build, require active 
management to thrive, depend on flexibility and compromise on all sides and ulti-
mately need to commit to solutions that are beneficial to all parties. Relationships 
are equally necessary whether the warner is in a public or private sector organisa-
tion, and whether the receiver is a member of the public, a global business or a non- 
governmental relief organisation. However, the nature of the relationship will be 
different in each case. Sustaining the relationship requires continued and regular 
two-way interaction, as personnel change and technical capabilities evolve, includ-
ing periodic training and exercising.

The level of engagement underpinning these relationships ranges from one-way 
informing (e.g. a radio announcement about a hazard/event) to ‘empowering’ the 
end users to make the decision (as described by the International Association for 
Public Participation; https://cdn.ymaws.com/www.iap2.org/resource/resmgr/pil-
lars/Spectrum_8.5x11_Print.pdf). There is a vast literature maintaining that effec-
tive warning communication is achieved through a two-way exchange of information 
between parties and that involving stakeholders in the communication, planning and 
discussion stages can increase their commitment, and ultimately foster the adoption 
of effective behaviours (for a review, see Macintyre et al. 2019). Indeed, this rela-
tionship and, in general, the whole warning communication process are circular and 
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two-way as it also depends very much on the environmental, social and technical 
context, as well as the degree of partnership among the involved stakeholders. Two- 
way exchange of information also includes co-design and co-production of infor-
mation, in which the receiver’s role shifts from pure user to collaborator and partner 
(Kox, Kempf et al. 2018).

There are multiple successful examples of co-design of people-centred early 
warning systems and citizen science engagement processes (Preuner et  al. 2017, 
Scolobig et al. 2016). These show how it is essential to adopt a warning value chain 
approach to engage with multiple stakeholders and to co-design warning system 
options. They also provide evidence that the inclusion of different stakeholder per-
spectives on the technical, social, economic, legal and institutional characteristics of 
a warning system helps to address decision stalemates and conflicts, e.g. about 
funding allocation or priorities.

Yet, despite many authors highlighting that communication should be a two-way 
exchange of information, there is an operationalisation gap in many countries. The 
current literature and established practices suggest that most warning communica-
tion with the public remains unidirectional, from decision-maker to an uninvolved 
public, rather than a dialogue. Without doubt, there are multiple barriers to true 
two- way communication (see also Sect. 3.3.3). For example, given the large number 
of sectors and groups receiving warnings (as described in Sect. 3.2.1), it is difficult 
for agencies issuing warnings to build relationships and establish multidirectional 
engagement with all of them. Where stakeholder engagement is used in the co- 
design process, it can be difficult to involve some vulnerable groups such as women 
with young children, housebound elderly or those with chronic illness, and even 
when present, for these groups to feel equally engaged, especially if they lack good 
language skills. A combination of group meetings and individual interviews is 
needed, but community acceptance of such distributed inputs requires a high level 
of transparency in presenting and interpreting the evidence. It especially requires 
dedication of time and resources to develop successful processes. Co-production is 
also not suited for all kinds of warning communication. While it has proven suc-
cessful for planning and evaluation, e.g. co-design of warning system options and 
evaluation of warning communication effectiveness, it is more challenging for fast 
two-way communication. This is currently the preserve of a small but rapidly grow-
ing group of receivers, such as storm spotters and organised groups of amateur 
observers (see, e.g. Elmore et al. 2014). Combining the concept of trained storm 
spotters or ‘trusted spotters’ with quality management of the data received was rated 
best practice by the European Meteorological Society (Krennert et al. 2018). Where 
funding is available for a tailored service to a specific business or sector, the oppor-
tunities for building a relationship are much greater than for a general public ser-
vice. Yet, they are often missed, with available resources focused on technical 
capability at the expense of achieving a mutual understanding of the problem and its 
solution. With the growth of web-based warning services, tailoring has begun to be 
feasible for a much wider range of receivers. Tailoring by location has been in use 
in the USA for many years, firstly on NOAA Weather Radio and more recently on 
cell phones (Wireless Emergency Alerts), targeting messages to individual cities or 
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counties (NOAA 2021). The ability to set locations of interest is also well estab-
lished, for instance in the Red Cross warnings app (e.g. British Red Cross 2021). 
However, the potential for much greater use of targeting is shown by its increasingly 
sophisticated use in online advertising, for instance by Google and Facebook. Such 
targeting lies not only in selecting the information of interest but also in presenting 
it according to the selected or revealed preferences of the receiver. Ethical issues 
surround the use of this technology, but as it gains wide acceptance through online 
platforms like Google, there will undoubtedly be increasing application in the com-
munication of tailored forecasts and warnings.

An effective long-term partnership provides an environment within which to 
build up many of the conditions for successful use of warnings, including education 
and training between events, shared experience and interpretation of historical 
events, mutual understanding of forecast capability and trust in the reliability of the 
warning system, all of which influence the way a warning is both produced and 
received (Parker et al. 2009).

Two examples follow that exemplify current good practices, via the establish-
ment of strategic partnerships aimed at strengthening the relationships between the 
warner and the receiver.

 Box 3.2 The Global Weather Enterprise
Sally Potter

The Global Weather Enterprise (GWE) ‘is an enabling environment fostering 
global engagement between public, private, and academic sectors that share 
the common goal of providing accurate and reliable weather information and 
services that save lives, protect infrastructure, and enhance economic output’ 
(World Bank 2019: 3) and is described by Thorpe and Rogers (2018). It 
focuses on increasing value through the full chain from scientific research and 
observations to models, forecasts, products and services. It is an initiative 
aiming to acknowledge and address obstacles in the collaboration of these 
three sectors (particularly public and private), including funding pressures on 
the public sector, growth of the private sector capabilities and international 
financing structures. It encourages a fair market for weather forecasts and 
services, and clear governance of taxpayer-funded open-access data in rela-
tion to commercialisation.

Indeed, business can derive economic value from weather knowledge  – 
estimated at $US13 billion in a report by the US National Weather Service 
(NOAA/NWS 2017). Increasing the recognition of the value of underpinning 
publicly funded weather services in leveraging the private sector may help 
ease the funding pressures on the NMHSs (Thorpe & Rogers 2018). 

(continued)
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Additionally, it has been suggested that the public sector could make more use 
of private sector data, with the recognition that open- access data and long-
term reliability of data be considered (Hayes et  al. 2014). This includes 
exploring potential business relations with the private sector as part of pilot 
projects (World Bank 2019). The GWE also calls for clear roles and responsi-
bilities, particularly around data ownership, as the private sector moves 
towards the provision of data services and away from infrastructure (Thorpe 
& Rogers 2018). At the same time, there are also opportunities and good prac-
tices related to the role played by the private sector that can be exemplary to 
improve warning communication. For a public audience, the ability to respond 
online to social media posts and media stories, and provide information 
through crowdsourcing mobile applications, enables a higher level of engage-
ment than the traditional one-way communication of hazard information.

 Box 3.3 NOAA’s National Weather Service Strategic Goal: Building a  
Weather-Ready Nation
Douglas Hilderbrand

In 2011, a series of extreme events across the USA, including tornadoes, floods, 
hurricanes and wildfires that killed over 1000 people, became the driving force 
behind a profound movement to improve the country’s ‘weather services’. The 
National Oceanic and Atmospheric Administration (NOAA) and its daughter 
agency, the National Weather Service, started a long-term, strategic goal to 
improve forecast accuracy, communication and delivery of information to the 
public. The strategic goal to build a ‘Weather-Ready Nation’ (WRN) galvan-
ised the operational and research arms of NOAA to improve not only forecasts 
and warnings but also their value through better societal responses (Hilderbrand, 
2014). Internally, WRN became the impetus to measure value not just from a 
forecast accuracy perspective but also by a societal outcome perspective. This 
change in mindset has resulted in four focus areas:

• Delivery of Impact-Based Decision Support Services (IDSS).
• More effective communication of preparedness and protective ‘call-to-

action’ statements.
• Integration of physical and social science in products and services.
• Better ways to deliver information in a timely and relevant manner.

Some WRN successes include:

• Creation of storm surge inundation maps that better communicate where 
and how much storm surge can be expected.

(continued)
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(continued)

• Use of social media such as Facebook and Twitter for two-way interactions 
(e.g. posting safety messaging and forecast information and receiving 
storm reports by followers).

• Emergency alerting on cell phones sent via the nearest cellular tower.
• NWS personnel on location at emergency management operations centres 

to deliver forecast advice within the broader decision environment.

Beyond the changes made internally, mentioned above, WRN also became 
a commitment to collaborate at the community level (Fig. 3.4). Government 
could not achieve a Weather-Ready Nation alone, but rather needed to embrace 
external partnerships at the federal, state and local levels, and across industry, 
non-profits and other community organisations. To show its commitment to 
partnership and give others ‘partial ownership’ of WRN, NOAA launched the 
Weather-Ready Nation Ambassador programme in 2014. As of August 2020, 
NOAA has recognised over 11,000 organisations as ambassadors, sharing the 
goal of making communities ready, responsive and resilient to extreme 
weather, water and climate events. WRN Ambassadors are as diverse as com-
munity needs  – from global corporations to small non-profits. With these 
WRN Ambassadors acting as force multipliers, weather safety and life-saving 
forecast/warning information can reach many more people in communities 
across the USA. The wide range of skill sets collectively across these ambas-
sador organisations allow for innovative collaborations with NOAA and even 
other ambassadors.

Fig. 3.4 Components of the NWS Weather-Ready Nation initiative © NOAA 2021

3 Connecting Warning with Decision and Action: A Partnership of Communicators…



70

3.4.2  What Works?

The content and format of a message differs depending on varying user needs, as 
does the channel through which they would like to receive it, and the timing and 
frequency of updates. As described in Sect. 3.1.1., extensive user engagement is 
required to understand these needs in advance, to ensure the information is received 
in a useful and usable way (e.g. Becker et al. 2019, Kox, Kempf et al. 2018).

The warning message directly influences people’s warning response. Message 
content and style are thus important factors in determining whether people take self- 
protective behaviour or not. In order to be effective at inducing such behaviour, a 
message should contain the information elements of hazard (nature and magnitude), 
location (area affected by the hazard), time (occurrence time or time to impact), 
guidance (action recommendations) and source (Mileti & Sorensen 1990). Previous 
research also shows that, to be effective, warnings should describe the exact nature 
of the threat (including potential impacts), provide a source of confirmation and be 
personally relevant (Weyrich et  al. 2018, Lindell & Perry 2012, Mileti 1999). 
Technology developments are increasingly allowing the inclusion of links to further 
information, facilitating faster information seeking and response decision-making. 
The order of these elements and the length of the message can themselves influence 
responses, with social science research showing that relative to shorter messages, 
longer messages can reduce people’s inclination to search for further information, 
which then shortens the delay before responding (Wood et al. 2017). In addition, 
each of the information elements should be addressed by the five stylistic dimen-
sions of a warning message, which are specificity, consistency, accuracy, certainty 
and clarity (Mileti & Sorensen 1990).

Familiarity and education have a key role to play. When a response is practised 
frequently, it becomes an almost automatic reaction. Fire alarms are a good exam-
ple. Practising fire evacuations is mandatory for organisations in many countries, to 
ensure that employees not only recognise the warning but know what to do without 
thinking about it. Most hazard warnings are more complex than that but achieving 
an initial reaction through familiarity is still important. Beyond that, the response 
will be informed by knowledge, which requires education. The best time to learn is 
at school, but education about hazards and their impacts, warnings and their capa-
bilities should be continuous and focused especially on those lacking familiarity 
with the area they live or work in. Education may take many forms, ranging from 
talks and workshops, through paper exercises and online games, to drills and 

Looking ahead, WRN continues to build momentum on tough challenges 
such as quantifying and communicating forecast certainty, folding probabilis-
tic forecasting into the decision-making process and finding new ways to 
inspire the public to take appropriate actions so that when extreme weather 
threatens, communities will be ready.
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full- scale exercises (ITU 2019). These build on one another and can be targeted at 
different stakeholders. Opportunities for knowledge reinforcement ahead of periods 
of increased risk should be taken, whether provided by changes in the seasons or by 
long-range weather forecasts. A critical issue is to mainstream warning-related 
learning units designed for different age groups in different subjects in order to 
guarantee that risk education is part of the curriculum.

Weather forecasts and warnings are inherently uncertain. Yet, reducing uncer-
tainty is not the same as managing the effects of scientific uncertainty and commu-
nicating it (Brashers 2001). Notably, reducing and communicating uncertainty 
require completely different types of knowledge and expertise, ranging from natural 
to social sciences. Research shows that people understand that there is uncertainty 
inherent in weather forecasts, as well as that different scientific factors shape this 
uncertainty (Joslyn & Savelli 2010). With respect to communication, some research-
ers argue that communicating scientific uncertainty (e.g. in probabilistic forecasts) 
leads to better outcomes (Fischhoff & Davis 2014), as it will increase understanding 
(Stirling 2010). LeClerc and Joslyn (2012) found that providing weather forecasts 
(of high consequences but low probability) with uncertainty information enhances 
the chances that users take precautionary action. However, conclusions about how 
scientific uncertainties should be communicated (quantitative vs. qualitative, graphs/
maps vs. text, etc.) are not yet clear and depend on the user, the context and the type 
of information.

Technological improvements continually reduce the level of scientific uncer-
tainty in weather forecasts and warnings. Over the last decades, messages have been 
improved as warnings are made with greater accuracy, geographic precision and 
lead time. However, the information is not always clear, specific or consistent. 
Information may be more or less available, information from different sources may 
be inconsistent or contradictory, and information can increase or decrease the per-
ception of uncertainty (Brashers 2001). For example, many people do not under-
stand the standard phenomenon-based warnings and have difficulties translating a 
‘heavy’ rainfall warning (e.g. indicating 100 mm of rain) into effective impacts. 
Communicating specific impacts, for instance on road and rail transport, and pos-
sibilities of delays, could improve warning effectiveness (Weyrich et  al. 2018). 
Moreover, it is important that a warning message is consistent within itself and 
across different messages (Mileti & Fitzpatrick 1992). This means that the underly-
ing meaning of a message and potentially the colours and terminology used are 
similar or uniform, including from different providers at a given point in time 
(Williams & Eosco 2021).

Unlike in some weather forecasts, including probability of rain forecasts, there is 
almost no room for the communication of uncertainties within most current public 
warning systems. Warnings are issued by a forecaster when expected weather events 
reach a subjective level of certainty. The inclusion of probabilistic information 
could enable the forecaster to better communicate the varying degrees of certainty 
associated with each warning situation. However, the price of this type of probabi-
listic information can be the risk of misinterpretation or lack of understanding 
within the target audience (Kox, Kempf et al. 2018). One means of dealing with 
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these complications that has gained credibility in climate forecasting is to develop 
storylines based on forecast scenarios (Shepherd 2019). For instance, during 
December 2011, an extratropical cyclone was forecast to move up the English 
Channel, producing extensive snow in central England (Mylne 2012). However, 
within the range of ensemble predictions, there was a low probability that the 
cyclone would turn north, moving the area affected by snow and allowing damaging 
winds to affect the extreme south-east of England. Rather than limit his presentation 
to the most likely forecast, or attempt to present probabilities, the TV forecaster 
chose to convey the uncertainty by presenting these two scenarios as alternative 
storylines of likelihood and impact.

Communication of uncertainty is further complicated because it is multifaceted: 
not just scientific but also social, legal, institutional and political uncertainties affect 
how a warning is perceived and acted upon. Moreover, perceptions of uncertainty 
vary between people and social groups: one person may have an amount of informa-
tion that other people would deem sufficient to make a decision, yet she/he may still 
feel uncertain on what to do (Brashers 2001).

While the general inclusion of probabilistic information in public warnings 
remains challenging and contentious, there is no doubt that it is an important com-
ponent of the communication with many professional responders. In some cases, 
they have sufficient evidence to calibrate their actions directly on the probability of 
a specific threshold being crossed. In these cases, a role of the relationship is to 
identify these thresholds and the nature of the uncertainties, so that the warner can 
ensure that the information reaching the receiver contains the required level of prob-
abilistic detail, and that it is unbiased.

 Box 3.4 Probabilistic Weather Information for Emergency Managers 
in Germany
Nadine Fleischhut

Although probabilistic forecasts are key to informing decisions under uncer-
tainty, probabilistic weather forecasts are still rarely communicated to lay 
audiences due to fears that they are difficult to communicate clearly and that 
lay people may be reluctant to use them. Yet there is growing evidence that 
people understand probabilistic information if it is presented transparently 
(Hoffrage et al. 2000), that it can improve decisions (e.g. Joslyn & LeClerc 
2013) and that it is preferred by the public (Morss et al. 2008). In contrast, 
deterministic warnings can hinder informed decisions, since forecasters must 
issue warnings without knowing the needs of their users, who are left to guess 
the uncertainty of the forecasts (e.g. Fleischhut et al. 2020, Joslyn & Savelli 
2010). Probabilistic forecasts, however, enable everyone to apply the decision 
thresholds that fit their needs.

(continued)
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In Fundel et al. (2019), we described how we evaluated the usefulness of 
probabilistic forecasts for emergency managers’ decisions in Germany. As a 
large and diverse group, their required lead times and probability thresholds 
differ considerably (Kox et  al. 2015), likely reflecting varying institutional 
constraints and capacities (Demeritt et al. 2010).

Using a new approach, we designed FeWIS Pro: five uncertainty represen-
tations implemented in parallel within the fire brigade weather information 
system (FeWIS) of Germany’s national meteorological service. The represen-
tations display forecasts for wind, rain and thunderstorms (48-hour lead time) 
as probabilities for binary events (exceeding warning thresholds) or as prob-
ability thresholds for continuous variables (e.g. for wind or precipitation). All 
representations were designed based on evidence from risk communication 
research in a range of fields, including medicine. The approach made it pos-
sible to observe and quantify emergency managers’ preferences under real 
operational constraints and over a longer period of time.

We analysed which representations emergency managers preferred for two 
severe storms (Xavier and Herwart) in Germany in October 2017 (see Fig. 3.5). 
In general, emergency managers used probabilistic forecasts frequently, indicat-
ing that they found the forecasts informative and useful. During both storms, the 
most frequently consulted representation was a map displaying probabilities for 
exceeding warning thresholds. The map, which provides a clear overview of the 
areas most likely to be affected by the storms, may be useful for emergency man-
agers coordinating emergency services, vehicles and personnel.

Fig. 3.5 Search for information before, during and after storms Xavier and Herwart. Plots 
show how often each representation was selected by time, from 48 hours before to 24 hours 
after the storm. Dotted lines mark when the first weather watch was issued; solid lines mark 
the first weather warning. Red lines along the x-axis indicate when the storms passed 
through Germany. For each storm, the analysis includes the behaviour of emergency man-
agers who should expect to be affected first by the storm, defined here as all users for which 
the 90 percentile of the forecast was ≥110 km/h during the first third of the storm (N = 93 
collective users for Xavier; N = 114 for Herwart). Overall, they selected representations 439 
times during Xavier and 722 times during Herwart. For details, see Fundel et al. (2019)

(continued)
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3.4.3  Measuring Success

The question of what makes a warning successful is one of the key aspects identified 
in the HIWeather context (Zhang et al. 2019). Agreeing how this will be assessed is 
critical to the relationship between warner and receiver. Transparent sharing of evi-
dence and its interpretation is essential. Yet often the producer assumes that it is 
sufficient to verify the observable components of the information content, using 
statistically correct methods, and is then surprised if the receiver has a quite differ-
ent perception of the value of the warning service. While the roots of successful 
warnings lie in having accurate meteorological information, its value depends on 
applications of the social, behavioural and economic sciences (Zhang et al. 2019), 
thus becoming an interdisciplinary matter.

To be successful, the warning must enable its recipients to make the right deci-
sions to protect themselves and their communities (Golding et al. 2019; Taylor et al. 
2018). In order to achieve an effect in the sense of risk-reducing behaviour through 
warning communication, warnings must generate attention (wake-up signal), indi-
cate potential impact and give guidance for adequate response.

Recipients may differ in their needs and requirements for weather information 
and warnings, subject to their responsibilities and competencies. Thus, what consti-
tutes useful or ‘good’ information varies according to the areas of activity an end 
user represents. In an essay on the goodness of weather forecasts, Murphy (1993) 
mentions three general types of forecast goodness: consistency, quality and value. 

The other four representations presented timelines for a selected area. Of 
these, the representation of probabilities of exceeding warning thresholds was 
used most frequently during Xavier. Box plots showing the likely range of 
wind speeds were used most frequently during Herwart; they were only 
slightly less popular during Xavier. Quantile information (e.g. box plots) was 
consulted frequently shortly before – and even more so during – a storm.

Emergency managers’ focus on warning thresholds may reflect that their 
main duties are reactive and that warnings trigger a range of decisions, such 
as the declaration of an emergency. Representations displaying probabilities 
of exceeding warning thresholds may thus be particularly useful during an 
early weather watch. In contrast, quantile plots such as box plots make it 
easier to evaluate how wind speeds might develop; they may therefore help 
emergency managers maintain the ability to respond during an event and pre-
pare for daily operations afterwards (see also Kox, Lüder et al. 2018).

FeWIS Pro was developed as part of the interdisciplinary research project 
WEXICOM, funded by the Hans Ertel Centre for Weather Research. 
WEXICOM aims to improve the communication, understanding and use of 
uncertainty in weather and impact forecasts. The work and results reported 
here have previously been published in more detail in Fundel et al. (2019).
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In order to be consistent, the forecast (oral or written) should be the best possible 
estimate or assessment of the weather situation by the forecaster. The forecast may 
be inconsistent if it contains (more or less) spatial or temporal specificity, or if the 
uncertainty in the judgement of the forecaster is not accurately reflected in the cor-
responding forecast, either in words or numbers. Quality refers to the degree of 
agreement (or similarity) between the forecast and observed events, expressed in 
terms of distortion, accuracy or skill. Finally, the value refers to an increase in ben-
efit to a forecast user as a result of using the forecast. End users of forecasts and 
warnings place particular emphasis on the value aspect of a forecast’s goodness 
(Kox, Kempf et al. 2018). Economic perspectives are most commonly used to define 
the value of weather forecasts and warnings (e.g. Lazo et al. 2009), but weather 
forecasts do not have an intrinsic value in an economic sense, they rather have a 
specific value for a user when he/she takes measures, and these measures avoid or 
reduce damage costs (Murphy 1993, 1994, Mylne 2002). Kox and Thieken (2017) 
add that a purely economic perspective does not apply to situations where monetary 
damage costs are difficult to allocate, such as loss of life or social or political pres-
tige. In other situations, people may want to act, but may not be able to do so due to 
professional constraints or limited resources.

Fire brigades are a good example of such an end-user group operating outside of 
a simple cost-loss analysis, while road maintenance services responsible for salting 
roads have clearer cost calculations (Kox, Kempf et al. 2018). Accordingly, the end- 
user perspective may vary on what is understood as the goodness of a forecast or the 
success of a warning. A warning message that is of high value to one user may be 
useless to another. In this context, the ability to tailor warnings to individual needs 
(Joslyn & Savelli 2010) and to provide access to additional meteorological informa-
tion is of importance to achieve high value for all end users.

Keeping all that in mind, the measurement of success is a difficult task. It gets 
further complicated by the possibility of ‘grades of success’ (Golding et al. 2019), 
for instance in near-miss situations, when the spatial or temporal extent is only 
slightly in error (Sharpe 2016), or in situations where no damage occurs due to suc-
cessful warning. For example, in the case of road icing, observations of road state 
will not show that the road is covered in ice if it has been treated in advance, though 
the temperature may still show the road surface to be below freezing. In this instance 
the meteorological trigger for the hazard (sub-zero temperature) is verifiable, but 
the hazard itself (slippery road) is not. Here, the absence of such impacts might be 
an indicator of success especially if other impacts of the hazard are observed.

Continuous evaluation of warnings is essential if the benefits of improvement are 
to be identified and any degradation is to be arrested quickly. Changes in technology 
and external conditions can otherwise lead to a warning system rapidly losing its 
impact. Regular surveys of a range of users, especially following the issue of warn-
ings, should be followed up with one-to-one interviews to identify negative issues 
before they lead to a loss of trust, and to reinforce positive changes.

To improve weather warnings in all three dimensions of forecast goodness, a 
broad range of challenges need to be addressed. A strong collaboration between the 
main users and the national weather services in the form of an ongoing dialogue and 
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discussion of critical needs is important for the success of weather warnings (Kox, 
Kempf et al. 2018). This dialogue should be particularly active following any unsuc-
cessful or only partially successful warning, to bring together the perceptions of the 
two sides and to conclude a joint evaluation. In parallel, it is also important to 
explore new options (e.g. for warning communication) from the perspectives of dif-
ferent stakeholders and to test these options theoretically and sometimes practically, 
to determine what is critical to improve the process from warning to decision (World 
Bank 2019).

Relationships are not static, and it is essential that the success of a particular 
relationship is reviewed frequently. With rapid population growth and urbanisation 
occurring in much of the world, vulnerabilities are changing, while in a warming 
climate, the hazards to which audiences are exposed are changing, too. And with 
new technical capabilities, both the forecast quality and the ability to communicate 
them are shifting. Among all these external changes, the lifestyles and expectations 
of warners and receivers, and the structures and personnel of the partner organisa-
tions, are also evolving. For a relationship to survive and thrive in this dynamic 
environment, it requires active management – including an open channel for feed-
back on any aspect of the warning service. However, it is also important to periodi-
cally review the health of the partnership: is the relationship still the right one? Does 
it have the right membership? Are the outcomes improving? Is the cost affordable? 
All of these questions should be addressed periodically – perhaps every 5 years – 
and if the answers are ‘no’, the relationship needs overhauling. Below is an example 
of rapid changes in the development of an early warning system.

3.5  Example

 Box 3.5 Community-Based Early Warning System in Nepal
Dharam Uprety and Bikram Rana

Based on work undertaken in 2018.

Extreme and regular flooding in Nepal results in significant loss of life, prop-
erty and livelihoods (Practical Action 2009, 2020; Bhandari et al. 2018). In 
response, several flood early warning systems (EWSs) have been established, 
in an attempt to reduce the number of people affected and killed by floods. 
However, there are still challenges in these systems, especially in communi-
cating flood warning to the most vulnerable and ensuring they have the skills 
and resources to be able to respond:

“If we can get information before the floods come, it will save our lives. We may not 
be able to rescue everything, but our children and families will be saved.”

The roll-out of flood EWSs began about 20 years ago and was initially 
focussed on manual observation towers. These towers provided peace of mind 

(continued)
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for people in their immediate vicinity but had numerous limitations such as 
maintaining observers 24 hours each day as well as communicating warnings 
during heavy rainfall events. Their success created the momentum to work 
with the national Department of Hydrology and Meteorology (DHM) to 
explore more comprehensive systems, with expansion into real-time river 
level monitoring, automation of gauge stations and subsequently the adoption 
of technologies including forecasting and SMS messaging. The evolution of 
the system is indicated in Fig. 3.6.

The evolution of the EWS has been marked by parallel improvements in 
the local area. For example, social capital has been enhanced between the 
upstream and downstream communities, with a substantial number of house-
holds informing their neighbours immediately after receiving flood warning, 
and this is the primary warning source for many households. The increased 
warning time gives people more time to respond; human capital has been built 
as individuals have adapted from ‘fright and flight’ to learning what to do, 
including moving vulnerable assets to high ground or stored on upper floors 
prior to evacuating, with these responses reinforced by annual drills. This 
additional time has enhanced learning, and community members have con-
structed simple mitigation measures, such as waterproof storage facilities in 
their houses for grains and less movable assets, improving their physical 

Fig. 3.6 Development and use of technology for flood early warning systems in Nepal

(continued)
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3.6  Summary

We conclude the chapter with a checklist of aspects of the warning that need to be 
considered to improve the relationship between warner and decision-maker/receiver 
when designing or upgrading a warning system:

• The ‘warning to decision’ process is not only about exchanging information but 
also about establishing relationships. Effectiveness depends on attention to both.

• A strong collaboration between the warner and receiver in the form of an ongo-
ing dialogue and discussion of critical needs is the starting point for the success 
of warning communication. Only by understanding the decisions that individuals 
face can the warner produce the information that they need. The process is fur-
ther characterised by continuous, flexible interactions between warner and 
receiver, including support in personalised preparedness planning, warning eval-
uation, co-design of warning system options and co-production of information, 
e.g. through citizen science. In these cases, the receiver’s role shifts from pure 
user to collaborator and partner.

capital. As local communities have experienced the positive benefits of the 
EWS, some people have started to express a willingness to pay for the EWS 
services, offering a boost in financial capital and perhaps a long-term and 
sustainable mechanism to cover the EWS operational costs long term. This 
has been further enhanced with the two major telecommunication companies 
in Nepal (NTC and NCELL) joining hands with DHM to send free mass SMS 
warnings to all mobile users living in the flood plains of major river basins 
during the monsoon:

“If we can make early warning effective and efficient, the necessity for rescue can be 
reduced – if we can manage better with what we have I don’t think we need ‘big’ 
technologies, we don’t need more resources and we don’t need extra personnel.”

However, the EWS is far from comprehensive and many challenges remain. 
Firstly, climate change is a huge uncertainty in the Himalayas with implica-
tions for the appropriateness and robustness of the evolving system. Secondly, 
while progress has clearly been made in the monitoring and forecasting, inte-
gration of sociocultural aspects needs to be strengthened that can make early 
warning information accessible to the most vulnerable. Thirdly, engagement 
and ownership with local communities must be maintained to ensure the sys-
tem is co-designed to deliver information tailored to meet their diverse needs 
for rapid dissemination and timely protective action. Finally, for flood risk 
communication to bridge ‘the last mile’ in terms of reaching the most vulner-
able in the community, it must take account of their distinct social, economic 
and political experiences in both the content and the delivery of the information.
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• To be effective, a warning message should contain the information elements of 
hazard, impact, location, time, guidance, source and a link to further informa-
tion. In addition, each of the information elements should be addressed – to the 
extent possible – by the five stylistic dimensions of specificity, consistency, accu-
racy, certainty and clarity. Besides these general characteristics, a warning mes-
sage should be tailored to different audiences. The international standard 
Common Alerting Protocol (CAP) minimises the overheads of using multiple 
channels and increases interoperability of systems.

• Not only addressing needs but also personalising the message by including infor-
mation about local disruptions and impacts through impact-based forecasts and 
warnings may help to prompt effective responses. These warnings require sub-
stantial improvements in impact data collection and storage.

• Information sources, social and environmental cues, channel access and prefer-
ences and receiver’s characteristics are key factors influencing a behavioural 
response after a warning is received.

• Reducing uncertainty is not the same as managing the effects of uncertainty and 
communicating it. There is no ‘one fits for all solution’ for managing and com-
municating uncertainty. Not only scientific but also legal, social, institutional and 
political uncertainties need to be taken into account for effective warning com-
munication, together with the complete range of behavioural and psychological 
responses to uncertainty.

• Working with trusted sources and the public, testing different message options 
and evaluating the results of communication and cooperation efforts are critical. 
New technologies increasingly allow evaluation of communication effective-
ness, sometimes even in real time using smartphone applications. The evaluation 
of warning communication as standard practice is also critical to guarantee that 
lessons are learnt and needed reforms are implemented. Evaluation also allows 
the public to provide robust feedback on warning message effectiveness and the 
warner to establish a permanent communication channel.
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Chapter 4
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Abstract In this chapter, we examine the ways that warning providers connect and 
collaborate with knowledge sources to produce effective warnings. We first look at 
the range of actors who produce warnings in the public and private sectors, the 
sources of information they draw on to comprehend the nature of the hazard, its 
impacts and the implications for those exposed and the process of drawing that 
information together to produce a warning. We consider the wide range of experts 
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who connect hazard data with impact data to create tools for assessing the impacts 
of predicted hazards on people, buildings, infrastructure and business. Then we look 
at the diverse ways in which these tools need to take account of the way their out-
puts will feed into warnings and of the nature of partnerships that can facilitate this. 
The chapter includes examples of impact prediction in sport, health impacts of wild-
fires in Australia, a framework for impact prediction in New Zealand, and commu-
nication of impacts through social media in the UK.

Keywords Warning producer · Impact · Communication · Social media · Trust · 
Information broker · Tailored warning · Evaluation

4.1  Introduction

This chapter examines the ways that warning providers connect and collaborate 
with impact experts to improve and communicate warnings. We first look at the role 
of the warner, then the impact forecaster and finally the linkages between them. In 
doing so, we shall see that:

• A successful warning is used to take action. It is as much a compelling narrative 
as information.

• A skilful impact forecast identifies who or what will be impacted, where, when 
and by how much.

• Impact data are often confidential, requiring partnership with the data owner and 
a clear mutual understanding of the objectives of any impact prediction tool.

• Partnerships between information producers and warning communicators can be 
facilitated by intermediaries.

4.1.1  Warnings

Warnings are produced by a wide range of actors in the public and private sectors, 
based on information from weather and hazard forecasts, on science related to 
weather or hazards and on estimates of the anticipated impact of the hazard, pro-
duced using a variety of tools and technologies. The intent is to provide enough lead 
time to reduce the risk from the hazard and thus prevent a disaster. Expert risk infor-
mation must be presented in a form that enables the creation of a convincing warn-
ing narrative that ultimately supports decision-makers and encourages action. 
Research in the last decade has demonstrated that strengthening warnings with 
impact information significantly reduces the disaster (WMO 2015, Casteel 2016, 
Anderson-Berry et al. 2018, Potter et al. 2018).

In producing a warning, the warner is as much an artist as a scientist, crafting a 
persuasive story out of a selection of uncertain facts, using their experience of con-
text and precedent and fitting the result into a variety of formats to be delivered 
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through different media, all while under considerable time pressure. Warning infor-
mation must reach decision-makers in broad, varied disciplines and fields of service 
and expertise. The available information is constrained by forecasting capabilities, 
which vary with lead time and location and which may be more or less relevant to 
the end user. Temporal scales of the potential threat and the time taken to issue 
warnings add further complexity. Partnerships that help the warner to have confi-
dence in the sources of their information are critical.

The “bridges” connecting the information provider to user may be complex 
because of their situation within complicated, embedded systems and should there-
fore be designed prior to hazard occurrence (see Fig.  4.1). Research shows that 
intermediaries, which may be organisations or individuals within an organisation, 
can aid in connecting people throughout the warning chain.

4.2  The Warner and Warning Information

4.2.1  The Warner

The warner of each potential threat will vary with the type of threat and the roles 
that define positions in organisations and governments, including authority to pro-
vide warnings and the systems in which the threat is evaluated. Warnings may be 
categorised by the type of threat (hazard type and complexity, science and technol-
ogy that provides analyses), by role (forecaster/nowcaster, modeller, public infor-
mation officer/risk communicator, emergency manager), by discipline (hydrology, 
meteorology, physical science, social science), by authority (Meteorological 

Fig. 4.1 Interactions from the Warner to Impact Expert embedded in complex systems. (Source: 
Adapted from Ruti et al. 2020; Beaven et al. 2016; Pielke Jr. 2007)
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Service, emergency management, government entity) and by geography (local, 
regional, national or transboundary scale of the threat). The ways in which the warn-
ing is issued depend on all of these factors with additional consideration for the 
means of warning – official press release, television/radio announcements, sirens, 
SMS/DM mobile device alerts and social media. These researchers, technicians and 
operators, information systems and technologies are integrated into early warning 
systems (EWS) which aid in reducing disaster risks (Tan et al. 2020a). Experience 
in the UK demonstrates the importance of institutional trust in warnings, which is 
enhanced with impact-based warnings (Taylor et al. 2019).

Warnings may be entirely automated without any human input if a warning sys-
tem has sufficient information and analytical skill to make warnings reliable and if 
they can be communicated appropriately. Some situations  – such as very short 
notice warnings – are perhaps better suited to the automated approach, but many of 
today’s weather and natural hazard warning systems require a mixed approach, with 
the human adding to the automated system, either “in the loop” or “over the loop” 
(Pagano et al. 2016). Issuing warnings of this type requires expertise in science and 
the art of communication in equal measures. It is not a purely mechanistic process, 
which can be easily automated, and there will always remain an element of subjec-
tivity, but it should at least be a methodical process. The methods adopted will vary 
depending on circumstances, but all should look to ensure a balance between the 
scientific, the practical and the useful and should ensure a level of consistency by 
limiting differences of opinion, biases and risk appetites.

Invariably, no one person has all of the expertise, information or experience 
across these fields, which is why warning creation needs to be a collaborative and 
multi-disciplinary process. The resulting diversity of perspectives, experiences and 
insights is both a strength and a challenge of this collaborative approach. The war-
ner operates within guidelines of EWS design, which may be an automated system 
managing big datasets and information sources, or a human forecaster analysing 
hydrometeorological conditions, and/or may further contain interpretation of the 
nature of the impact. The means of communication and the target audience must 
also be considered, together with wider aspects of decision-making from the indi-
vidual to broader governance systems (Tan et al. 2020b).

4.2.2  Warning Content

The warning must focus on what the warner is trying to achieve with the warning. 
Information is needed both as warning content and for decisions on the importance 
and timing of the warning. The warner must trust their information sources (official 
and unofficial), be able to select key aspects of information received and determine 
ways to interact with information to produce the warning in different situations and 
contexts.

“An effective warning…specifies the exact nature of the threat” (Casteel 2016). 
The content should be clear and understandable. The more that the warning includes 
information about the hazard impact, the more actionable it is and the more effective 
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the warnings become (Lazo 2020; Potter 2018). “The increased specificity provided 
by the “hazard” portion…should therefore enhance personal relevance and potentially 
increase the likelihood that the recipient takes protective action” (Casteel 2016).

Even though technological advances have improved the information available, it 
must be interpreted for sector-specific use. Disaster managers and emergency 
responders need to know the nature, severity and geographical extent of the disaster, 
the timing (start and end) and how soon evacuations must occur. The agriculture 
sector needs to know the likelihood of a threat such as flooding, its geographical 
extent (how many crops will be affected) and scale (one district or several, cross- 
jurisdictional boundaries) to effectively enact readiness measures that protect crops, 
livestock and agricultural livelihoods. The energy sector requires knowledge of the 
timing and type of event to ensure that energy can be supplied to users, including 
emergency responders and at-risk populations.

The information required by the warner evolves as the threat approaches. At the 
early warning stage, there are likely to be few sources, though they may reach the 
warner through multiple routes. At this stage there is also more time available to 
refer back to experts for clarification and to carefully craft a convincing narrative for 
the receiver. As deadlines for specific actions approach, the message needs to be 
oriented to the impacts that are relevant to those actions, with emphasis on the level 
of confidence and on alternative outcomes. Once the threat is imminent, there is no 
longer time for careful analysis, but details of changes in track, intensity, timing and 
associated impacts may be critical to responders’ actions and safety. At this stage 
the warner will look for multiple data sources, up and down and outside the warning 
chain, to maintain situational awareness: of the hazard, of responses to warnings 
and, once it arrives, of the actual impacts. These will all inform warning updates.

4.2.3  Warning Creation

In preparing a warning, the warner aims to create a compelling narrative that will 
convince the receiver to take notice and then to take action appropriate to their situ-
ation. Selecting the warning level is a critical part of the process. It requires careful 
interpretation of the available information, especially the predicted impact and the 
level of confidence, as well as the context of the warning, for instance, if those 
affected are already dealing with the impacts of another hazard. The content of the 
warning is selected and presented with all this in mind. Central will be the expected 
impact on the receiver. In support will be sufficient information on the causal hazard 
including both the prediction and its confidence, supported, when available, by evi-
dence (e.g. links to CCTV at upwind/upstream locations). Where specific vulnera-
bilities are relevant, these need also to be included, together with the level of 
confidence. Where there are significant uncertainties in the impacts, the range of 
outcomes may be usefully represented by two or more scenarios or storylines, while 
stressing the need for preparation ahead of the situation becoming clearer.

Taking a typical impact-based weather warning system as an example, it is useful 
to subdivide the warning process into distinct components.
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Weather assessment → Risk assessment → Change assessment → Utility 
assessment

• Weather assessment: What the weather will be.
• Impact/risk assessment: What the weather will do.
• Change assessment: Does this change my perception of the “story”?
• Utility assessment: Who needs to know, and how?

Most studies have focused on the weather and risk assessment aspects, but equal 
emphasis should be given to consideration of the latter components which are 
related to decision-making and communication.

The range of sources of information for the weather assessment can be very 
large, typically greater than can realistically be absorbed and processed by even the 
most experienced meteorologist. For this reason, the information must be filtered, 
either by limiting the sources used (procedurally or technically) or through interme-
diary systems which can sift and extract signals from, and summarise, the 
information.

A range of inputs may be used for the impact/risk assessment:

• Modelled.
• Empirical/heuristic based on individual or collective experience.
• Specific, current knowledge modifiers relating to exposure, vulnerability or the 

prediction of the hazard itself (e.g. based on assessment of current model 
performance).

One of the most difficult challenges for the warner is to acknowledge that their 
assessment has changed sufficiently to change the warning. Once a hazard “story” 
has been defined, it possesses inertia; it can be difficult to accept that it no longer 
reflects the best interpretation, even in the face of new, conflicting data. This is the 
psychological phenomenon known as “anchoring”, which, among other things, is 
why forecasts and warnings can be most prone to change following handovers 
between shifts.

Even when the warner feels that other criteria for issuing a warning may have 
been met, they must consider whether the warning information will be useful to end 
users. This consideration acts as another filter, with the warner playing an editorial 
role to determine what user(s) need to know. For example, matrix impact-based 
warning systems should arguably result in far more long-period, low-probability 
warnings than they do. This is because warners judge that issuing too many warn-
ings is counterproductive.

Warnings are not issued in isolation. They exist in relation to other warnings, to 
additional communications and of course to the previous and future versions of 
warnings for the same event. While a warning to take protective action now for high 
weather impacts in the next 6 hours may be usable by some recipients, it gives little 
time for preparation. In this sense, no warning should come as a surprise! So the 
warner should use a succession of communications: advisories, watches, warnings, 
press releases, blogs, tweets and other advice to manage uncertainties and expecta-
tions well before the event, such that the final “take action now” message is expected 
when it comes. Best practice is to think strategically over the whole period from 
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initial indications of severe weather up to the event itself and plan the issue of warn-
ings and other communications to best inform users and allow them to prepare 
while avoiding overcommitting resources should the worst conditions not occur.

The key to preparing high impact weather warnings is the development of exper-
tise: in the needs of the warning’s users, in the reliability of the various sources of 
guidance (both meteorological and socio-economic) and in the behaviour of the 
weather system causing the hazard. Expert warning forecasters assimilate the 
incoming data, generating a conceptual model of the situation and enabling a level 
of situational awareness sufficient to anticipate events (Klein 1989). Anticipation 
enables the expert warner to filter the voluminous information and focus on the most 
relevant aspects for use in decision-making. Decisions are always subject to judge-
ment in the face of uncertainty. Given the uncertainty and the impact of warning 
decisions, there is never enough information.

Looking forward, research is focusing on using machine learning systems to 
undertake the process of filtering, so as to identify the key areas of risk uncertainty 
requiring human judgement. One way of facilitating this is for hazard and impact 
predictions to be formulated into a first-guess warning, combining the probabilistic 
and severity elements. In some situations, this might provide the route towards fully 
automated warnings, but more generally it should be accompanied by tools for the 
warner to probe the individual components, assess the sensitivity of the outputs and 
amend the resulting warning.

4.2.4  Tailored Warnings

“Forecasts will occasionally take into account some societal factors (e.g., extending 
a warning’s timing to cover when schools are releasing students), but often do not 
directly account for human factors related to decision-making prior to, and during 
life-threatening extreme events” (Uccellini & Ten Hoeve 2019). Engaging with 
social scientists to work with specific groups of users in the design of tailored warn-
ings can lead to better warning responses. Research shows that tailoring warnings to 
the needs of recipients increases their effectiveness. However, this benefit, in better 
warning response, has to be set against the cost, complexity and potential for incon-
sistency of doing so. The benefit is not restricted to economics but may include a 
variety of non-economic benefits and ethical issues of human rights as well. We 
consider several aspects of tailoring here. The first few options relate to selection of 
data, while the latter ones relate to presentation.

Selecting the Best Forecast for the User When working with a decision-maker to 
improve their access to predictions of hazards, the basis for selecting the source of 
that information will include several factors, of which accuracy or skill is likely to 
be an important one. On the other hand, a provider of information, trying to opti-
mise the value to users of the information they provide, has to choose which 
improvements to their prediction system to implement. In both cases it may appear 
to be beneficial to focus the evaluation on the conditions of interest to the user, i.e. 
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the hazard itself or perhaps the extreme weather conditions that give rise to the haz-
ard – both things that occur rarely.

If the exercise is being undertaken following a disaster, it may even be felt that 
the most important consideration should be that the disaster would have been pre-
dicted with the new system or data source. This approach can be very dangerous, 
typically leading to over-prediction and loss of confidence in the warning system. 
While there are unbiased methods of assessing extreme values of weather variables 
and of assessing the skill in predicting occurrence of an event, in both cases they are 
not immediately intuitive and so are not the most widely used evaluation approaches. 
In addition, the small number of data points available for extreme events means that 
the error bars in the score are likely to be very broad.

Even if different information sources are reliably identified as giving the best 
guidance for different phenomena, the risk of inconsistent predictions is consider-
able. For instance, if one information source gives better hurricane track predictions 
and another gives better hurricane intensities, it would be foolish to rely entirely on 
the track from one and the intensity from the other. For the warner this means that 
decisions on the scenario for the warning should be based on as much information as 
possible about the current situation, about the evolution predicted by each source and 
about the performance of that source in similar situations. It is essential that this 
information includes full probability distributions and that biases have been removed.

Selecting the Information to Communicate Having obtained a skilful forecast 
source, there are a myriad of products that could be extracted. Information for inclu-
sion in warnings is unlikely to be the same as that used for routine forecasting. For 
instance, extracting the probability of key thresholds being passed enables the user to 
focus immediately on their specific concerns. Having said that, it is advisable to 
standardise if possible, so that users receiving warnings that contain different thresh-
olds do not perceive an inconsistency. Other means of tailoring the information 
include recalibration, bias correction, and derivation of user-relevant variables (both 
physical and socio-economic). Thus a flood forecast may be presented as flow in the 
river, as water level above the river bed, as a map of flood depth, or more specifically 
in terms of the depth on roads to the Highways Department, the extent of residential 
property flooding to the public, and the probability of reaching a critical depth at an 
electricity substation to a power company. In the pressured environment of an emer-
gency response team, the more precise and actionable statements are likely to pro-
duce more effective responses with less room for error. It is recommended that 
warnings of the highest identified risks should use tailored prediction products incor-
porating the probability of specific hazard thresholds being crossed and information 
about exposure and vulnerability of communities in the threatened areas.

Geographical Tailoring When considering tailoring of information, making 
allowance for geography is perhaps the most obvious and most necessary. For 
instance, when forecasting wintry weather in complex terrain, low-lying valleys 
may have rain, while higher up the slopes, snow is accumulating. The meteorologist 
may use the height of the snow line, but to communicate this may require particular 
locations to be identified. Proximity to rivers is a key driver of risk from flooding, 
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but few people know the distance to their nearest river and city dwellers may not 
realise that a river exists, let alone that they could be flooded by it. Warnings that 
refer to settlements at risk or escape routes that are safe or threatened may use 
names that are only current in the immediate vicinity, so that visitors are unaware of 
their meaning. For instance, reference to numbered highways or to numbered 
 junctions on a highway will be incomprehensible to a portion of the travelling pub-
lic. Maps can help in avoiding these difficulties, provided they are clearly located 
relative to major towns, highways and other widely known features.

Tailoring the Communication This area offers the greatest opportunity for tailor-
ing with the minimum risk of confusion. For instance, warnings should be dissemi-
nated in multiple languages, according to the make-up of the population, and through 
different media (newspaper, TV, radio, Internet, mobile app, social media, etc.) 
according to accessibility by the population. It is crucial to use geographical names 
that are generally understood. Maps can be powerful tools for communicating the 
proximity of a warning area to dispersed communities – but only to those that are 
able to read them. Colours can provide powerful support to communication  - the 
green-amber-red sequence of traffic lights is understood in many cultures, but not all, 
and care must be taken to cater for those with colour blindness. The use of cartoon 
characters to communicate has been very successful in some cultures, but not all. 
Since users will often seek confirmation from friends and family before responding, 
it is important that different means of communicating the information are consistent.

Other Areas for Tailoring Many aspects of warning design affect how particular 
groups receive, interpret and respond to information. Cultural cues can be impor-
tant, e.g. the colour red has particular and conflicting cultural meanings. Similarly, 
the idioms used in the language can be as important as the words. Phrases such as 
“snowing handkerchiefs” or “raining cats and dogs” are meaningful to some and not 
to others. Gender is of particular importance in most countries. However, when 
considering tailoring for women, it is necessary to consider the route by which the 
warning will reach them. A direct route, e.g. by social media, will require different 
tailoring from an indirect one, e.g. through a village chief or street warden. Another 
potential area of tailoring comes from study of the psychological response to chal-
lenging situations. Some people typically respond positively, seeking to turn it to 
their advantage, while others are followers of the crowd, and yet others will fight 
against change. In the West, marketing companies have learnt to target these groups 
differently, and it is likely that similarly targeted warning messages may be effec-
tive, though research has yet to demonstrate this.

Tailoring for Specialists Where there is an emergency manager for a large infra-
structure facility that will affect thousands of people, the case for tailoring very 
specifically to that role’s needs is very strong. It is essential that the response is pre- 
planned and that it is carried out quickly and effectively when the warning threshold 
is reached. This may involve simplifying the warning down to a simple code word, 
which is learnt and practised by each provider and user. The same holds for 
 organisers of large public events such as pop festivals. Tailoring for major public 
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facilities such as schools or hospitals is more complex, but equally important. 
Candidate specialist users for tailored warnings include power generators and sup-
pliers, water suppliers, dam operators, telecommunications operators, road trans-
port, rail  transport, air transport, marine transport, food retailers, education, 
emergency responders, health services, waste disposal, public event organisers, 
major employers and businesses. Such users should not be using generic public 
warnings to take decisions. They should have carried out a risk assessment for their 
business, which identifies the hazards they are exposed to and the level of risk for 
each. They should also have a risk response plan including trigger points at which 
action must be taken, together with the information needed, both to identify the trig-
ger and to inform the action. The receipt of a tailored warning should be the primary 
trigger for preparatory actions ahead of weather-related hazards. Activation of 
response plans should be tied to the receipt of a warning.

Co-Design in Generic Warnings Currently a high degree of tailoring cannot be 
justified for public warnings. The alternative is to co-design a compromise generic 
warning system that meets most needs and to use education to embed its character-
istics in the users’ cultures. Such co-design activities must be very carefully planned 
to ensure an adequate voice for all sections of the community. Evidence also sug-
gests that a feedback loop is required in which community representatives first iden-
tify what they feel are the problems with current capability and then criticise 
successive sets of upgrade options in an iterative fashion. Not only does this help to 
produce effective warnings, but it also builds a sense of ownership in the community 
that helps with the adoption and use of the final product. Looking to the future, 
social profiling in combination with machine learning techniques, e.g. as used for 
selecting online advertisements, has the potential to enable individual tailoring of 
weather information based on individual risk profiles. However, the implications of 
getting it wrong mean that warnings are likely to adopt such techniques more slowly 
than other environmental forecasting services.

4.2.5  Evaluating the Warning

While evaluation is important throughout the entire warning value chain, it is par-
ticularly critical where risk information is translated into actionable messages for 
those at risk and those responsible for mitigating and managing hazard-related 
impacts (e.g. emergency managers). NMHSs have a long history of using statistical 
methods to verify weather forecasts (Ebert et al. 2015), but relatively less experi-
ence in evaluating the use and efficacy of their products and services.

While it would be desirable to demonstrate benefit by observing a decreasing 
trend in metrics of death, distress and damage as warnings improve, it is rarely pos-
sible to do this. Since the objective of warning is to help the recipient make better 
decisions, surveys of people’s actual receipt and reaction to warnings are probably 
the best available tool. A baseline is required, so surveys should be designed and 
established before the introduction or upgrade of a warning system and continued 
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after it is complete, using the same format throughout. If surveys have been part of 
a co-design process, it may be appropriate to continue these, bearing in mind the 
difference between anticipated response and actual response.

By definition, evaluations are comparative: over time; between places, jurisdic-
tions and populations; or between other contrasting features or situations. For exam-
ple, the introduction of a warning service or modification to add impact information 
should be evaluated using assessments before and after service implementation. 
Traditionally, one-off evaluations often take place long “after-the-fact” making it 
difficult to collect and interpret the information. Ideally, evaluation should be under-
taken continuously throughout the life cycle of any significant change, permitting 
course corrections as the service is developed and introduced.

A useful approach is to treat weather warnings as a form of programme interven-
tion, not unlike a campaign to increase vaccination uptake or use of masks in dis-
ease prevention. Whether explicitly or implicitly defined, weather warnings are 
provided to influence awareness, risk perception, behavioural intent, decisions, 
behaviours and, ultimately, outcomes—all of which can potentially be measured. 
The theory of change is a methodology for planning and evaluating social change 
programmes (see, e.g. Taplin & Clark 2012) that is now widely used in international 
development and is very relevant to the challenge of evaluating warnings. It 
approaches a social intervention of any kind by first determining the desired out-
comes and then associating measurable success indicators with each. It involves 
documenting the actors and processes through which a service is expected to affect 
outcomes, together with any intermediary factors (e.g. awareness and comprehen-
sion of warning information, trust, beliefs, etc.). The analysis may draw on personal 
experience, expert opinion or evidence and models obtained from social science 
research (e.g. Theory of Planned Behaviour, Ajzen 1991; Risk Information Seeking 
and Processing, Griffin et al. 1999).

The process of confirming a theory of change naturally leads to working hypoth-
eses that may be examined and tested using qualitative and quantitative research. 
Each approach has strengths and weaknesses, so it is beneficial to adopt multiple 
lines of inquiry and triangulation over the course of an evaluation. For instance, 
observational field research, focus group sessions and mental modelling interviews 
(Morgan et al. 2002) are often helpful in documenting change theories and underly-
ing constructs among those who are developing, providing and utilising warning 
services. Surveys, however, may be better suited to assess the representativeness of 
such findings across groups of actors (e.g. emergency managers, Hoss et al. 2018) 
and the effect of intermediary factors (e.g. trust, perceived threat) on behavioural 
intent and recalled responses and outcomes, particularly following memorable 
severe events (e.g. Winter Storm Doris, Taylor et al. 2019).

Experimental research using hypothetical or simulated scenarios allows for 
selective control of variables that might influence protective decisions and so is 
particularly useful in comparing multiple formats and content options prior to 
implementation (e.g. Casteel 2018, Potter et al. 2018). The disadvantage of such 
flexibility is that hypothetical situations may not adequately capture the context and 
responses that only fully materialise during actual threat events (Weyrich et  al. 
2020a). More generally there is a question as to how well stated intent and recalled 

4 Connecting Forecast and Warning: A Partnership Between Communicators…



98

responses correspond to actual behaviour (Weyrich et al. 2020b). Both limitations 
can be partially alleviated through the application of experience-based sampling 
techniques (Hektner et al. 2007) that attempt to measure warning-related variables 
in near real time. Finally, it is also possible to understand warning efficacy through 
analyses of behavioural outcomes (e.g. injuries, damage) using cohort or case- 
control observational study designs (e.g. fall-related and motor vehicle collision 
injuries, Mills et al. 2020).

4.3  Capabilities of the Impact Forecast

The impact forecast enhances the underlying hazard forecast, incorporating infor-
mation on vulnerability and exposure to estimate the impact of the hazard. Impact 
experts provide critical information to “core partners responsible for public safety”. 
Impact-based decision support services help to better understand and utilise fore-
casts and warnings when dealing with extreme events (Lazo et al. 2020).

Currently impact information is often generated by the warner based on their 
experience of previous events and is thus limited by the experience of each warner 
or their understanding of their relevance to the current situation. Sometimes these 
analogues may be documented and semi-quantitative (e.g. US water supply fore-
casts put the current forecast on a scatterplot relative to past years).

“A growing number of experts are suggesting that standard warning information 
should be augmented with additional information about these factors” (Weyrich 
et  al. 2018). Their expertise is often applied offline to develop tools that either 
enable the forecaster to convert a hazard forecast into an impact forecast or enable 
the decision-maker or warner to convert the decision threshold into a hazard thresh-
old. For instance, people are increasingly making real-time forecasts of hurricane 
damages, particularly in the USA (e.g. this hurricane is expected to cause $750 mil-
lion in damages if it follows the expected track).

Since they are often not involved in the real-time issue of warnings, the relation-
ship of an impact expert may be more academic and detached than that of some of 
the other actors in the chain. On the other hand, their studies likely include analysis 
of events that caused major social and economic loss. By developing warnings 
within specific hazard early warning systems, the warnings for a single event may 
link to consequences of actions and decisions and will be better able to deal with 
potential impacts of cascading events where multiple responses from different sec-
tors will be necessary.

4.3.1  Sources of Impact Information

A fundamental limitation to our ability to estimate impacts comes from the lack of 
routine collection of data on weather-related socio-economic impacts. Chapter 5 
will cover this in more detail, but most available data are highly aggregated  – 
national scale census, production, health, infrastructure performance, etc. More 
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local data are typically not available except to specifically accredited researchers. 
For health data, this is because of patient confidentiality, while for infrastructure and 
business performance, it is to preserve commercial confidentiality. The result is that 
models generated using these data sources cannot be replicated or inter-compared, 
while those from open sources are mostly too coarse to be useful.

Attempts have been made to overcome this barrier using media reports to cata-
logue impacts. This approach is used in the International Disasters Database 
(EM-DAT) (https://www.emdat.be) coordinated by the Centre for Research on the 
Epidemiology of Disasters (CRED) within the Université Catholique de Louvain in 
Brussels and the United Nations to categorise and identify disasters globally. While 
originally dependent on manual interpretation, recent research has demonstrated the 
use of automated methods for classifying reports. According to a recent survey, 19% 
of NMHSs in Europe are collecting media reports to an in-house impact database, 
9% are storing impact observations from storm spotter organisations and 13% are 
collecting other types of human impact observations (Kaltenberger et  al. 2020). 
Among other sources, media reports of impacts of severe weather are systematically 
monitored, quality checked and fed into the European Severe Weather Database 
(ESWD, e.g. Dotzek et al. 2009). Some NMHSs and DRM organisations in least 
developed countries are also using media reports to gather impact information for 
use in establishing impact-based warning services.

Another approach that is likely to grow in the future uses automatic data collec-
tion from the Internet of Things. For instance, autonomous vehicles carry sensors 
for the weather, but also record information about speed, traffic density, etc. Taken 
together such data could provide a major step forward, both for training impact 
models and for evaluating forecasts and warnings of highway conditions.

4.3.2  Capabilities of Different Impact Estimation Methods

We can identify some key aspects of impact estimation tools that affect perfor-
mance. The strongest evidence comes from repeatable laboratory testing and is 
often used as the basis of impact estimation for engineered structures. Certainly, it 
is important to know the failure modes and thresholds of the materials of concern. 
However, reproducing conditions in the real world is very demanding, e.g. ageing of 
materials, combinations of wind and rain, the complex motions of the sea against a 
barrier, etc. In designing a structure, the remaining unknowns are often dealt with 
by adding a safety factor. An appropriate way of dealing with this needs to be 
included in any failure prediction tool. Examples of this approach are wind impacts 
on concrete bridges, flood impacts on retaining walls and wind impacts on moving 
vehicles.

Where there is a clearly identifiable set of processes leading to failure, it may be 
possible to model these and to calibrate the model parameters using experimental 
evidence. For instance, the ways in which flood water damage a building are well 
established for particular construction methods, so a relation between flood depth 
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and cost of recovery can be developed (Penning-Rowsell et al. 2013). In a similar 
way, the response of networks can be modelled. So, for instance, if a road is closed 
by a fallen tree or accident, or if a telecommunications link is broken, the resulting 
impact on road or communication traffic can be modelled as a function of the 
expected loadings for the time, day and season. This approach can also be used for 
the spread of vector-borne diseases if the behaviour of the vector (which is typically 
weather-dependent) can be modelled. These approaches have several limitations. 
Models are unlikely to be complete, so missing processes may, on occasion, be 
significant. The models and their parameters are typically validated for a limited 
range of conditions  – which may not include extremes. To minimise the risk of 
misleading information, models should be run with hazard inputs sampled from 
across the uncertainty range – preferably from an ensemble prediction system – and 
using a range of parameter settings consistent with the validation data. The resulting 
probability distribution should then be interpreted for use in the warning, e.g. by 
extracting the most likely, the probable worst case or the probability of exceeding a 
particular damage threshold.

In most cases, however, the processes are hidden or too complex for modelling. 
In that case, prediction tools must rely on the statistical analysis of historical data to 
extract relevant relationships. This approach is most developed in the field of epide-
miology (Armitage, Berry & Matthews 2002), but similar tools apply in many other 
impact areas including in the atmospheric sciences (Wilks 2006). Traditional 
approaches have been based on fitting an appropriate statistical distribution to data 
by selecting the parameters of the distribution that optimise the fit. Increasingly, 
these approaches are being replaced by machine learning techniques such as neural 
networks. In order to extract a useful relationship, data should be pre-processed to 
remove the influence of extraneous factors, such as time of day, day of the week, 
holiday periods, policy changes, etc., and to remove trends. It is also essential that 
all factors that may be expected to influence the impact data are represented. For 
instance, if a stormy period is being compared with a non-stormy period to study the 
relationship between weather and accidents, the different mix of people travelling – 
perhaps less elderly or less women – could bias the results unless allowed for in the 
analysis. Like the process models, the resulting statistical models should not be 
used in parameter ranges that are rare or missing in the training data. Standard sta-
tistical techniques can be used to assess the uncertainty in the association, and this 
information should always be incorporated in any predictive model so as to avoid 
overconfidence.

The normal statistical approach is to look for a repeatable association between 
the hazard and its impact. We might call this the forward model. However, where 
there is a unique decision to be made at a specific threshold, it may be more appro-
priate to predict the probability that this threshold will be exceeded. This involves 
less complex statistical analysis and provides the probabilistic information directly. 
However, the influence of confounding factors, trends, etc. can still produce mis-
leading results.
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All statistical models must be evaluated using a dataset that is uncorrelated with 
that used for training the model. It must also be large enough to provide statistical 
significance in the parameter ranges of importance for hazard impacts.

4.3.3  Sector-Specific Impact Tools

Risks vary across sectors and policy areas, such as health, environment, water/
power supply, transport, technology, security, insurance and finance, so this is the 
first aspect that must be considered before developing warnings (Eiser et al. 2012). 
In some sectors, advances in data gathering, modelling and computing have 
increased the ability to provide critical data in their decision-making timeframes 
(Ruti et al. 2020, Yu et al. 2018). The health sector will be concerned with impacts 
of death and injury, need and capacity for hospital admissions and services and use 
impact assessment tools such as epidemiology, transmission, and exposure. The 
energy sector may be concerned with circuit failures and loss of service to critical 
users and will rely on detailed engineering modelling. The water sector will have 
numerous types of threats from lack of supply for drinking and for critical infra-
structure support, threats from drainage overflow and contamination and additional 
health threats; therefore, the water sector must be engaged in detailed modelling of 
infrastructure. Emergency management is concerned with threats to all critical 
infrastructure, lifelines and services, such that problems with transport, power, 
water, energy, agriculture, environment and financial protection must be factored 
into the types of threats, but also impacts that may result in cascading events and 
multiple types of emergencies.

4.4  Structures that Facilitate Warning Information

The concept of a bridge between warner and impact expert, across which informa-
tion flows back-and-forth, reflects a much more complex reality of multiple connec-
tions between different types of warners and numerous experts using multiple 
communication tools for interaction. It is important to have “an integrated warning 
system that is built on social science research and ensures full communication 
between all actors throughout the entire emergency management process” (Lazo 
et al. 2020). In recent research, the development of mitigation actions emerges from 
inputs of forecasts and warnings through impact-based decision support services, 
which feed into reducing asset damage, service interruptions and human health.
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4.4.1  Relationship Between Information Provider and Warner

The relationship between information provider and warner is critical, and it is 
important to understand the research structures and methods of working that facili-
tate the applicability and application of research. Frameworks that link members 
through early warning systems, disaster management systems and earth system sci-
ence have established structures and relationships that move from the development 
of science, forecasts and models to effective communication with emergency man-
agers and decision-makers, including the general public (Beaven et  al. 2016). 
Information needs to be shared across group boundaries, specifically by knowledge 
brokers (Ali et al. 2019). Boundary organisations and individuals that link research 
with communication and knowledge application are key facilitators of these rela-
tionships (Pielke, Jr. 2007).

Coordinated structures, such as the Natural Hazards Research Platform in New 
Zealand (Beaven et  al. 2016) and the Natural Hazards Partnership in the UK 
(Hemingway & Gunawan 2018), provide mechanisms to improve tools and models 
and to evaluate warning systems and improve capabilities. Such structures enable 
discussion of caveats and uncertainties that may prevent the warner from using the 
information incautiously or out of context.

Within relationships, tensions between the policy and science domain create a 
hybrid zone in the “bridge”. Science becomes “applied science” as information 
turns into action. “Development of…impact-focused information and advice is sup-
ported by coordinated access to cutting-edge science and natural hazard impact 
research” (Hemingway & Gunawan 2018). Policy relevance requires interdisciplin-
arity and will likely be time-sensitive, driving a move to shorter-term actions. The 
general public and non-experts require simplified information, but this should not 
compromise the understanding of uncertain, complex information (Beaven 
et al. 2016).

4.4.2  Communicating Impacts and their Uncertainty

The objective of the interaction between the warner and the impact specialist is to 
provide the warner with the means to incorporate relevant impact information in the 
warning. Typically, this is achieved by providing a model or tool. There are several 
dangers that must be recognised by those involved if the exercise is to be successful 
in making the warning more effective. Great care must be taken to identify the 
impacts that matter to the decision-maker and to avoid simply predicting the impacts 
for which there are good data or simple models. It is also important to avoid generat-
ing complex sets of output that overwhelm the warner with data. Since the warner is 
aiming to produce a narrative that will help the receiver to act, it may be helpful to 
consider producing storylines (Shepherd, 2019) of hazard impacts that describe one 
or more impacts together with their uncertainty. Such an approach could be 
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especially suitable when the impact specialist provides real-time interpretation as 
part of the warning chain.

One of the challenges faced by intermediaries between warning and impact 
information is the discussion of uncertainty. An important aspect of building trusted 
relationships is that there should be discussions of how accurate the forecasts are at 
different time and space scales. When these conversations are combined with haz-
ard impact and sector impact models, knowledge of the certainty of each of these 
models and the ways in which the impacts interact will be critical. “The non- 
communication of these is problematic as interdependencies between them, espe-
cially for multi-model approaches and cascading hazards, can result in much larger 
deep uncertainties” (Doyle et al. 2018). It is important for uncertainty to be com-
municated effectively to best inform decision-makers and to ensure action is taken 
that best protects the community.

The full range of uncertainties throughout the warning process must be allowed 
for (from defining the problem, computational issues, initial conditions, verification 
and beyond). Scientists must set realistic expectations concerning uncertainties, rec-
ognise cultural differences between disciplines, and ensure that engagement devel-
ops mutual understandings of the issue and supports decision-makers. “When 
visualizing uncertainty, the focus must be on the data and uncertainty relevant to the 
decision” (Doyle et al. 2018).

Communication of uncertainty increases levels of trust (Joslyn & LeClerc 2015). 
The message should be precise about the sources of uncertainty involved and how 
to effectively present disagreements between experts in a way that does not mini-
mise the message or credibility. It is also important that the impacts are well- 
understood by communicators and that they include in their warnings 
“decision-relevant time frames, including information on when the uncertainty may 
be reduced” (Doyle et  al. 2018). Developing partnerships and communicating 
uncertainty prior to the need to issue the warning increase trust and confidence.

4.4.3  Exchanging Information About Tools

A general principle across the whole warning chain is that users have greater confi-
dence in warnings if they understand how they were produced. The greatest chal-
lenge to achieving that lies in impact prediction, which is often hidden in statistical 
“black boxes”. It is therefore an essential part of any partnership between impact 
modeller and warner to convey the basis of the model, the predictors used and the 
uncertainty bounds in the predictions. The warner should have access to routine 
verification and be able to query unexpected results. These requirements place 
demands on the information produced during tool development and handover and 
on the availability of ongoing expert support. They also require that users, impact 
scientists, IT developers and warners are all involved throughout the development 
process. When a new or upgraded tool is handed over, users should be inducted into 
its use through presentations and supported hands-on practice. Detailed instructions 
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should be provided, describing its operation, including operating limits and how to 
deal with any failure modes. It should also be accompanied by a comprehensive test 
report, together with datasets and any ancillary software required to reproduce the 
test results. The test report should clearly state the ranges of input data that have 
been validated and any caveats about tool outputs, including situations where per-
formance will be below the norm, and should identify the sources and magnitudes 
of uncertainty in the results. In order to guard against overconfident messaging, 
uncertainty ranges should be provided as standard outputs from the tool. Metrics 
used in the evaluation should be clearly described, together with the reasons for 
using them and their limitations.

These technical aspects of handover are important to ensure that the warner does 
not inadvertently produce misleading information. However, they also contribute to 
helping the warner to have enough confidence to use and accept the information that 
is generated. To fully achieve this acceptance, warners should be involved through-
out the development process, to ensure that the tool is designed to produce the 
information that they feel is required, that the developers test the tool in circum-
stances identified as important by the warners and that performance can be chal-
lenged by those who will use it. Ideally the relationship between developer and 
warner should be personal, but if not, regular contact throughout the development 
process will help ensure that the tool contributes to better warnings once it is 
handed over.

4.4.4  Challenges of Evaluating Tools

In order to ensure that warning information is used and useful, it is important to 
conduct evaluations. The data and models need to provide actionable results, and 
the results of the models should be validated and verified. Evaluations of each aspect 
of the system can be complicated, as the warning may be based on integrated, 
ensemble models with impact scenarios and simulations that are then communi-
cated using various infrastructure and tools throughout the early warning system. 
Studies have been conducted to determine decisions that are made from warnings, 
using the determinant that protective action occurred as a measure of success (Gutter 
et  al. 2018). Each of these stages will need evaluation, but finally the decision- 
making processes must be considered and whether or not action was taken.
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4.5  Examples

Box 4.1 A Structure for Warner and Impact Expert Interaction in 
New Zealand
Cheryl L. Anderson

Research has found that the framework or structure for interactions of the 
communities issuing and receiving the warnings is critical for ensuring that 
lives are protected. One example of this type of framework is the New Zealand 
Natural Hazards Research Platform (NHRP) that was organised to ensure that 
hazard research and science informed disaster policy. NHRP served as a 
boundary organisation to facilitate collaboration on disaster risk reduction, 
with one of the key areas being early warning systems. The interactions of 
scientists and policy advisors in the boundary organisation aided in develop-
ing trusted relationships (Beaven et al. 2016).

The Sendai Framework for Disaster Risk Reduction commits signatory 
countries to establish coordinating governance arrangements to increase the 
integration of stakeholders across domains, sectors and levels and to “foster 
cooperation among scientific and technical communities, other relevant stake-
holders and policymakers in order to facilitate a science-policy interface for 
effective decision-making in disaster risk management (UNDRR 2015, 13). 
The NHRP facilitated cross-sector collaboration, including the activities of 
advisory bodies, international climate change and biodiversity initiatives and 
collaborative approaches to the management of shared resources.

Box 4.2 Research Demonstration Projects at the Olympic Games
Cheryl L. Anderson

The Olympic Games have been used to advance an understanding of the com-
plexities of forecasting and nowcasting since 2000. The WMO World Weather 
Research Programme (WWRP) organised Forecast Demonstration Projects 
and Research Development Projects that advanced the development of warn-
ing infrastructure, training and use of warning systems and methods for dis-
tributing information quickly (WMO 2017). The process involves building 
relationships with the Olympic committees to understand the end-user needs 
for the event and developing methods to deliver these needs. The Sydney 2000 
Olympics was the first demonstration project, and international teams used 
the opportunity to install a radar system and learn to provide rapid nowcast 
warnings, primarily for wind and rain (Wilson et  al. 2004, WMO 2017). 
Knowledge from the Sydney games fed into the Beijing Summer Olympic 
Games, where improvements in Numerical Weather Prediction (NWP) mod-
els, capacity-building in communicating the nowcasts through web interfaces 
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and visualisations and direct weather briefings with Olympic officials estab-
lished long-term working relationships across the international forecasting 
community. The Winter Games have provided more challenges. Events such 
as downhill skiing require wind, precipitation and visibility forecasts at mul-
tiple elevations to ensure that events are fair and that competition can proceed. 
Olympics nowcasting in the 2010 Vancouver Winter Olympics left infrastruc-
ture that has benefitted aviation and transportation and advances in forecast-
ing precipitation by improving timing of storms and visibility. It also deepened 
relationships among forecasters, the Olympics Committee, and events coordi-
nators and managers. Conversations about event needs for information on vis-
ibility, snowfall, and wind speeds led to the development of thresholds for 
making decisions about postponement and delays for each event (Isaac et al. 
2014; Joe et al. 2010; Joe et al. 2014; Joe et al. 2004; WMO 2017).

Box 4.3 Linking Fire and Health Impacts to Action in Australia’s 
Summer of 2019/2020
John Nairn

Australia’s 2019/2020 summer of cascading multi-hazards ceased with 
flooding rains. Bushfire smoke produced the highest documented human 
health impact with 417 excess deaths (Borchers-Arriagada et al. 2020) com-
pared to 33 bushfire deaths (Commonwealth of Australia 2020). An 
extremely active fire season produced unprecedented bushfire intensity, area 
burnt, significant mortality and property and animals destroyed. Seasonal 
forecasts set expectations for an extremely intense bushfire season. Fire and 
emergency services agencies performed rigorous pre-fire season briefings 
incorporating antecedent climate and seasonal outlook intelligence as the 
basis for scenario plans, resource allocation and testing of community mes-
sage systems. Health impact information from the season’s dust, heat waves, 
fires, persistent smoke and flash floods could benefit from co-design of 
impact forecast products tailored to public health needs. Public health’s 
response to the persistent smoke hazard indicated a lack of coordination, 
with disparate community advice undermining community confidence. An 
increased focus on pre-season scenario planning would allow the public 
health sector to achieve the same level of preparedness as is evident with 
Australia’s fire authorities but extended across multiple hazards.

(continued)
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Box 4.4 Creative Collaborations in Social Media Communication at the 
UK met Office
Ross Middleham

Creative collaborations and partnerships can help us learn from others, share 
best practice and accomplish mutual goals. Before entering into a partnership, 
it’s important to understand your own organisational goals and what activities 
align with your purpose. At the Met Office, our purpose is to keep people safe 
and able to thrive, so every decision we make must support this.

Every opportunity starts with a conversation. We actively seek collabora-
tions that can help support our messages, reach new audiences, position us as 
experts and the authoritative source or bring insight and learning to the organ-
isation. These partnerships can be formal or ad hoc, paid or organic depending 
on the benefit and impact that will be delivered (Fig. 4.2).

We actively share and support messaging with partners who align with our 
brand . The key here is that we have a common aim, so it’s natural for us to 
share and support each other’s messages. For example, we work with the 
Royal Automobile Club and Royal National Lifeboat Institute to amplify 
safety messages.

We actively seek partners who can help position us as a trusted source of 
information . For example, we worked with Facebook on their Climate Science 
Information Centre to become an international partner which sees our climate 
science content being pulled into their hub. We actively seek creative collabo-
rations that can help our content reach new audiences. We identify people and 
organisations who share a similar purpose but have their own engaged 
audience who follow and trust what they say. For example, we approached the 

Fig. 4.2 Joint Met 
Office - RAC travel safety 
video on YouTube. (© 
Crown Copyright 2021, 
Met Office)
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Jamie Oliver Group after he mentioned weather and climate on one of his TV 
programmes and then worked with him to co-create climate and food security 
content for his 8.4 million followers on Instagram.

Working with others has many advantages, but it’s not an easy thing to do. 
It takes time: time to identify opportunities, time to build your network and 
time to develop an idea and make it happen.

The power of LinkedIn and Twitter to approach the organisations you want 
to speak to should not be ignored. You may need to consider ways to grab their 
attention, even just to have an initial conversation. That might be doing a 
mock-up of your idea or sending a demo video. Be prepared for your initial 
chat by researching the organisation and understanding their objectives. Then 
act quickly when responding to follow-up emails and idea sharing to maintain 
momentum.

Partnerships aren’t just about making your own messages go further. For 
example, we actively seek creative collaborations that inspire and bring 
insight into the team. Over the years we’ve run lots of workshops in university 
design studios around the country. We share what we’ve learnt with young 
people, and in return they give us a different perspective on our problems and 
give us insight into their worlds, offering us a way to creatively test our ideas. 
We also actively seek creative collaborations to inspire and drive innovation. 
For example, we’ve worked with One Minute Briefs to crowd source ideas 
through mass design participation on Twitter.

In summary, we actively seek creative collaborations to keep us evolving. 
But why is that important? Because we know that the way we do things now 
will not stay the same. The digital landscape is becoming noisier and noisier 
and we continue to fight for attention. Ever-changing algorithms change the 
way our content is served up on channels, and the way people consume infor-
mation is continually changing. For example, we’ll soon need to think of 
ways to reach a whole new user group. The ones growing up gaming, being 
home-schooled, communicating virtually and who rely on YouTube. We need 
to work with others to help us understand that audience.

We’ll continue to keep our eyes on the horizon and actively seek opportu-
nities to ensure our information is trusted, listened to and acted upon, helping 
to keep people safe and able to thrive (Fig. 4.3).

(continued)
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4.6  Summary

• The success of a warning is that people listen, understand the message and use it 
to take action that protects lives, livelihoods, the environment, property and 
infrastructure. Impact information is one ingredient in helping this to happen.

• Expertise in weather-related hazard impacts is widely distributed. Impacts data 
are often difficult to access and analysis methods can be very specialist. It is 
therefore important to identify which impacts matter, who has access to relevant 
data and who has the requisite analysis skills.

• In order to circumvent issues with proprietary and confidential data, hazard and 
weather forecasters must be prepared to make their data available to the impact 
specialist in a form that enables the impact specialist to match it with impact data 
and develop a model or tool. As the impact data cannot generally be shared, it is 

Fig. 4.3 Content 
co-created with Jamie 
Oliver went out across both 
organisations’ social media 
platforms, including 
Jamie’s 8.4 million 
Instagram followers. (© 
Jamie Oliver. Reproduced 
with permission)
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essential that the partners have a mutual understanding of what the analysis is 
trying to achieve, why a tool is needed and how it will be used.

• Relationships between the “warner” and the “impact expert” can be facilitated 
within boundary organisations where “honest brokers” serve as intermediaries to 
effectively translate and convey information.
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Chapter 5
Connecting Hazard and Impact: 
A Partnership between Physical 
and Human Science

Joanne Robbins, Isabelle Ruin, Brian Golding, Rutger Dankers, John Nairn, 
and Sarah Millington

Abstract The bridge from a hazard to its impact is at the heart of current efforts to 
improve the effectiveness of warnings by incorporating impact information into the 
warning process. At the same time, it presents some of the most difficult and 
demanding challenges in contrasting methodology and language. Here we explore 
the needs of the impact scientist first, remembering that the relevant impacts are 
those needed to be communicated to the decision maker. We identify the challenge 
of obtaining historical information on relevant impacts, especially where data are 
confidential, and then of matching suitable hazard data to them. We then consider 
the constraints on the hazard forecaster, who may have access to large volumes of 
model predictions, but cannot easily relate these to the times and locations of those 
being impacted, and has limited knowledge of model accuracy in hazardous situa-
tions. Bridging these two requires an open and pragmatic approach from both sides. 
Relationships need to be built up over time and through joint working, so that the 
different ways of thinking can be absorbed. This chapter includes examples of part-
nership working in the Australian tsunami warning system, on health impact tools 
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for dispersion of toxic materials in the UK and on the health impacts of heatwaves 
in Australia. We conclude with a summary of the characteristics that contribute to 
effective impact models as components of warning systems, together with some 
pitfalls to avoid.

Keywords Economist · Epidemiologist · Engineer · Hazard · Impact · Exposure · 
Vulnerability · Ethics · Training data · Evaluation

5.1  Introduction

There is a growing recognition that users and decision makers make better informed 
decisions when warnings incorporate information about potential socio-economic 
impacts. In this chapter we show that:

• The impact of a hazard depends on the vulnerability of individuals and commu-
nities that are exposed to it.

• Weather-related impacts may be human (e.g. death or injury), financial (e.g. 
property damage or business loss) or service related (e.g. loss of power or trans-
port links).

• Direct impacts can create a cascade of multiple indirect impacts.
• Impact predictions may be produced using process models or statistical models 

and should be probabilistic.
• Observations of impacts are fundamental for understanding, for monitoring and 

for verification but are often only accessible through partners.
• When linking impact and hazard models, care must be taken that variables rep-

resent the same things in each model, that space and timescales match and that 
biases are removed.

• Impact forecasters and hazard forecasters often have a very different understand-
ing of the end user’s problem. These differences must be shared and reconciled.

5.1.1  Impact and Risk

Impacts of natural hazards can be described in terms of their spatial extent, duration 
and severity, either focussed on an individual asset (e.g. road transport network) or 
aggregated to describe impacts across a region. They can be classified as direct or 
indirect, and tangible or intangible. Direct losses represent the damage, loss of life 
or economic loss that results directly from the event and tend to map closely to the 
spatial footprint of the hazard. Indirect losses include reductions in output or reve-
nue, disruptions to markets and distribution networks and impacts to personal 
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well- being and community cohesion. These impacts frequently have broader geo-
graphical reach and may have long-term destabilising effects. Tangible impacts are 
those which can be quantified and are typically well recorded, while intangible 
impacts are not easily measurable (e.g. place attachment to ancestral land and 
changes to mental health). Most impact models focus on the tangible and direct 
losses associated with a hazard, but it is recognised that for effective and sustained 
recovery, there needs to be a better understanding of indirect and intangible impacts.

Modern risk analysis builds on research conducted under the ‘behavioural para-
digm’ and the ‘development paradigm’ (Smith & Petley 2009), which together 
reorientated the focus away from predominantly engineering solutions aimed at 
containing the hazard, to a better understanding of the social and behavioural driv-
ers of impact variability. Some of the first computer-based risk models were devel-
oped within the insurance and reinsurance sector (catastrophe models), where risk 
simulations are used to quantify the impacts of potential future hazards based on the 
exposure and vulnerability of the assets in an insurer’s portfolio (Grossi & 
Kunreuther 2005). Such models typically focus on the physical vulnerability of 
exposed elements, omitting other aspects of vulnerability (e.g. economic, social and 
attitudinal) that are more challenging to quantify.

Although risk is widely recognised to be a function of hazard, vulnerability and 
exposure, the ways in which they are expressed can vary significantly across disci-
plines. For the insurance sector, understanding the financial implications of future 
hazardous events is critical so that they can deploy capital, and price insurance 
coverage appropriately. As a result, catastrophe models focus on quantifying the 
physical damage (number and type of assets damaged or destroyed) and translating 
that into monetary loss. By contrast, the National Meteorological and Hydrological 
Services (NMHS) are increasingly adopting impact-based warnings to inform the 
public and emergency managers of potentially impactful weather in the near future. 
Impact-based warnings communicate the level of risk, supported by general state-
ments of potential impacts, using predefined impact category descriptors, and the 
spatial and temporal likelihood of the hazardous event.

For impact and risk models to be effective in early warning, decisions on how to 
develop these models should be led by the user’s needs and determined by the avail-
ability of appropriate data. In cases where a general, broad assessment of future 
potential risk is effective, it may be possible to use general information (e.g. a previ-
ous high-impact weather event and its impacts) as an indicator of what the future 
risk from a similar high-impact weather event might be. However, where a user 
needs to prioritise emergency decisions, more detail on the vulnerable people and 
assets within the hazard footprint is essential, as is understanding the potential cata-
strophic situation that may emerge from unprecedented compound or cascading 
socio-natural events. Addressing these different styles of risk forecast requires dif-
ferent underpinning data and different approaches to aggregation of the data within 
the model.
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5.2  Impact Forecasting

Approaches to estimating the impact of weather-related hazards vary widely accord-
ing to the user application and the type of hazard. Nevertheless, there are some 
common factors that it is worth considering first. Historically, experience and prec-
edent were the main sources of information on severe impacts. The weather fore-
caster or emergency manager who had experienced a previous event would know 
what to expect when similar conditions recurred. A warning service would often be 
instituted based on a review of a particular event, with hazard warning thresholds set 
based on impact evidence from that event. A recurring practice has been the use of 
climatological thresholds to describe the variability in severe weather and therefore 
the anticipated impact a weather event may have. This assumes that areas exposed 
to regular severe weather will have built resilience to these events, compared to 
areas whose definition of severe weather is a lower magnitude weather event. 
However, with the development of more sophisticated methods, formal statistical 
techniques for identifying the relationship between hazard and impact need to be 
used. An area of increasing concern is the identification and prediction of indirect 
and cascading impacts – where one impact leads to other, potentially more serious, 
impacts. An important part of any hazard-impact assessment is therefore to identify 
the variety of pathways by which a hazard may have an impact. This is especially 
evident for urban populations, where remote hazards may interrupt critical infra-
structure supplying large numbers of people, but is also relevant for rural popula-
tions dependent on neighbouring cities for markets.

5.2.1  Impact Data: Sources and Ethics

For all risk and impact models, the first step is to identify the hazard to impact path-
way. This involves understanding what makes an event hazardous and impactful and 
describing this with available data. The strength of any hazard-impact relationship 
is dependent on the data used for analysis. A key issue for impact modellers is the 
availability of impact observations that can be examined in the context of environ-
mental hazards. Impact data (e.g. mortality data, road traffic accident data, insur-
ance claims and financial loss) are collected in many countries, but the drive to 
collect data is often not for the purpose of risk modelling. In the UK, police who 
attend traffic accidents are required to record the accident, vehicles involved and 
causality information in a standard national format. The form includes a section on 
incidental weather, and therefore one might anticipate that such information would 
easily support the identification of relationships between different weather condi-
tions and the potential for road traffic accidents. However, the data may be mislead-
ing, as the identified incidental weather may not have caused the observed impact. 
The decision to record incidental weather is also biased by recorder perception. For 
example, an officer may register that rainfall played a role in the accident because 
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the road surface is wet rather than because of rainfall at the time of the accident. 
Attributing impacts to a natural hazard type can be very challenging, especially 
when underlying vulnerabilities (i.e. driver tiredness, ability and responsiveness) 
are equally likely to have played a role in the observed impact. It should be recog-
nised and, where possible captured, that impact records have their own biases due 
to the purpose and method of collection, and this needs to be accounted for when 
relationships are identified.

The quality of historical impact data determines the level of granularity that can 
be reached when understanding the drivers of observed impacts. Mortality data are 
collected in most countries, but the level of detail as to the cause and circumstances 
of death is very variable. The WHO promulgates a standard approach to classifying 
diseases and related health problems, but frequently the environmental hazards 
which can trigger these health outcomes are not recorded. Similarly, in developed 
countries direct economic impacts are most easily obtained from insurance or rein-
surance data. However, insurance payouts may not equate to the cost of the damage, 
either because property was underinsured or because the replacement was of better 
quality than the original (betterment). Data are often aggregated prior to being made 
available to the impact modeller, so local variability due to variations in vulnerabil-
ity and exposure is lost. For all risk and impact assessment, a distinction needs to be 
made between a ‘micro-level’ impact recording and a ‘macro-level’ impact record-
ing. In the first case, the impact is assessed at the individual level and then may be 
aggregated to community or larger scale. In the second case, the national impact is 
assessed directly. Impact data obtained from social media or citizen science can be 
considered ‘micro-level’ data. One example of this type of data is illustrated through 
the University of Tasmania’s ‘AirRater’ (https://airrater.org/) smartphone app which 
both disseminates information on current atmospheric conditions (temperature, 
smoke, pollution and pollen) and collects clinical symptom reports from registered 
users (Robbins et al. 2017, Campbell et al. 2020). This allows epidemiological anal-
yses of impacts associated with different atmospheric conditions, and, because the 
app is targeted towards vulnerable populations, the detailed driving forces of impact 
variability can be captured. Such data, where available in its raw form, can provide 
a wealth of detail. However, it should also be used with caution. People’s individual 
perceptions of the magnitude of an impact or the cause of the impact can be biased 
by their values, beliefs and social demography. Similarly, even the act of asking an 
individual to self-assess or monitor their activities, behaviour or health can result in 
a biased picture of reality and result in behaviour modification by the individual 
before any analysis has taken place. This is where different styles of surveying can 
help. Survey data are able to capture the incidence of a wider set of symptoms, 
either as a one-off sample of a representative population (a cross-sectional sample) 
or through repeated surveying of a cohort, to look at how events affect the same 
people through time (a longitudinal sample). Such approaches can draw out differ-
ent types of biases and allow researchers to better understand the relationship 
between hazard and impact.

‘Macro-level’ impact data can remove individual perception bias and typically 
enable an improved view of the overall impact of an event. This is because both 
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positive and negative impacts of an event are captured particularly, for example, 
where macro-level financial impacts are recorded. The aggregation of data removes 
small-scale forcings and provides a more holistic interpretation of impacts, which is 
useful for large-scale comparative studies and for analysing trends in impact behav-
iour over time and across broad spatial scales. Impact data sources (based on micro- 
or macro-level reporting) and collection practices influence the way that such data 
need to be processed prior to analysis. This includes considering what quality con-
trol measures may be needed (e.g. there is evidence that the volume of data from 
social media can be used to self-verify its ability to distinguish events from non- 
events; see Cavalière et al. 2020), the latency of the available data for analysis and 
the value of drawing together multiple sources to obtain a better representation of 
observed impacts. Recording bias, impact data quality and impact attribution are 
typically managed by impacted sector data custodians, although, as highlighted ear-
lier, not always with risk and impact modelling in mind. To utilise the available 
datasets robustly and effectively therefore requires sustained collaborative effort.

Almost all impact data are affected by accessibility issues. For example, sources 
of health impacts include ambulance taskings, hospital admission and general prac-
titioner consultation data, none of which is available for general use due to patient 
confidentiality requirements. In some countries, anonymised or aggregated data are 
relatively simple to access, while in others an accredited research licence is required. 
Similarly, impacts on engineering structures such as utility and road infrastructure 
can, in principle, be obtained from failure logs, accident and maintenance records, 
but formal records or reports of engineering failures are rarely available publicly.

Accessibility goes hand in hand with confidentiality. All impact studies must be 
undertaken within a legal and ethical framework that ensures confidentiality of any 
data that could be associated with an individual, a business or a specific location. 
These frameworks have implications on the types of analysis that can be completed 
and the potential detail of assessment that can be achieved. This is well demon-
strated in the health-hazard analysis space. Statistical analysis of health outcomes is 
constrained by ethical standards which protect the identities of individuals who 
have experienced a health event. Name, age, sex, current morbidities, family resi-
dence, incident location and the nature of the health event are collected and securely 
stored. How data are collected can mask the contribution of a hazard to a health 
event, particularly as it is rare for medical systems or practitioners to encode for the 
presence of a hazard. The strict protocols protecting personal data typically include 
thresholds for spatial domains (location of event), minimum numbers of people 
assigned to an impact classification (typically no less than 10) and/or data being 
grouped by span of time. As most weather-related hazards are on a daily timescale, 
this will usually result in release of human health impact data across broader 
domains in order to reach the threshold of ten affected individuals. Human health 
impacts are classified by either death or type of morbidity. Daily morbidity records 
are an order of magnitude larger than death records, allowing statistical analysis to 
be conducted at higher spatial resolution than excess deaths, which are studied 
across broad regions down to the scale of a large city. The higher case numbers of 
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people living with medical conditions enable ethical standards and statistical sig-
nificance to be achieved at higher resolution, potentially at suburb scale.

Health-related studies might be assumed to be a special case for ethical consid-
eration. However, even where impact data are openly available (e.g. from social and 
news media), they should be subject to ethical considerations. Impact data provide 
insights into vulnerabilities and sensitivities of people, systems and places which 
can be emphasised when processing, aggregation and visualisation techniques are 
applied. This can mean that data are no longer neutral or impartial and this can have 
significant political and ethical connotations. Impact data can highlight ‘underper-
formance’ or lack of adherence to globally or nationally recognised guidelines (e.g. 
humanitarian and UN guidelines or industry standards) or highlight positive and 
negative adoption of policies or working practices (e.g. within the energy industry 
where it could be possible to identify variability in the ways companies maintain 
their assets based on the occurrence of impacts on their networks). Beyond perfor-
mance aspects, impact data can highlight particularly vulnerable groups or assets 
when aggregated or visualised in certain ways, and therefore handling of such data 
needs to be carefully managed to prevent negative targeting of such groups, which 
can further enhance their vulnerability. This is particularly relevant where natural 
hazard impacts intersect with fragile and conflict-affected situations.

5.2.2  Impact Relationships: Identifying Pathways 
from Hazards to People, Service and Financial Impacts

A critical requirement for impact modelling is the identification of the right set of 
predictors. It may seem obvious that the predictor for building damage from a storm 
is wind speed and that is reflected in the existence of impact-related wind scales: 
e.g. the Beaufort scale and the Fujita scale. However, wind direction is critical for 
many structures, such as walls and roofs, while antecedent or coincident rainfall 
affects some building materials. Much building damage and transport disruption are 
caused by falling trees, which are more likely when they are in leaf (if deciduous 
varieties) and when the ground is wet. For less obvious connections such as health 
impacts, establishing which environmental predictors a disease is sensitive to, if 
any, may be a challenge in itself (Fleming et al. 2014). With multiple predictors, 
care must be taken when sourcing data. For instance, if wind is recorded from the 
nearby airport, but particulate concentration (PM10, say) is recorded from a city 
centre monitoring location, the inconsistency may bias any relationship that is found.

In the case of flooding, the hazard comes from critical combinations of precipita-
tion intensity and duration, catchment morphology and land use as well as soil 
moisture. Those parameters will not only influence the hydrological responses 
(slow flood versus flash flood) but will also strongly influence the type and severity 
of impacts. Slow river floods are rarely associated with fatalities but often with large 
economic losses related to their greater extension and duration. By contrast, flash 
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floods, even if localised, can be much more deadly as they often surprise people 
during their daily activities (Jonckman 2005; Ruin et al. 2008, 2009, 2014; Diakakis 
et al. 2020). Studies looking at the circumstances and profiles of flash flood victims 
allow researchers to make connections between the victims’ ages and genders, the 
type of place and time of their accidents and the flood dynamic (Ruin et al. 2008; 
Terti et al. 2017). Such detailed analysis of the combination of impactful social and 
physical circumstances is necessary to comprehend the diversity of predictors that 
need to be examined and tested for impact prediction (Terti et al. 2015).

Advanced approaches to identifying statistical relationships, using machine 
learning, can find very sophisticated and indirect relationships that have the poten-
tial to greatly strengthen impact-prediction capabilities. However, when less direct 
impact associations are identified in data, they should be challenged as to cause and 
effect before being used in a predictive sense. Identifying and removing potential 
confounding relationships is a key part of this process and requires careful experi-
mental design – either to remove them through sampling or to include their effects 
as part of the statistical model. Trends should also be removed from data prior to 
modelling. A linear trend, such as one might find arising from the general improve-
ment in healthcare, is relatively easy to identify and remove, but data jumps may 
also be present due to changes in the law (e.g. building codes, maximum lorry/truck 
sizes) or in industry (e.g. new materials) that could easily be misrepresented as lin-
ear trends  – or ignored altogether. The significance of any relationship should 
always be scrutinised, and even when a high level of significance is present, the full 
probability distribution should always be used, rather than just the mean relation-
ship, to ensure that spurious precision does not mislead.

Where statistical relationships are difficult to determine based on available 
observations, other methods can be adopted. In principle direct impacts on assets 
such as buildings, dams and road and rail infrastructure can be modelled using 
detailed, process-based approaches. For example, the probability of a lorry/truck 
overturning due to strong winds may be assessed based on wind speed and the direc-
tion of the wind relative to the vehicle, the height and weight characteristics of the 
vehicle, its velocity and the underlying road characteristics. A mechanical model 
can be used to describe the process of vehicle overturning under different hazardous 
conditions, and this can be used to identify the relationship between hazard and 
impact, and develop impact-orientated thresholds which can be utilised in forward 
modelling (Hemingway & Robbins 2020). Likewise, engineered structures such as 
bridges, dams and overhead power lines are usually designed to withstand relevant 
hazards such as strong winds or high-water levels up to a specific threshold, beyond 
which the structure can be expected to be damaged or to fail. Engineers often repre-
sent the failure of a structure by a fragility curve that relates the probability of fail-
ure to the imposed load. Fragility curves are generally considered confidential and 
in some cases are national secrets. Engineers can also undertake experiments under 
controlled conditions to obtain direct evidence of how hazards interact with infra-
structure and result in impact. Rolls-Royce undertook testing of its aircraft engine 
performance in the presence of volcanic ash to produce volcanic ash flight enve-
lopes (Davison & Rutke 2014), for example, while several other studies have used 
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shaking table tests to obtain primary data on the performance of different building 
types under different seismic scenarios (Fiorino et  al. 2019; Xie et  al. 2019). 
Obtaining primary data in this way ensures that the collected information is directly 
relevant to the researcher (and ultimately the user’s) needs and answers the key 
relationship questions that the researcher would like to model. This reduces the need 
to filter through secondary data sources which have their own biases. Primary data 
collection is, however, only as good as the designed experiment, test or survey, and 
therefore, it is important that care is taken in setting up these activities. It should 
also be noted that not all impact modellers have the capacity to undertake their own 
primary data collection and so secondary data sources may be the only viable option 
for identifying the hazard to impact pathway.

When considering the impacts of weather-related hazards, it is possible to divide 
them into three main classes: impacts on people, recorded as deaths, injuries and 
displacement; impacts on property and business, recorded as a financial loss; and 
impacts on infrastructure, recorded as loss of service (Fig. 5.1). These are not inde-
pendent: damage to the home can lead to mental health impacts, while personal 
injuries incur treatment costs and can reduce productivity, and service loss has 
potential health and cost implications. In all cases, the associated distress is an 
underlying impact.

Examples of Methods: Impacts on People Studies of the impact of natural haz-
ards on people are part of the science of epidemiology (see, e.g. US Department of 
Health & Human Services 2012), which is concerned with the frequency and pat-
tern of health events in a population and their causes. Epidemiology relies on the 

Fig. 5.1 Potential impacts from a flood, classified into financial, human and service losses. (© 
Crown Copyright 2021, Met Office)

5 Connecting Hazard and Impact: A Partnership between Physical and Human Science



124

systematic collection, analysis and interpretation of data from valid comparison 
groups to assess whether what was observed differs from what might be expected. 
Analysis draws heavily on statistical methods (e.g. Armitage et al. 2002) to identify 
patterns in time or space, in relation to personal characteristics such as age or gen-
der, or behaviours such as sport or occupation, or to exposure to environmental 
conditions such as severe weather or pollution.

The use of an epidemiological analysis in impact forecasting must start from the 
end user and the decisions they need to take. For a government or public service, an 
aggregate impact may be needed. For instance, in the context of health impacts, 
such as heat stroke, if the number of people needing treatment exceeds the available 
hospital beds or specialist equipment, action will be needed to transfer patients or 
redistribute vital resources. On the other hand, for a public warning, the expected 
impacts on the individual may be needed. Therefore, night-time temperatures may 
be a good indicator for hospitalisation of the elderly and chronically ill, but daytime 
temperatures may be a better indicator for impacts on sportspeople and outdoor 
workers. This distinction between the aggregate and the individual also appears in 
the sphere of financial impacts, covered below.

Analytic studies in epidemiology aim to identify and quantify the relationship 
between an exposure and a health outcome. The hallmark of such studies is the pres-
ence of at least two groups, one of which serves as a comparison group. To do this, 
assumptions must be made about exposure to the hazard in the area covered by the 
health record unless individual addresses are available. Even in the latter case, 
assumptions may have to be made about whether the person was at home and 
whether they were indoors or outdoors. This is especially difficult when assessing 
slow-acting impacts, e.g. from heat, cold or pollution. Unless there are reasons to 
study a particular sector of the population, perhaps with specific vulnerabilities, 
care must be taken that both the exposed and the unexposed populations selected for 
study are representative of the total population.

In observational case-control studies, subjects are enrolled according to whether 
they have the disease or not, then are questioned or tested to determine their prior 
exposure. Differences in exposure prevalence between the case and control groups 
allow investigators to conclude whether the exposure is associated with the disease. 
In observational cohort studies (e.g. as reviewed by Raaschou-Nielsen et al. 2013, 
for air pollution impacts), sample populations are identified and then studied to see 
how their health responds either to a prescribed exposure or to exposures that occur 
naturally. In the case of natural hazards, it is typical to select populations after an 
event has occurred, choosing exposed and non-exposed groups that have the same 
composition in terms of demography, for example. This is less reliable, since the 
groups may not be matched in some unknown characteristic of importance, and a 
large population is required in order to ensure sufficient members are exposed. An 
alternative methodology for transient impacts is the case-crossover analysis, which 
uses cases as their own controls (Lombardi 2010). For specific events, a cross- 
section approach is used, where two groups of people are selected, one exposed and 
one not exposed, from the same population and for the same time, with careful 
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selection within each to match the overall population characteristics. These are bet-
ter suited to descriptive epidemiology than for establishing causation.

There are occasions where it may not be possible to clearly delineate exposed 
and non-exposed groups. For some types of heat event, excess deaths (better 
described as excess ‘all-cause’ deaths) are regarded as a reliable indicator of impact. 
Excess death is calculated against deaths expected for time of year, controlled for 
the presence of hazards and long-term mortality trend. By linking excess mortality 
with time-series analysis, it is possible to assess the relationship between known 
hazardous periods and hazard types, and impact variability (Armstrong et al. 2019). 
However, some studies will exclude deaths that can be attributed to an external 
cause, where the hazard is not thought to be a contributor. This can pose an interest-
ing problem for heatwaves, as a population may progressively fatigue and poten-
tially experience more ‘external cause’ impacts. In other instances, analysis may 
focus on only the exposed group to understand the variability of risk within the 
group. This is particularly relevant where hazard exposure varies significantly 
within a broad-scale footprint, as is the case with multi-hazard events (e.g. tropical 
cyclones and volcanic eruptions). Interestingly, in Brown et al. (2017), a key chal-
lenge was identified relating the recorded deaths associated with different volcanic 
eruption events with medical (e.g. laryngeal and pulmonary oedema; asphyxiation 
and blast trauma) and hazard (e.g. pyroclastic density currents) causes, so that spa-
tial and temporal distributions could be assessed and risks to different populations 
determined.

A relatively new area of study is in mental health impacts following disasters. 
Munro et al. (2017) used a cross-sectional survey of those displaced by floods and 
identified significant increases in depression, and post-traumatic stress disorder 
(PTSD), while Garske et al. (2021) used social media data to track negative emo-
tions during and after superstorm Sandy. The extent of mental ill health can depend 
not just on the hazard or whether people were warned but also on the challenges 
associated with recovery (Mulchandani et al. 2019, Schwartz et al. 2017), which can 
be directly linked to livelihood and poverty status. New technology is also permit-
ting new approaches to overcome some of the challenges of connecting exposure 
and response to environmental stresses. For instance, ‘wearables’ can track a per-
son’s exposures and physiological response while undertaking sport or other activi-
ties and has the potential to dramatically improve clinical research. As a field reliant 
on expertise from across science, engineering, analytics, healthcare, business and 
government, it embodies the collaborative ethos essential for building effective 
hazard- impact pathways.

In all the studies discussed above, care needs to be taken to allow for confound-
ing variables affecting the impact. In some cases, these may have larger magnitude 
than the hazard. For instance, the day of the week and public holidays are dominant 
influences on most health statistics. These can be incorporated in the analysis using 
auxiliary variables. It is also important to include all potentially relevant environ-
mental variables, not just those hypothesised to be dominant. Thus, temperature, 
humidity, wind and radiation may act together in cases of heat or cold health 
impacts. Where causal connections can be established, it may be possible to identify 
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specific groups of people who are vulnerable, and to target warnings at these groups, 
enabling specific protective responses (e.g. thunderstorm asthma; Dabrera 
et al. 2013).

Examples of Methods: Impacts on Services Services such as power, water, trans-
port and telecommunications rely on extensive networks of infrastructure that are 
vulnerable to damage by hazards, either at the nodes of the network (e.g. water 
treatment plants, power switching stations) or by cutting the connectors (e.g. roads, 
pipes, cables). Some networks have built in connection redundancy, enabling 
 rerouting to take place if one connector is broken. However, if a key node is taken 
out of service, it may affect tens of thousands of people, as seen in England in 2007 
when a water treatment plant was flooded resulting in the loss of piped water to 
420,000 people, several orders of magnitude more than those whose houses were 
flooded (Pitt 2008).

Reliable data on service impacts are difficult to access, often being commercially 
sensitive. This results in most work to determine relationships between hazard and 
service impacts being led by service providers, within their own organisations. 
Examples of publicly published documents that explore the root causes of such 
failures are rare, and this has resulted in two very different approaches being used. 
For public use, the aggregate impact can be analysed statistically, relating media 
and emergency services reports of impact to the hazard and some aggregate mea-
sures of exposure and vulnerability, such as population. The ability to conduct this 
type of analysis is dependent on the type and consistency of monitoring undertaken 
by the service provider. This, in turn, can be related to whether regulatory bodies 
enforce standards of delivery that require monitoring and reporting of service provi-
sion (e.g. the number of customer minutes lost, in the case of the energy sector, or 
fines related to excess sewage leaks, in the case of water companies). For the infra-
structure owner, a much more detailed forensic analysis can be undertaken that 
relates the loss of service to system characteristics such as redundancy and design, 
operational characteristics (e.g. maintenance schedules) and management charac-
teristics (e.g. availability of technicians on call). This analysis is likely to be mainly 
process-based, incorporating engineering models of structural failure and computer 
models of network failure. Ideally, there should be a connection between the statisti-
cal aggregated approach and the process-based forensic approach, and this may be 
possible where infrastructure is in full public ownership.

Impacts to services frequently encompass two impact components within close 
temporal proximity: the first being immediate (e.g. a broken node, vehicle accident, 
loss of track due to earthworks failure) and the second being elongated (e.g. loss of 
service for a period of time; congestion and extended travel times; closures and 
diversion increasing pressure on the broader network). This means that impact 
assessments for services need to consider both the drivers that lead to the initial 
impact and the controls that exacerbate or reduce the secondary/tertiary impacts, to 
enable a complete ‘event’ impact assessment. Complex system modelling can pro-
vide insights into this impact cascade and support identification of vulnerable or 
highly exposed hot spots across the network. This can be particularly relevant when 
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trying to understand damage to ecosystem services such as destruction of man-
groves, leading to loss of storm protection, or destruction of habitat leading to a 
reduction in pollinators for crops. However, it is important to consider how this 
information might be incorporated in forward modelling, for example, should the 
model focus on forecasting the likelihood of the initial impact (short-chain impact) 
or look to forecast the total impact of an event (long-chain impact). Similarly, when 
looking at total impact, it is important to be able to ascertain the range of different 
impact severities that can be observed so that forward modelling can effectively 
delineate different scales of impact. We will come back to this in Sect. 5.2.3.

As highlighted previously, service providers may only monitor one of these two 
impact components or use proxies that partially capture these components, and 
therefore understanding the full scope of impacts associated with a hazardous event 
can be very challenging. In addition, as with impacts on people, confounding vari-
ables must also be considered. For example, immediate and elongated impacts on 
road networks can have a number of causes beyond adverse weather, including driv-
ers’ abilities, responsiveness, health and behavioural traits (e.g. an audacious indi-
vidual versus a careful or timid individual); the network’s resilience and capacity to 
absorb shocks; and proximity (in time and space) to available adjacent services that 
can support recovery. Careful statistical analysis using the same approaches as for 
epidemiology is needed to identify the part played by the weather. Call et al. (2018) 
used a cross-sectional approach to identify the contribution of hazardous weather to 
multi-vehicle traffic accidents on US highways and identified visibility obstruction 
(due to snow, intense rain or fog) as the primary cause on high-speed roads.

Methods for Financial Impacts Financial impacts of weather-related hazards can 
be both direct and indirect. It is also often convenient to incorporate financial valu-
ations of intangible impacts representing the human and service losses. Thus, a full 
analysis of the costs arising from a severe weather event can be very complex even 
where impact chains are short. Figure  5.2 summarises the main headings under 
which impacts should be identified. In the top half of the diagram, we have the 
direct impacts for which financial data should exist, albeit they may be difficult to 
access. The lower part of the diagram deals with the intangible impacts, whose 
magnitude first needs to be obtained from data sources such as those discussed 
under human and service impacts, which then need to be monetised. The tangible 
and intangible often overlap, and care needs to be taken to avoid double counting. 
For instance, the direct cost of a traffic accident will include recovery and repair of 
the vehicle, attendance of the emergency services, recovery of the occupants, any 
required treatment for injuries and any loss of earnings to the occupants. Indirect 
impacts will include the effects of shock, discomfort from injuries and the opportu-
nity costs of time lost due to road disruption. The cost of having medical and emer-
gency services available to attend the accident may be part of the direct costs but 
may also be part of what society pays to reduce the impact of traffic accidents. It 
must also be noted that ‘value’ is perception orientated, varying depending on 
reporting level (e.g. individual, organisation, community or nation). The value 
reported is therefore closely related to the reporter type and purpose.
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The study of financial impacts is part of the science of economics. Financial 
costs to the individual or business are studied in Microeconomics (see, e.g. Kolmar 
2017), while aggregate impacts on national finances are studied in Macroeconomics. 
Here we are mostly concerned with microeconomic methods, but it should be borne 
in mind that a disaster produces economic winners as well as losers and that the total 
cost of a disaster to the nation will be less than the sum of the losses borne by indi-
viduals and businesses.

Studies of the cost of weather impacts usually focus on the benefit of an interven-
tion, such as a warning, rather than on the impact itself (e.g. Perrels et al. 2013). 
However, the methods used are often the same. These methods are summarised in 
WMO (2015). They may be divided into methods based on historical costs and 
methods based on people’s perception of value. Like epidemiology, economic anal-
ysis relies on the application of standard statistical methods (see, e.g. Grant 2018, 
Cleff 2019).

Data on the financial impacts of severe weather are not systematically collected. 
Reporting for the Sendai framework (UNDRR 2015) includes regional and sectorial 
breakdowns of costs, but these are not yet widely available. The main disaster data-
bases, such as EMDAT (EMDAT 2021) and DesInventar (UNISDR 2015), start 
from insured costs, adding estimates of uninsured and indirect costs when reported, 
e.g. in the media. Unfortunately, as shown by Panwar and Sen (2019), there is con-
siderable uncertainty in these figures. Apart from insurance payouts, sources of eco-
nomic data include reported production figures, tax returns, company reports and 
stock market valuations. Lazo et al. (2011) used state- and sector-level gross domes-
tic product (GDP) data to relate changes in macroeconomic activity to weather 
anomalies. In doing so, they accounted for external changes in technology and for 
changes in the level of economic inputs (i.e. capital, labour and energy). An indirect 
method of assessing loss of business was investigated by Eyre et al. (2020) using the 
reduced level of social media posts on Facebook to indicate the period of business 
closure. Direct costs of responding to an emergency can also be obtained from 

Fig. 5.2 Sources of economic costs of natural hazards. (Adapted from Deloitte, 2016)
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government spending on health and emergency services, on emergency grants to 
local administrations and on increased social support funding. Panwar and Sen 
(2020) found a clear signal of increased Indian government spending, increased 
debt and decreased tax revenue in the 2 years following major flooding events.

Having obtained economic data, analysis of the impact due to the hazard is usu-
ally achieved using time-series analysis, relating a change in the impact data to the 
time of a hazardous event, usually with an allowance for the economic impact to be 
delayed and to occur over a period. However, cross-sectional analysis may also be 
used, comparing the changes over the period of the hazard between areas affected 
and areas not affected. As with the application of these techniques in epidemiology, 
care must be taken to make the data consistent and to exclude confounding factors. 
For instance, if monthly earnings are used, it is necessary to adjust for the number 
of working days. Where impacts in different locations are being compared or aggre-
gated, the composition of the affected populations in terms of demography, gender 
and economic status needs to be allowed for.

Intangible losses such as deaths and injuries can be given a value, based on loss 
of potential earnings. Legal liability is usually based on the ‘pecuniary’ costs asso-
ciated with the loss – loss of potential income, in the case of death, or costs of treat-
ment and loss of income associated with injury. However, intangible losses are more 
usually estimated using contingent valuation methods, such as willingness to pay, as 
described below. Similarly, service losses can be given a value based either on the 
cost of recovery or on the price that would have been paid for the missed services. 
However, for critical services such as water and power, where the price is often 
highly regulated, it is again more normal to value them using contingent valuation 
methods. This approach is also normally used for valuing ecosystem services such 
as clean air and water.

Contingent valuations may be estimated using a variety of survey techniques. 
The most commonly used is willingness to pay (WTP). For instance, it is widely 
used to place a notional average value on a life (VSL, the Value of a Standard Life) 
or injury, for economic applications. Its use requires expert input, or the results may 
not be credible. The US Department of Transportation (DOT; Moran and Monje 
2016) established a VSL of $9.6 million in 2015 based on WTP. They also mone-
tised the value of injuries as fractions of VSL. Cho and Kurdzo (2019) used their 
data to estimate the economic value of the US radar network in reduced injuries and 
deaths from tornadoes. This approach requires that the estimate given when people 
are surveyed is consistent with their actual behaviour, at least in an average sense 
across the surveyed sample. An alternative approach seeks to estimate more directly 
how people value intangible losses by their behaviour and the costs they voluntarily 
bear. For instance, people will pay a premium for a more expensive car with extra 
safety features; or a worker may look for a premium for working in a job that is 
vulnerable to the weather. Again, expert design is needed to disentangle different 
influences as, for instance in the case of waterfront properties that are both more 
vulnerable and more desirable.

The value of weather-related losses may also be estimated from the costs that 
society bears to reduce or prevent losses, for example, the cost of aviation safety 
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features such as the airport wind-shear radar systems (Hallowell & Cho 2010) or the 
cost of winter road maintenance (Venäläinen & Kangas 2003). However, there is a 
danger of creating a circular argument if WTP was used to justify the installation in 
the first place. The cost of ambulance and emergency medical services may simi-
larly be associated with a perceived valuation of the deaths that they prevent and the 
injuries that they treat.

It is sometimes possible to transfer valuations from one context to another, for 
instance between regions of a country. There are many studies investigating the 
value placed on particular medical treatments. Where those treatments are associ-
ated with recovering from a weather-related injury or disease, the valuation may be 
transferred. More generally, where similar impacts have different causes, the loss 
estimates should be similar. However, caution should be taken when transferring 
studies between countries, as valuations may be strongly influenced by country- 
specific economic and cultural factors.

All these approaches have the weakness that they depend strongly on the wealth 
of society. This may not matter too much for studies internal to one country, but 
when making international comparisons, it is not satisfactory. One way of circum-
venting this is to relate all financial costs to the household income of the individual, 
the turnover of the business or the GDP of the country.

5.2.3  Forward Modelling of Impacts

Having identified a cause and effect association that is relevant to the end user’s 
decisions, it must be turned into a predictive tool to be of use. Approaches to impact 
modelling range from simple overlaying of hydrometeorological information with 
vulnerability and exposure datasets to produce qualitative statements about poten-
tial impacts (e.g. Robbins & Titley 2018), via statistically linking hazard magnitude 
(e.g. weather parameters or flood depths) to observed impacts, to formally quantify-
ing the risk and impacts of events as a function of hazard likelihood, vulnerability 
and exposure. The decision on which approach is appropriate to implement depends 
on the strength and completeness of the hazard-impact relationship, the needs of the 
user, the data available for forward modelling and the required resolution and time-
liness of model output. Often, statistical analysis can determine at what magnitude 
of hazard impacts may start to occur. This is particularly the case where the col-
lected impact data used in the analysis were binary (impact or no impact). Where 
impact data are continuous in nature, it may be possible for the statistical analysis 
to identify break points or step changes where a change in hazard magnitude results 
in a different severity of observed impact (e.g. health impacts associating with 
increasing or decreasing temperature). This can allow thresholds to be established 
which can be used by hazard modellers to produce more informative impact- 
orientated forecasts. For some users, it may be enough that they know where and 
when to expect impacts (of any type). Others may need to understand the spatial and 
severity variability of potential impacts over time and have these described in terms 
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of the different types of impacts that may occur (e.g. Aldridge et al. 2020). For yet 
others, a specific quantification of impact (e.g. the number of homes that could be 
flooded) may be required for them to prioritise and make appropriate decisions. To 
obtain this detail, impact modellers can employ a range of techniques, but the main 
underpinning requirements include (1) a reliable description of the hazard and (2) a 
way to describe the ‘consequences’ of the interacting environmental hazard. The 
former will be discussed in Sect. 5.3, while the latter will be outlined below.

Where thresholds cannot be determined to address future potential risk, or where 
thresholds only address part of the risk assessment, additional information in the 
form of vulnerability of individuals, properties or infrastructure can be combined 
with their exposure to determine likely consequences (impacts) of the hazardous 
event. Vulnerability and exposure are often discussed as though they are well- 
defined characteristics. Exposure as defined by the UNDRR (2017) is arguably the 
easier to describe as it represents a measure (number) of people or tangible assets 
that are in a hazard-prone area. For physical exposure, this is often considered a 
fixed problem that can be solved by obtaining appropriate spatial data (e.g. satellite, 
Lidar, mapping surveys, traffic count point data), either by physically surveying an 
area or by purchasing commercial datasets. While such an approach is an important 
building block, it is by no means sufficient for its accurate representation in impact 
modelling. Firstly, it must be kept up to date. The optimum update frequency of 
exposure data is challenging to determine and varies depending on the type of data 
being used and the decisions that need to be taken. For building stock, road net-
works and agricultural elements (e.g. crop types), the datasets may need to be 
updated at least annually. For livelihood data, updates may only be needed on five- 
yearly timescales; however, large-scale shocks to the area where the data were 
obtained (e.g. conflict or mass migration) might radically change the data and mean 
that immediate update would be needed for the exposure to still be representative. 
Secondly, it is necessary to know how the population exposure varies with time. 
This is most easily illustrated by considering the exposure of children to a tornado. 
At night they are at home, so their exposure is the same as the other members of 
their household. During school hours they will be at school perhaps many miles 
from home in a building of different construction with different shelter possibilities. 
Before and after school, they may travel by car or bus on a public highway to reach 
a third location, perhaps playing sport. At weekends or during the summer break, 
they may visit relatives or undertake other recreational activities, possibly leaving 
the area altogether to be replaced by visitors who are unfamiliar with local hazards. 
Each different location has different exposures and vulnerabilities.

In the absence of real-time exposure data, impact modellers can use existing 
trends, if identifiable from historical data, to model the dynamic behaviour of peo-
ple and assets so that this temporal variability can be captured. By way of example, 
the vehicle over-turning (VOT) model (Hemingway and Robbins 2020) forecasts 
the risk of disruption due to vehicles overturning in strong winds. Exposed elements 
are the vehicles on the road, counted through manual and automated count points, 
across the transport network. These data are used to map the average temporal vari-
ability of traffic flows by vehicle and road type on an hourly basis. Using this 
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information, a time-varying, average definition of exposure on the road network is 
used within a risk calculation. However, this is based on historical average usage of 
the network and does not account for changes in exposure due to road closures 
associated with road maintenance activities, or short-term shocks to the system that 
may dramatically reduce traffic flow. It is therefore important that the assumptions 
and caveats used in the model are clearly documented and transparent for down-
stream users, so that risk forecasts can be interpreted effectively. Another way to 
model drivers’ dynamic exposure, especially when also interested in the socio- 
demographic characteristics of those exposed, is to use recent advances in mobility 
models following an activity-based approach. This framework, used to micro- 
simulate individual travel-activity patterns, considers travel behaviour as derived 
from the demand of activity participation and aims to predict the sequence of activi-
ties undertaken by individuals (McNally 1995). Activity-based models are of 
increasing interest for dynamic exposure assessment, as seen in air pollution expo-
sure studies (Beckx et al. 2008, Beckx et al. 2009). Flood exposure studies can also 
benefit from the rich information provided by this kind of mobility modelling. 
Indeed, combining individual travel-activity simulations with road flood forecasts 
enables a thorough assessment of motorists’ exposure and its evolution in time and 
space, relative to the flood hazard (Shabou et al. 2017, 2020).

Vulnerability is harder to define. Ways of defining, measuring and assessing vul-
nerability vary considerably across research disciplines (Wisner 2016). One reason 
for this is that vulnerability is often the result of numerous interrelated factors. 
Several studies use composite metrics or indices which pull together proxy indica-
tors to provide an operational representation of a characteristic or quality of a sys-
tem (Birkmann 2006, Fuchs et al. 2018), and describe the individual aspects of an 
asset that increase or reduce vulnerability to a particular hazard. The choice of num-
ber, type, weighting and integration method of the indicators is dependent on avail-
able data and also the complexity of the risk being modelled. These decisions have 
large implications on the resulting risk and impact assessment and ultimately on the 
downstream utility of the information for decision-making. As with exposure, vul-
nerability is temporally and spatially varying, and identifying ways to express this 
for forward modelling is important. Terti et al. (2019) used a supervised machine 
learning technique to link historic impact observations of flash flood human losses 
with social exposure and vulnerability proxy data in order to predict the outbreak of 
impact (e.g. fatalities, injuries) within a flash flood or fast-evolving weather event. 
This type of approach relies on a large set of reliable and precise impact data which, 
when available, allows the critical interplay of flood water and human mobility to be 
accounted for at hourly time steps. Alternatively, rapid vulnerability assessment in 
the wake of humanitarian crises (WFP 2018) can support a better understanding of 
changing vulnerabilities, as can the use of earth observation data and, potentially, 
social media. Updates to the vulnerability and exposure then need to be pulled into 
the impact model so that it has the best representation of current conditions and 
enables a more accurate impact assessment. Approaches to do this effectively are 
still being developed for short-term, routinely run impact models, but such updates 
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are critical in instances where modellers are interested in capturing multi-hazards 
and long-chain impacts, and in fragile and conflict-affected regions.

Most physical science impact models focus on describing physical vulnerability 
(i.e. the potential for physical impact). This is because most of these models look to 
identify direct and tangible impacts. However, in cases where the cascade of impacts 
is important (e.g. social protection), other forms of vulnerability (economic, social, 
cultural/environmental, psychological) become important (see, e.g. Cutter et  al. 
2003, Babcicky & Seebauer 2021). For instance, in large cities, especially those 
growing rapidly in developing countries, migrants and poor people often create 
informal settlements in open areas that have not been developed because of high 
exposure to hazards such as flooding, landslides or land contamination. Without 
money they are likely to be poorly nourished, increasing their vulnerability to dis-
ease from flood water. Without power and communication, they will likely not 
receive any warning of an imminent flood, and in any case, they may not understand 
the language of the warning. Without transport, they may not be able to respond to 
the warning even if they receive it. These issues are not restricted to developing 
countries as highlighted by Wolshon (2006) who identifies the lack of transport of 
over 100,000 poorer people in New Orleans as the major failing of the evacuation 
when Hurricane Katrina hit in 2005.

As illustrated in the context of exposure data, where the hazard-impact relation-
ship is based purely on historical evidence, the predictive model needs to be con-
strained to behave sensibly when outside the range of historical data, and to 
incorporate any anticipated extension of historical trends (both in terms of possible 
hazard magnitudes and impacts). The probability distribution from the historical 
analysis needs to be combined with uncertainty information from the hazard predic-
tion and the results scrutinised in terms of the ability of the model to distinguish 
between occasions when action should and should not be taken, to see if they pro-
vide useful information for decision-making. As with any model, developing an 
impact model involves making choices and assumptions about the relevant path-
ways to impacts, the relevant aspects of vulnerability, the appropriate scale or level 
of detail or the value of some threshold or parameter. The impact model itself there-
fore adds to the overall uncertainty in the impact predictions, over and above the 
uncertainty in the hazard. Generally speaking, modelling uncertainty can be attrib-
uted to two main causes: (1) parameter uncertainty, arising from the impossibility to 
find exact parameter values due to lack of data, imperfect process understanding and 
the need to use approximations, and (2) structural uncertainty, related to how pro-
cesses are being represented, aspects that were omitted or computational limitations 
on, for example, resolution. Note there is also a residual element of unpredictability 
arising from inadequacies of the models, limitations to the validity and complete-
ness of our knowledge or simply inherent unpredictability in the process being mod-
elled. Techniques exist to explore, understand and quantify model uncertainty, for 
example, through global or one-at-a-time sensitivity analysis of the key parameter 
values, or by exploring alternative model structures. Impact forecasts should always 
be accompanied by estimates of their uncertainty so that the warning can be based 
on a realistic risk assessment.
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5.3  Capabilities of the Hazard Forecast

Chapter 6 will describe hazard prediction more broadly, but here we are concerned 
with understanding the ability of forecasts to capture those aspects of the hazard that 
are most relevant to its impact. The level of detail available in an operational warn-
ing system will depend on whether the hazard forecast is produced as part of a 
general portfolio of information or if it is a bespoke service. Accuracy depends on 
the quality of the underlying meteorological and environmental models and their 
ability to assimilate observations. Reliability requires a probabilistic approach, but 
also depends on effective feedback of verification to forecast improvement.

Prediction of impact requires relevant information about the hazard. In general, 
the restrictions on hazard data access are less than those on socio-economic data. 
However, while the analysis may show a strong relationship between hazard and 
impact, the specific predictors required may be much more difficult to access than 
standard weather variables. A simple example is lightning, which kills many people 
worldwide, but which is not generally predicted by weather models and for which 
forecasts tend to be very general. This is not helped by the fact that a lightning bolt 
can travel 10 km or more between cloud and ground.

Hazard forecast capabilities vary significantly among different hazards. The 
most damaging impacts are flood- and wind-related. For major river floods, the 
meteorological input may be predictable for a week or more ahead, and the travel 
time for the flood can add to this. However, details of the flood depth may be critical 
for impact and are dependent on highly uncertain knowledge of the river, including 
vegetation and sediment, and the state of repair of levées. While storm surges are 
often predictable days in advance, their inshore growth is extremely sensitive to the 
shape of the bathymetry, and thus to the track of storm winds. Flash floods are sensi-
tive to errors in both location and intensity of the causal rainstorms, while urban 
surface water flooding occurs on space scales too small for proper resolution in cur-
rent models. Wind hazard predictions have corresponding limitations due to the 
influence of topography and the built environment. Damage is often caused by gusts 
of a few seconds duration that are not directly predicted by models. The limitations 
of winter hazard forecasts are particularly associated with their sensitivity to the 
proximity of the freezing point, both at the surface, for frost, ice and the accumula-
tion of snow, and above the surface, for freezing rain and ice storms. Hazards asso-
ciated with severe convection, such as tornadoes and large hail, are inherently 
unpredictable given their small spatial and temporal scales, and the rapid develop-
ment of the parent storms. Wildfire growth and movement is sensitively dependent 
on the interaction of the local wind and topography. While temperature is generally 
a well-predicted variable, its detailed distribution around and within buildings is not 
currently predictable. The same is true for pollution, exacerbated by a lack of real- 
time knowledge of emissions.

This brief summary of the limitations of hazard forecasts emphasises the dangers 
of a mechanistic approach to taking hazard data and turning it into a deterministic 
impact prediction tool for use in a warning. However, for each of these hazards, 
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there is a degree of predictability present that enables a probabilistic approach to 
provide usable impact information. Since the hazard is only predictable in a proba-
bilistic sense and the impact is related to the hazard statistically, proper assessment 
of risk requires the appropriate combining of these sources of uncertainty. Whereas 
impact probabilities are based on statistics of historical association, time-dependent 
hazard probabilities should be obtained from ensemble prediction systems, when 
these are available. Careful analysis is required to ensure that the resulting risk 
assessment includes all relevant sources of uncertainty while avoiding double 
counting.

Lead times for accurate hazard predictions are important for warnings and vary 
widely according to the hazard. Prediction of the location of a tornado is only pos-
sible a few minutes ahead, whereas a major river flood may be predictable a week 
or more in advance. For very fast response, provision of impact forecasts fully auto-
matically from the hazard inputs can be very attractive. However, care must be taken 
with quality control of the hazard inputs. This should start with ensuring that spuri-
ous hazard values are not used – for instance due to spurious echoes from radar data 
in a precipitation nowcast. Empirically based impact models have a limited range of 
application, due to constraints with the training data, so outputs should not be used 
automatically for hazard values beyond or even near those limits. As discussed 
above, outputs should be probabilistic. Where a fully automated system is in use, 
outputs with large uncertainty or that exceed historical norms should automatically 
be flagged for inspection before issue.

For impact prediction, hazard forecasts need to be evaluated in user-relevant 
terms. This places demands on the availability of hazard observations, which will be 
addressed in more detail in Chap. 6. The examples above hint at some of the chal-
lenges in selecting an appropriate variable and range of values to include in any 
evaluation. Where the hazard is very local, the model may not be representative of 
the same area as the observation, requiring downscaling of the forecast or upscaling 
of the observation before a meaningful comparison can be made.

5.4  Bridging the Gap Between Impact Forecaster 
and Hazard Forecaster

A traditional epidemiologic, economic or engineering study is often undertaken as 
a one-off project by an academic or consultant using a conveniently accessible 
impact dataset. They obtain hazard and exposure data from the easiest (or cheapest) 
available source, then perform the detailed statistical analysis, draw conclusions, 
publish the results and move on to the next, potentially unrelated, study. Subsequent 
application to warnings may be undertaken, independently, by a public or private 
hazard forecasting organisation, which selects the most accessible published impact 
relationship for translation into a predictive tool. In this process, the initial epidemi-
ology suffers from a lack of understanding of the possibilities and limitations of 
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hazard science, while the warning application misrepresents the impact data and the 
limitations of the statistical analysis.

Development of effective operational impact warning services requires sustain-
able multidisciplinary partnerships to overcome these challenges. Each collaborator 
in the partnership builds awareness of data issues in partner disciplines leading to 
new best practices within and between collaborating partners.

Experience has shown that co-design of hazard/impact studies benefits from gov-
ernance structures, such as:

• Steering groups – responsible for ethics, sanctioned analysis techniques that will 
deliver statistical confidence and outputs suitable for operational use.

• Working groups – responsible for negotiating adjustment and supply of data and 
execution of analysis.

• Stakeholder reference groups – responsible for feedback on how analysis results 
can be deployed in operational impact warning environments.

Co-design between the groups ensures meteorological hazard data are structured 
to match exposure and vulnerability data structures, enabling statistical analysis to 
be executed within the ethical and procedural constraints of the impact sector (e.g. 
health or engineering sector) to produce outputs at the highest statistically signifi-
cant resolution possible to address user requirements.

5.4.1  Matching Data Needs

As we have seen, impact data are generally not openly available except in highly 
aggregated forms. This is true for engineering impacts, health impacts, infrastruc-
ture service impacts and business impacts. While data confidentiality is the primary 
barrier, there are also technical barriers arising from standards and formats, espe-
cially when the measured or observed quantity is highly specialist. Health practitio-
ners use standardised disease, illness and cause of death (impact) codes to categorise 
illness and disease, while codes of practice support quality control and enshrine 
ethical practices for sustainment of life and privacy. These approaches mean that the 
release of health data to external researchers can be slow, degrading the value of 
subsequent impact studies (as described in Sect. 5.2.2).

Hazard data are available from a bewildering variety of sources with different 
characteristics. High-quality in situ observations are sparse in space, while remotely 
sensed observations only indirectly capture the variable of interest. Models provide 
ideal datasets, but even reanalyses have inaccuracies and biases that may distort the 
analysis. Hazard models often generate gridded data which are more easily adapted 
to match less flexible health and social data constraints. Hazard modelling centres 
often only archive a small subset of output data. Since impact models require to be 
fitted to long time series, that can be a key determinant in what data are best to use – 
with corresponding constraints on the resulting prediction system. Early identifica-
tion of archive issues should be on the agenda for new partnerships, so that required 
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data can be retained. Care must be taken when impacts are dominated by small 
scales that corrections are made for altitude, shelter, proximity to water, etc. where 
necessary. The differences between these various data sources can significantly 
affect subsequent statistical analysis and must be consistent with the anticipated 
operational usage.

While national-scale impact modelling may be carried out by generalist statisti-
cal modellers and used for advice to governments or international organisations, 
detailed modelling for warnings at individual or community level requires the 
involvement of the data owner. Except where the impact is very direct, they may be 
sceptical of any link with the hazard, or of any value in identifying such a link. In 
such cases, establishing a mutually beneficial relationship is necessary before 
attempting any modelling.

Building successful impact models requires matching of hazard data and impact 
data: their temporal and spatial specificity and the variables and regimes of rele-
vance. Models are often built using thresholds, usually in the hazard, but often 
driven by the significant thresholds in the impacts. It is essential to determine the 
abilities of models to predict these thresholds before making use of the results. 
Threshold exceedance should always be predicted probabilistically, both for haz-
ards and for impacts. At the same time, some hazard prediction errors may be unim-
portant for the impact, and it may be possible to use a simpler, faster forecasting tool 
to produce the required information.

Impact modelling partnerships can produce results more suited to implementa-
tion of operational hazard-impact warning systems when partners co-design the 
hazard exposure/impact analysis research. Human health impact data custodians 
retain ethical management of experiment design and how the results are released. 
Social data custodians can equally address their data management requirements 
during the co-design phase. The ability to include social support, income, housing 
and census among similar data types is a very powerful determinant for health and 
economic outcomes. Similarly, physical spatial data allow the use of building stock 
age, quality, density and percentage of green areas for natural cooling as exposure 
controls for impact studies.

5.4.2  Evaluation

Model evaluation should be carried out in terms relevant to the end user and on 
independent data from those used in the historical analysis. For rare hazards, this 
may pose a challenge of achieving significance, especially if there are confidential-
ity constraints on use of the data, as in the health sphere. The development of effec-
tive partnerships can enable and enhance the robustness of evaluation techniques, 
while the sharing of such information can also enhance the partnership by providing 
a harmonisation of scientific understanding and focus direction. Impact model eval-
uation requires the verification of multiple components (e.g. hazard forecasts, expo-
sure, vulnerability, thresholds, impact and risk forecasts, warnings), and the decision 
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on appropriate metrics is therefore critical to obtain a complete picture of model 
performance. This is particularly important when statistical models are being used, 
as changes in verification metrics may indicate the need for recalibration, either of 
the hazard inputs or of the impact model itself. Both input and output verifications 
are important, and both make heavy demands on data. Input verification needs to be 
relevant to the thresholds of significance for the impact model. So, for instance, 
where a hazard severity index is the input, it may be that only performance in the 
upper 5% is relevant. Co-designing the appropriate ranges, metrics and methods for 
verification is an important part of the partnership. Verification of the impact outputs 
involves access to routine impact data, possibly requiring regular post-event surveys 
(e.g. as used by Taylor et al. 2019) or routine extraction and processing of social 
media (Spruce et al. 2021) and other data sources (e.g. as used by Robbins & Titley 
2018). The data acquisition methods should be standardised so that successive veri-
fication gives consistent results. This is by no means a straightforward process for 
impact data, particularly where data sources may be available intermittently, in non- 
direct formats and where classification of impacts (based on severity or type) 
depends on the aggregation of multiple sources. Careful consideration is needed in 
how data are classified and how this classification is processed for the purposes of 
evaluation. The nature of impact databases (often skewed towards larger-magnitude 
events), the style of classification or standardisation of the impact data and the time 
it takes to produce consistent and reproducible data may influence when evaluation 
and verification can take place, and partnerships need to be aware of this as it has 
implications for project longevity. It is important therefore that verification 
approaches are co-designed with end users, so that outputs are relevant to their 
needs and inform best use of the model, and with hazard modellers, so that sensitivi-
ties of the model can be assessed and guide improvements to the hazard prediction.

5.5  Examples of Partnership

Box 5.1 Joint Australian Tsunami Warning Centre (JATWC)
John Nairn

The Australian Tsunami Warning Service (http://www.bom.gov.au/tsunami/
about/jatwc.shtml) has been sustainably developed and delivered through the 
Joint Australian Tsunami Warning Centre (JATWC). Plate tectonic and seis-
mic monitoring skills within Geoscience Australia have been virtually cou-
pled with the Bureau of Meteorology’s ocean monitoring, modelling and 
continuous, non-stop message creation and dissemination systems. Curiously, 
JATWC’s greatest success has been the overwhelming number of ‘no threat’ 
warning messages issued to the Australian community, countering the 
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proliferation of warnings issued by numerous international warning centres. 
This service has very successfully curtailed inappropriate community reac-
tions to no-threat seismic events and built community confidence for very rare 
tsunami warnings.

The bridge between hazard and impact is built upon the foundations of the 
data paradigms that underpin each discipline. The hazard gap is not very large 
between two geophysical disciplines in the example of the JATWC, although 
it is very clear that the best way to build the service was deemed to be through 
a joint facility where trust is codified, operationally tested and refined.

Coastal inundation from a tsunami is a public health threat. Flooding can 
result in drownings, and risks from exposed electricity hazards and infection 
sources including raw sewage and contaminated food and water supplies. 
Infrequent and widely distributed events generate a wide range of data sources 
which usually require social science practitioners to locate and document the 
nature and scale of inundation impacts. The JATWC hazard partners require 
these data to verify warnings issued. The opportunity to evaluate the service 
is naturally limited by the infrequency of coastal inundation attributable to 
tsunamis. It is extremely hard to build trust where health communities are so 
infrequently exposed to warnings, although it might be argued that confidence 
may be growing through the issuance of ‘no-threat warnings’.

Box 5.2 JAM Partnership
Sarah Millington

JAM (Joint Agency Modelling) is a tool for UK national emergency response 
to an atmospheric radiological release anywhere in the world (Millington 
et al. 2019), initially developed in response to the radiological atmospheric 
release from the Fukushima Daiichi Nuclear Power Plant in 2011. A partner-
ship among the Office for Nuclear Regulation (ONR), Met Office, Public 
Health England, Environment Agency, Food Standards Agency, Scottish 
Environment Protection Agency, Northern Ireland Environment Agency, 
Food Standards Scotland and Natural Resources Wales provides an opera-
tional modelling system and delivery of agreed guidance using expertise and 
scientific software supported by training and routine tests. It is funded by UK 
government to provide input to the Scientific Advisory Group for Emergencies 
(SAGE) on the impacts of a radiological release from a nuclear facility. SAGE 
is a group of experts chaired by the Government Chief Scientific Advisor to 
deliver coordinated scientific advice to aid central government on forming the 
strategic emergency response.

(continued)
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The process begins with notification of an incident at a nuclear facility to the 
JAM partners. The next step requires a source term – information about what has 
and what might be released, how much, when and where. This is provided by the 
nuclear facility operator or, if unavailable, by ONR using an agreed fixed format 
pro forma. The source information is fed into the modelling system, with NWP 
data and receptor parameters (e.g. assumed age for the dose calculations: infant, 
10-year-old or adult). Several JAM partners have contributed to the modelling, 
but, for efficiency, all modelling is carried out at the Met Office.

At the heart is the Numerical Atmospheric-dispersion Modelling 
Environment (NAME), a Lagrangian particle-trajectory model used to model 
the atmospheric transport and dispersion of gases and particulates (Jones et al. 
2007). Emissions are simulated as computational particles, advected by the 
NWP three-dimensional wind field with turbulent dispersion simulated using 
random-walk methods. The particles evolve with time, e.g. to simulate radio-
active decay, dry and wet deposition. Time-integrated activity concentrations 
in air and in material deposited on the ground are estimated to provide health 
impact assessments.

A dose model provided by Public Health England calculates effective doses 
that are used to show potential areas where authorities should take action, such 
as sheltering indoors. The Food Standards Agency provides deposited values of 
radionuclides that would result in exceeding European standards for cow’s milk 
and leafy green vegetables; these are compared with the estimated deposited 
values to indicate areas where restrictions should be considered. The Environment 
Agency applies a similar approach to indicate the geographical area of potential 
impact on surface water abstraction for drinking water.

Partners scrutinise model outputs and form a consensus brief for SAGE by 
teleconference, incorporating health impacts, food impacts, surface water 
impacts and uncertainties in the modelling. SAGE and government agencies use 
the brief with other scientific information to form guidance for those leading the 
national emergency response, typically led by a senior government minister. 
Updates to source terms and NWP data or questions from SAGE would initiate 
further cycles of the JAM process for as long as required (Fig. 5.3).

Fig. 5.3 Display of potential areas for protective health actions: (a) evacuation area, (b) 
sheltering area (c) distribution area for stable iodine in a fictional case based on the Chernobyl 
release using km-scale regional NWP data. (© Crown Copyright 2021, Met Office)
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Box 5.3 Australian Heat-Health Partnership
John Nairn

Extreme heat is best understood as the accumulation of heat from persistent 
high temperatures. Unfortunately, media demands for simple headlines have 
focused on maximum temperature as the single determinant of heatwave 
severity. The minimum temperature is more important. As a result, heat- 
impacted sectors of the community have little credible experience of the 
impact of extreme heat. This is further confounded by the inconsistent inclu-
sion of humidity, which is applied inconsistently and has been unnecessary 
for the development of response interventions as has been shown in Australia’s 
heatwave service.

The Bureau of Meteorology’s national heatwave service is based upon a 
location-based percentile treatment of 3-day average maximum and minimum 
temperatures (excess heat factor, EHF; Nairn and Fawcett 2014). This heat-
wave severity classification index determines the presence of low-intensity, 
severe or extreme heatwaves for each 3-day period. Several epidemiological 
studies have determined that rising EHF is a generally good determinant of 
escalating heatwave impacts across Australia. It would be highly misleading 
to suggest this arose from execution of a well-planned health and meteoro-
logical collaboration. Development of the EHF provided new insight into the 
physical nature of heatwaves and how they have changed within the climate 
record, past and projected (Nairn & Fawcett 2013). Public Health researchers 
found EHF attractive and invited collaboration with the author, leading to 
publication of a sequence of Public Health research articles demonstrating the 
efficacy of EHF.  International support for an Australian heatwave service 
model was investigated with the support of a Churchill Trust Fellowship, 
which then led to the launch of the Bureau’s pilot heatwave service in January 
2014. This service was launched with the assistance of a heatwave stakeholder 
reference group, recruiting health and emergency service agency participation 
from across the nation. Pre- and post-season meetings shared performance 
data and gathered suggestions for how the service could improve.

Epidemiological studies have shown that EHF is an effective predictor of 
heatwave impact (Scalley et al. 2015, Jegosarthy et al. 2017, Williams et al. 
2018). It has also been shown to be effective across climate (Perkins et al. 
2012, Nairn & Fawcett 2017), multi-day (Nairn et al. 2018), multi-week fore-
casts (Hudson & Marshall 2016) and CMIP projection timescales (Wang et al. 
2018). Deeper collaboration is required with health institutions to develop 
rapid verification of heatwave impact if the community is to build confidence 
in extreme heat warnings. Australia is still growing effective multi-agency 
partnerships, with significant progress undertaken through the recent (2020) 
completion of the Reducing Illness and Lives Lost from Heatwaves (RILLH) 
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5.6  Summary

• Data are fundamental to all impact forecasting. High-quality data are typically 
only available through partnership with data owners. Mapping data are required 
for exposure, socio-economic data for vulnerability and health, economic and 
service data for the impacts themselves. Data need to be accurate and consistent, 
requiring that they are collected, processed and updated to defined standards.

• Relevant impacts differ between end users. Whereas the public are interested in 
impacts on individuals, government, businesses and humanitarian organisations 
may be more interested in aggregate impacts. The methods and the data need to 
be selected according to the application.

• Hazards produce both tangible and intangible impacts, cascading from direct 
impacts to several levels of indirect impacts. They may be categorised into 
human, financial and service impacts, each of which can be translated to a finan-
cial value. When comparing financial impacts, it can be helpful to normalise 
according to household income, business turnover or country GDP.

• Impacts can be forecast by modelling failure processes or by fitting statistical 
models to historical data. Selecting the appropriate model requires an under-
standing of the information required by the end user as well as consideration of 
the available data.

• Hazard forecasts need to be carefully processed for use in impact models with 
any biases removed. They should also be probabilistic – with unbiased probabili-
ties. For many applications they may need to be site-specific.

• To avoid the pitfalls in impact forecasting, it is essential that the provider of the 
hazard information and the impact model developer work closely together. Their 
understanding of the end user’s problem will be very different, so prior to model 
development, it is essential that these differences are shared openly and the 
approach to be adopted is mutually agreed.

• Once a model is in use, it is important that the information user (e.g. the warner 
or emergency manager) has access to the expertise behind the model in order to 
query performance in critical situations. Ideally the relationship should be long 
term so that updates can be incorporated to use recent data or improved modelling.

project. The Bureau of Meteorology led this collaboration of the Australian 
Bureau of Statistics (ABS), Department of Health (DOH) and Geoscience 
Australia (GA) to develop individual, suburban, city and regional heatwave 
vulnerabilities across Australia at regional, city and neighbourhood scales. 
Further work is required to understand how the results can inform behavioural 
recommendations for impact-based warnings that are sensitive to location.
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Abstract Achieving consistency in the prediction of the atmosphere and related envi-
ronmental hazards requires careful design of forecasting systems. In this chapter, we 
identify the benefits of seamless approaches to hazard prediction and the challenges of 
achieving them in a multi-institution situation. We see that different modelling struc-
tures are adopted in different disciplines and that these often relate to the user require-
ments for those hazards. We then explore the abilities of weather prediction to meet the 
requirements of these different disciplines. We find that differences in requirement and 
language can be major challenges to seamless data processing and look at some ways 
in which these can be resolved. We conclude with examples of partnerships in flood 
forecasting in the UK and wildfire forecasting in Australia.

Keywords Ocean · Flood · Hydrology · Fire · Heat · Cold · Winter · Seamless · 
Coupled model · Forecaster · Evaluation

6.1  Introduction

There are many weather-related hazards, of which only a few occur in the atmo-
sphere itself. Others arise from the interaction of the atmosphere with other compo-
nents of the natural environment, including oceans, rivers and the land surface. In 
this chapter, we show that:

• A wide variety of environmental hazards result from the weather
• Hazards are predicted using process models or statistical models, which may be 

coupled with or integrated into NWP models
• Some weather systems give rise to multiple hazards, which must be predicted 

consistently
• Hazard forecasting methods and terminology have evolved separately to meet 

the needs of science and users, sometimes in very different ways from those used 
in weather forecasting

• When linking hazard models to NWP models, care must be taken that variables 
represent the same things in each model, that space and timescales match and 
that biases have been removed

• Observations of hazards are fundamental to understanding and for verification 
but are not widely available or easily accessible

• Successful partnerships come from a shared understanding of the different meth-
ods and viewpoints of the different hazard sciences and the agreement of shared 
objectives

G. Boyce 
Flood Forecasting Centre, Exeter, UK

M. Peace 
Bureau of Meteorology and Bushfire and Natural Hazards Cooperative Research Centre, 
Melbourne, Australia
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151

6.2  Hazard Forecasting

In this section, we look at a variety of weather-related hazards for which forecasts 
might be needed. We start with a brief section covering some general issues in haz-
ard forecasting: model building, availability of observations, consistency, timeliness 
and interfaces between models. Then, we look in turn at river flood, coastal marine 
hazards, surface water flood, wet landslide, winds in cyclones, orographic wind-
storm, severe convective storm, wildfire, extreme heat, air pollution, fog and winter 
weather. Table 6.1 provides an overview of aspects of forecasting in each area. We 
conclude with a consideration of multi-hazard forecasting and evaluation of hazard 
forecasts.

6.2.1  General Aspects of Hazard Prediction

Prediction of hydrometeorological hazards starts by identifying states of the envi-
ronment that cause significant socio-economic impact. Observation and prediction 
of these states are the basis of monitoring and warning. While observations of the 
atmosphere are widely available, observations of land surface conditions, the oceans 
and atmospheric pollution are much sparser and more difficult to access. 
Observations of extreme conditions are especially rare. Process models are often 
developed and calibrated using data from field experiments, but these rarely include 
extremes. Remote sensing offers high spatial and temporal resolution and can cap-
ture these rare events, but with less detail and lower accuracy. Future improvements 
in hazard prediction, particularly using data-driven techniques, require clearer defi-
nition of the required hazard variables, development of sensing methods, reporting 
to agreed standards, open exchange and accessible archives (Fig. 6.1).

From observations, a description of the physical processes involved in creating 
the hazardous states is developed, aimed at generating a mathematical model. 
Process models embody our understanding of how the hazard develops and can 
allow for complex interactions of multiple forcings. They may be used directly for 
prediction or may be used as simulators to generate data for use in training statisti-
cal models. When used for prediction, outputs often require further post-processing 
and transformation for them to be useful in warnings, including calibration to 
remove biases, downscaling to specific locations and translation into variables that 
relate to socio-economic impact.

Where the processes are not fully known or are too complex or uncertain to 
model, the process-based description is complemented or replaced by a statistical or 
empirical model derived from past or simulated data. Ranging from simple linear 
regression to convolutional neural networks operating in a deep learning frame-
work, these techniques bypass the need to model the processes. They are unbiased, 
by design, and may be tuned for individual locations or areas. Statistical models 
require a large training dataset spanning the observed space of the predictand and an 
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Table 6.1 Contributing weather variables, methods of prediction and ancillary data inputs for a 
selection of hazards

Hazard Primary weather inputs Forecasting approach Other inputs

Riverine/fluvial 
flood

Rainfall time/space 
distribution in river basin
Soil moisture distribution
Snowmelt distribution

Rainfall-runoff model
Hydrodynamic model

River topography
Soil hydraulic 
properties
Dams, weirs, etc.
Height and condition 
of riverbanks/leveés
Status of vegetation 
and sediment in river

Surface water/
pluvial flood

Rainfall rate Inundation model
Drainage model

Surface topography
Drain topography
Drain condition

Coastal flood Pressure and wind space/
time distribution in ocean 
basin

2-D or 3-D ocean model
Surface wave model

Ocean bathymetry
Height and condition 
of coastal protection
Tides and currents
Beach sediment status

Extreme wind 
(gust)

Wind speed and direction
Boundary layer stability

Empirical Local shelter, 
funnelling, etc.

Fire weather Rainfall accumulation
Wind speed and direction
Temperature
Soil moisture

Empirical index Vegetation type and 
moisture

Fire spread Wind speed and direction
Humidity

Coupled fire model Vegetation type and 
moisture

Extreme heat Temperature
Radiation
Wind
Humidity

Indices based on 
percentiles or 
physiological models

Building topography
Artificial heat
Air conditioning 
usage
Thermal properties of 
building materials

Surface ice and 
frost

Surface temperature
Humidity

Road surface model Road structure
Sky view
Road treatment

Ice accumulation Temperature
Humidity
Precipitation rate
Wind speed

Ice accumulation model Thermal properties of 
base object

Snow Snow accumulation
Snow rate
Temperature
Wind speed and direction
Ground temperature

Shelter obstacles
Surface 
characteristics
Road treatment

Poor visibility Stability
Humidity
Precipitation rate and 
type

Empirical Water sources
Aerosol sources

(continued)
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independent testing dataset for evaluation. Some methods, such as decision trees, 
Bayesian networks and fuzzy logic, include human reasoning in the design of the 
model, while data-driven approaches such as machine learning (ML) allow the 
model to be determined by the relationship between input and output data with only 
general guidance on model structure. ML is rapidly gaining use in hazard predic-
tion, facilitated by open-source code libraries and fast access to data from multiple 
sources (e.g. Lagerquist et al. 2020).

The credibility and usefulness of hazard forecasts are dependent on consis-
tency – in time and space – between variables and between products. A flood fore-
cast for a different catchment from the rain forecast and an ice forecast for earlier 
than the corresponding fall in temperature are inconsistencies that could undermine 
credibility. While a single forecaster is unlikely to make mistakes of this sort, prod-
ucts issued from different locations on different schedules and with different spatial/
temporal resolutions can easily fall into these traps. On the other hand, some appar-
ent inconsistencies are real. In this case, they need to be justified, e.g. a river flood 
occurring days after the rain. Inconsistency between experts is inevitable but must 
be resolved before a warning is issued, so as to avoid confusion, e.g. if the 

Table 6.1 (continued)

Hazard Primary weather inputs Forecasting approach Other inputs

Air pollution Stability
Wind speed and direction

Dispersion model
Atmospheric chemistry 
model

Pollution sources

Landslide Rainfall accumulation
Rainfall rate

Empirical model Rock/soil structure
Recent soil movement
Soil moisture

Fig. 6.1 Selection of commonly applied process-based hazard prediction models and some of the 
linkages between the processes involved. (© Crown Copyright 2021, Met Office)
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meteorological forecaster says there will be flooding but the hydrological forecaster 
says there will not.

Time is critical for warning and response. Most hazard forecasting methods must 
wait for weather forecast inputs. Minimising this delay is important  – but poor- 
quality inputs will produce misleading warnings however quickly they are avail-
able. Frequent rapid updates can be helpful if skill improves with each update, and 
fast post-processing for multiple output locations and requirements is an advantage. 
For some hazards, such as tornadoes or flash floods, minutes of lead time can be 
critical, but a misleading forecast is worse than none, so warnings should only be 
issued or changed when consistent guidance is available – from observations, mul-
tiple forecasts and ensembles.

The interfaces between process models can be sources of error. This is particu-
larly the case where biases can accumulate. For instance, a small temperature error 
of say 0.5  °C may be ignored by the meteorologist as being unimportant, but a 
persistent bias of 0.5 °C in the evaporation calculations of a soil moisture deficit 
model can grossly distort flood and drought calculations.

6.2.2  River Flood

Floods are the most frequent type of natural hazard associated with disasters and 
affect more people than all other types combined (55% of the global total from 1994 
to 2013, CRED 2015). When heavy rainfall falls on the ground, some will infiltrate. 
The excess may directly inundate the land surface or drain into streams and rivers 
that then swell beyond their banks. When heavy rainfall infiltrates pervious rock 
strata, it may also create excess groundwater, resurfacing in distant locations to 
cause flooding. Flooding may also result from melting of snow: seasonally in snow- 
dominated landscapes or episodically, such as in rain-on-snow events (Fig. 6.2).

The speed of the flood wave down a river depends on the steepness of the catch-
ment and on the magnitude of the flood. Large floods can be faster or slower, 
depending on the cross-section profile of the channel and the friction of the water 
passing over different materials in the riverbed. When the river overflows its banks, 
flooding spreads across adjacent low-lying areas. In the flattest regions of some 
continents, floods may spread thousands of square kilometres and persist for weeks 
(Sajjad et al. 2019).

Natural systems interact with human systems throughout the landscape (Sene 
2008). Built environments are often made of impervious materials that prevent infil-
tration, resulting in increased runoff which is then channelled through canals and 
pipes. Gates and leveés are used to control the path of the flood, and reservoirs may 
allocate space for flood control, while in exceptional circumstances, dam failures 
can exacerbate floods. Deforestation and wildfire also affect the balance between 
runoff, evapotranspiration and infiltration.

Five primary modelling challenges for flood forecasters (Pagano et  al. 2014; 
Adams and Pagano 2016) are:
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 (a) Estimating antecedent conditions of the catchment/watershed, often through 
accounting of historical precipitation

 (b) Predicting future precipitation, often using Numerical Weather Prediction models
 (c) Partitioning precipitation into runoff and infiltration
 (d) Tracking the flood wave as it travels downstream across the landscape
 (e) Relating the river flow to river depth and/or extent at key sites of interest

The simplest approach for large rivers has been to observe the river flow (or level) 
at upstream locations and then to relate these, statistically, to the later observed flow 
or level at the location of concern. Given adequate observations, this approach can 
provide accurate flood forecasts. However, it can only be applied to measured loca-
tions and requires that the upstream-downstream relationship is recalibrated 
frequently.

For the upper reaches and rapidly responding rivers, rainfall-runoff models relate 
the river flow to the rainfall in the catchment or watershed with simple representa-
tions of rainfall infiltration and evapotranspiration of soil moisture. Traditionally, 
such models have been basic, representing the system as a collection of “leaky 
buckets” (e.g. Perrin et al. 2003), with parameters tuned to get a good fit between 
historical simulations and observations of river flow (Duan et al. 1993). The spatial 
dimension can be represented in one of three ways (Khakbaz et al. 2012): the catch-
ment may be lumped, where a single time series of catchment average rainfall forces 
the model; it may be semi-distributed, with the landscape represented by irregularly 
shaped but hydrologically homogeneous areas; or it may be distributed, with the 
landscape represented by a regular grid (like Numerical Weather Prediction mod-
els). In the latter two cases, runoff is aggregated to the catchment outlet using 

Fig. 6.2 Processes involved in modelling terrestrial flooding. (© Crown Copyright 2021, 
Met Office)
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routing methods. Traditionally, both runoff and routing components have required 
tuning (Duan et al. 1993; Overton 1966).

For the lower reaches of rivers, the shape of the channel and its surroundings, the 
composition of the channel bed and vegetation are important characteristics, requir-
ing the application of hydraulic models. These have historically represented the 
river as a series of segments, with a cross-section shape and bed friction that vary 
along its length.

Where appropriate, flood forecasters also make use of water operations models 
(e.g. Klipsch and Hurst 2007), which simulate the filling and spilling of reservoirs, 
many of which operate to fixed rules, sometimes set by laws or treaties.

Current research is moving towards the application of three-dimensional gridded 
models that use process-based descriptions of the flow of water, integrating runoff, 
river flow and inundation (e.g. Yamazaki et  al. 2011), with some also including 
subsurface hydrogeological flows. Satellite measurements of flood inundation are 
used to calibrate, update and verify these models (Wu et al. 2014). These approaches 
facilitate extended models covering whole countries, and outputs from global flood 
models (e.g. the ECMWF GLOFAS model, Alfieri et al. 2013) are now freely avail-
able to flood warning authorities.

6.2.3  Coastal Marine Hazards

Coastal erosion and flooding are hazards that affect many major cities. They may 
result from local wind-driven ocean waves, remotely generated swell waves or 
storm surges (storm tides) (Fig. 6.3). Here, we do not consider tsunamis, which are 
geologically initiated. The energy in storm waves can destroy coastal flood defences, 
both natural and man-made, while the combined elevation of storm tide and storm 
waves can project large amounts of water over remaining defences, inundating the 
land behind. The destruction of coastal defences may allow further flooding from 
subsequent regular high tides if no action is taken to repair the damage.

In situ observations of ocean waves are made by ships and buoys – the latter 
moored to fixed locations. Basic measurements are the average wave height (usually 
of the one third highest waves) and the average time between waves. Modern buoys 
can analyse the wave structure into a frequency and direction spectrum. Storm 
surges are measured by tide gauges after removal of the astronomical tide. In both 
cases, the measurements are very sparse compared to the variability of the phenom-
ena being measured. Satellites are also able to provide information on waves and 
tides, but there are considerable challenges in using it.

The main meteorological inputs are the distribution of wind and pressure across 
upstream ocean areas, but accurate flood prediction also depends on knowledge of 
detailed bathymetry, especially near the shore, and of the coastal defences, whether 
natural or engineered.

Simple deep-water ocean wave predictions can be obtained using statistical rela-
tionships of wave height and wavelength/wave period to local wind speed and the 
duration and/or fetch of ocean that it is blowing over. Outside the influence of a 
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storm, swell waves propagate along great circles with little loss of energy until they 
reach shallow water.

Current best practice forecasts use third-generation ocean wave models (Komen 
et  al. 1994), which incorporate energy transfers between different wavelengths. 
While the processes that transfer  energy from wind to waves are broadly under-
stood, the details are too complex for wave prediction models which, instead, rely 
on simplified relationships between mean wind at a defined height and the spectrum 
of wave energy. Wave breaking is also represented in a simplified way. The most 
advanced of these models represent the influences of ocean currents and of refrac-
tion and diffraction in shallow water (Booij et al. 1999).

Storm surges (storm tides) are generated by low pressure and wind acting on the 
ocean, producing a large-scale wave. When this propagates into shallow water, its 
height is magnified, producing an enhanced high tide which can overtop coastal 
defences producing serious flooding (Pugh and Woodworth 2014). In some loca-
tions, storm surges propagate along the coast, and simple predictions can then be 
obtained by upstream observation, using statistical relationships between surge 
heights at different locations, derived either from observations or from modelling. 
Simple predictions may also be obtained from statistical relationships between prior 
pressure and wind speed/direction patterns in specific areas of the ocean and 
observed surges. However, such relationships have limited application, and current 
best practice is to use a vertically integrated 2-D ocean model (Flather 2000). Since 
the surge and the astronomical tide interact, it is important that the ocean model 
reproduces the astronomical tides. Inshore amplification of the surge is sensitive to 
small-scale bathymetry, so requires a high-resolution local model.

Having computed mean water depth using the surge model and wave height 
using the wave model, whether offshore or using an inshore model, the estimation 

Fig. 6.3 Processes involved in modelling coastal flood hazards. (© Crown Copyright 2021, 
Met Office)
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of erosion and of water volumes overtopping defences must usually be carried out 
statistically – either based on historical data or using offline models tuned to specific 
locations. Choice of forecast location is important, and usually, the location that 
local knowledge indicates is the first to overtop. Once a predicted overtopping vol-
ume has been forecast, flood extent and depth can be modelled in the same way as 
for a river breach.

Current research is leading towards the use of 3-D ocean models for surge fore-
casting and their integration with ocean wave and NWP models (Cavaleri et  al. 
2018). The benefits include a better energy budget and consistency, especially for 
wave-current interactions. The use of variable inshore resolution will enable 
improved representation of inshore processes, potentially requiring inclusion of 
time-varying water extent due to both tide and surge.

Major challenges remain, particularly in modelling inshore processes, including 
seabed and beach sediment transport during storms (e.g. Carniel et  al. 2011). 
Detailed modelling of the interaction of waves with coastal defences remains pos-
sible only for simple geometries, while the regular observations needed to estimate 
failure likelihood are simply not available, particularly for natural defences. It there-
fore seems likely that the final step of computing defence failure and overtopping 
volume will continue to be based on statistical relationships for the foresee-
able future.

Other coastal hazards for which warnings may be required include dangers to 
bathers from rip tides/currents and the growth of potentially toxic algal blooms (red 
tides). Prediction of algal blooms requires a much wider interaction of ocean, land 
and atmospheric processes, with temperature, nutrient runoff and biological pro-
cesses as key components (Pettersson and Pozdnyakov 2012; Zohdi and 
Abbaspour 2019).

6.2.4  Surface Water Flood

Whereas a flood wave in a river can be tracked downstream, the prediction of flood-
ing from intense rain that has yet to enter a watercourse or that overflows from 
drains, ditches and other minor watercourses is much more challenging, requiring 
detailed knowledge of the rainfall intensity distribution. Once the water is on the 
ground, predicting its movement requires an extremely high-resolution representa-
tion of the surface and how it might change as the flowing water picks up, transports 
and deposits material or erodes new channels. Predictions must also account for 
absorption of water into the ground, requiring knowledge of soil moisture for natu-
ral surfaces and drainage capacity in urban areas (Bach et al. 2014).

Simple approaches to surface water flood prediction rely on statistical analysis of 
thresholds in rainfall depth and duration beyond which flooding is observed to occur 
in particular locations. When using these, the rainfall amount should be adjusted for 
absorption into the ground, to give an “effective rainfall” threshold for flood occur-
rence. More sophisticated approaches have been developed and may be suitable for 
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specific applications (Shaw et  al. 2011). For small rural and upland catchments, 
rainfall-runoff models can be used to route water into minor watercourses for flash 
flood prediction. For urban areas, hydrodynamic models of various complexities 
can be used to model surface and/or subsurface drainage networks (Bach et  al. 
2014). More generally, distributed inundation models are now available with the 
capability to use gridded rainfall time series as input and to model the flow of water 
across the land surface and in water courses (Bates et al. 2004). These approaches 
are all highly sensitive to the land surface specification, with metre-scale horizontal 
resolution and centimetre-scale vertical accuracy necessary in urban areas. Given 
the limited predictability of intense local rainfall, and the consequent need for 
speed, approaches using pre-computed flood scenarios are being adopted as an 
alternative to real-time computation (Aldridge et al. 2020; Birch et al. 2021).

In the future, real-time computation will be coupled with real-time updating of 
flow paths in critical urban areas.

6.2.5  Wet Landslide

The spatial distribution of landslides in an area reflects variations in the underlying 
geological, geomorphological and hydrological conditions. Landslides can be trig-
gered by intense rainfall, snowmelt and ground vibration such as earthquakes or 
human-induced changes in stress conditions, e.g. road construction and quarrying. 
Landslide inventories provide an overview of the extent of landsliding in an area, 
spatially and temporally, and can include valuable information on the types of pro-
cesses occurring. Inventories can be populated using direct mapping, either on the 
ground or using remote sensing, or by accessing archive material and harvesting 
social media data and news reports.

Rainfall is one of the most common triggers of landsliding with global fatalities 
focused in south, southeast and eastern Asia linked to the summer monsoon, 
typhoons and La Niña events (Froude and Petley 2018; Petley 2009). The impact of 
these landslides, not restricted to loss of life, is wide-ranging, and many communi-
ties are affected by loss of livelihoods and damage to transport links and 
infrastructure.

Landslide type is strongly influenced by the intensity, frequency and duration of 
the rainfall as well as by antecedent conditions. Large, deeper-seated failures 
respond more slowly to hydrological changes, while shallow slides and debris flows 
are most commonly triggered by short-duration, high-intensity rainfall events 
(Martelloni et al. 2012). Shallow landslides, the subject of most early warning sys-
tems, can be extremely rapid and destructive. They commonly occur due to the 
rapid infiltration of rainfall leading to a rise in pore water pressures and shear failure 
or due to sediment entrainment in surface water runoff (Baum et al. 2010; Godt and 
Coe 2007; Wieczorek 1996) (Fig. 6.4).

Landslides are forecast at scales ranging from national to slope scale. At slope 
scale, monitoring of deformation alongside hydrogeological and meteorological 
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parameters can be used to produce slope-scale thresholds related to rates of defor-
mation and changes in groundwater level, as well as highlight precursors to failure 
including the build-up of destabilising groundwater pressures.

At the regional to local scale, landslide forecasting is commonly carried out 
through the estimation of rainfall thresholds that lead to failure. Empirically derived 
thresholds are widely used, based on statistical analysis of the local historical rain-
fall record alongside a detailed, dated inventory of landslides (Caine 1980; Guzzetti 
et al. 2008; Brunetti et al. 2010). The most widely used rainfall variables are cumu-
lated event rainfall-duration, intensity-duration or antecedent rainfall. Rainfall data 
are mostly obtained from rain gauges but also from radar and satellite. The quality 
and reliability of the threshold depend on the rainfall data quality, network density, 
temporal resolution (hourly, daily or coarser) and accuracy as well as on the land-
slide record (Gariano et al. 2020; Nikolopoulos et al. 2015).

Antecedent conditions may be incorporated by setting hydrological rather than 
rainfall thresholds (Reichenbach et al. 1998). The Norwegian Water Resources and 
Energy Directorate (NVE) has developed a forecasting system for rainfall- and 
snowmelt-induced landslides which combines real-time data (discharge, groundwa-
ter levels, soil water content) with modelled hydrometeorological conditions (Krøgli 
et al. 2018).

Physically based models which couple slope stability and hydrological models, 
to produce a spatial and temporal forecast of landsliding, have also been developed, 

Fig. 6.4 Processes involved in modelling landslide hazards. (© Crown Copyright 2021, Met 
Office with input from BGS © UKRI 2021)
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most commonly at a slope or catchment scale (Montgomery and Dietrich 1994; 
Baum et al. 2002; Salvatici et al. 2018; Guzzetti et al. 2020). However, this approach 
requires significant amounts of geotechnical, mechanical and hydrological data.

6.2.6  Extreme Winds in Cyclones

Damaging winds are associated with both tropical and extra-tropical cyclones. 
These travelling storms typically form or intensify over oceans, which provide their 
main energy source, but may then move over land.

Tropical cyclones gain their energy primarily from the condensation of water 
vapour, evaporated from tropical seas, as it is lifted in the updraughts of storm 
clouds. They are associated with the most destructive winds which may reach 
speeds up to 300 km/h in the eyewall, a ring of intense precipitation and high winds 
wrapped around the centre of circulation. Strong winds and tornadoes can also 
occur far from the centre of the storm, associated with spiral bands of heavy rain and 
thunderstorms. Forecasts and warnings of winds are generally based on surface 
observations (including ships and buoys), Doppler radar (when in range), satellite 
data (both imagery and scatterometer winds) and aircraft reconnaissance (where 
available) and using model outputs from statistical models, statistical-dynamic 
models and NWP models (Cangialosi et al. 2020). For the nowcasting of tropical 
cyclone impacts, observations of tropical cyclone structure, track and intensity are 
crucial (Leroux et  al. 2018), with satellite and aircraft reconnaissance flights in 
particular providing timely information on changes to the locations and intensity of 
the strongest winds, e.g. changes in the eyewall structure.

There has been a large improvement in tropical cyclone track prediction by NWP 
models, but it has proved more challenging until recently to improve intensity fore-
casts (Yamaguchi et al. 2017). However, both regional higher-resolution models and 
global NWP models are now providing useful guidance, although the forecasting of 
rapid intensification remains challenging (Short and Petch 2018; Magnusson et al. 
2019; Knaff et al. 2020). Satellites provide critical observations of the storm’s initial 
conditions, together with information on the wider environment affecting its evolu-
tion. Predictions from a variety of NWP models are widely shared and synthesised 
into the official advisories issued for each ocean basin.

Improvements to model physics and dynamics are required, along with represen-
tation of model uncertainties, to reliably simulate the possible developments. There 
is also great potential to improve the use of ensemble-based uncertainty information 
in tropical cyclone forecasts and warnings (Titley et  al. 2019). Improvements in 
model resolution, in atmosphere-ocean coupling and in the representation of 
momentum exchange at the sea surface should lead to further improvements in 
intensity prediction.

Extra-tropical cyclones acquire their energy from the temperature gradient 
between tropics and poles, supplemented by the release of latent heat of condensa-
tion of water vapour as it cools. These storms cover a much larger area than tropical 
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cyclones, so it is particularly important to identify which areas will be subject to 
damaging winds. NWP models are generally very accurate at predicting the inten-
sity and track of such cyclones, but it is only in recent years that details of the wind 
structure, such as the sting jet (Clark and Gray 2018), have been adequately cap-
tured. Damaging winds associated with embedded convection, in urban areas, and 
in areas of complex topography, are generally predicted using empirical rules and 
forecaster experience, though very-high-resolution models are showing some prom-
ise at direct prediction.

6.2.7  Orographic Windstorms

Damaging winds can occur when the wind blows across a mountain range and the 
upper air temperature structure creates a barrier to upward motion, resulting in 
either large amplitude atmospheric waves or a hydraulic jump (Whiteman 2000). 
Such windstorms have a variety of names around the world (Fig. 6.5).

Traditional forecasting approaches use analysis of observed wind direction and 
vertical temperature soundings to identify conditions favourable for storm develop-
ment. NWP models provide good guidance in many cases, but the requirements for 
vertical resolution of the temperature structure and horizontal resolution of the 
mountains make accurate predictions of the marginal conditions for onset and ces-
sation difficult, so the forecaster often uses a combination of methods to refine the 
timing and intensity of the storm. Improvements to NWP resolution will continue to 
improve the skill of predictions, many of which are freely available from global and 
regional NWP centres.

Fig. 6.5 Processes involved in modelling orographic windstorms. (© Crown Copyright 2021, 
Met Office)
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6.2.8  Extreme Winds, Lightning and Hail in Severe 
Convective Storms

Hazards associated with severe convective storms include intense rainfall, damag-
ing straight-line winds and tornadoes, large hail and lightning. Vertical motion in 
convective clouds is fuelled by the release of latent heat of condensation, producing 
a deep cloud composed of water at lower levels and ice higher up (Yau and Rogers 
1996), characterised by severe turbulence and icing. Most of the damaging winds 
are a result of outflow generated by thunderstorm downdrafts or tornadoes (Church 
et al. 1993). Hail and lightning result from the processes of freezing and melting of 
raindrops (Mason and Mason 2003) (Fig. 6.6).

Forecasters monitor Doppler radar scans for indicators of severe wind or hail, 
other remote sensing tools such as satellite and lightning networks and/or spotter 
input. They also look for indices in the storm environment such as convective avail-
able potential energy, convective inhibition or helicity that are statistically related to 
the occurrence of severe thunderstorm phenomena.

Convective-scale NWP models provide useful guidance in issuing warnings of 
extreme wind, lightning and hail threat. Part of the challenge is the accurate analysis 
of storms and their surrounding environment in the initial conditions, for which the 
assimilation of radar and satellite data is essential. The rapid growth of uncertainty 
in these forecasts requires the use of ensemble systems to generate probabilistic 
forecasts (Wheatley et al. 2015). As resolution, data assimilation and ensemble pre-
diction improve at these convection-permitting scales, the contribution of NWP to 
forecasting these hazards will become dominant.

Fig. 6.6 Processes involved in modelling convectively generated severe weather. (© Crown 
Copyright 2021, Met Office)
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6.2.9  Wildfires

Predicting wildfire is becoming increasingly important with climate change and the 
move of people into peri-urban spaces (NAS 2020; Ubeda and Sarricolea 2016) (Fig. 
6.7). The primary meteorological inputs for wildfire prediction are temperature, 
wind speed and direction, relative humidity, lightning and precipitation, including 
antecedent precipitation which affects fuel moisture. Environmental inputs include 
vegetation type, fuel load and moisture content. The recent burn history of an area 
has a strong influence on the vegetation available to be burned. Topography influ-
ences fire spread through meteorological effects such as wind channelling, bound-
ary layer structure and rain enhancement/shadow. Large, intense fires can modify 
the surrounding meteorological environment, which may lead to unpredictable and 
dangerous fire behaviour. The passage of a cold front, accompanied by a substantial 
shift in wind direction, can turn a head fire into a much broader flank fire with a 
much longer fire front. A significant uncertainty in wildfire prediction is ignition, 
which is often caused naturally by lighting but can also be caused by inadvertent or 
deliberate human activity.

Fire weather prediction occurs on multiple timescales. Coupled modelling at 
seasonal and multi-week timescales gives outlooks for anomalous fire weather con-
ditions based on indices that combine multiple weather and environmental variables 
(e.g. Bedia et al. 2018; Dowdy 2020). In the medium and short range, ensemble and 
deterministic NWP is routinely used to predict fire weather conditions and is par-
ticularly important for forecasting significant wind changes. When fires are occur-
ring or expected, forecasters need to make forecasts of detailed weather conditions 
at locations specified by the agencies responsible for firefighting.

Fig. 6.7 Processes involved in modelling wildfire hazards. (© Crown Copyright 2021, Met Office)
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Simple statistical models may be used to represent linear (downwind) fire spread 
in simple conditions, for example, grass fires in flat terrain. Fire spread models take 
meteorological and environmental inputs and compute the speed and direction of 
the fire spread and may provide other parameters, such as flame height or fire radia-
tive power. These models can represent changes associated with up-slope and down- 
slope direction and may include spotting. The outputs are very sensitive to wind 
direction. When run in ensemble mode, the probabilistic outputs can represent 
uncertainty in weather and fuel inputs and fire behaviour processes.

Very-high-resolution coupled fire-atmosphere models are now becoming avail-
able that simulate the feedback processes causing fires to grow explosively into 
extremely dangerous and unpredictable fires (e.g. Filippi et al. 2018; Jiménez et al. 
2018). These models can simulate the transport of embers to start new fires and the 
acceleration of winds in hydraulic jumps in down-slope flow. Some models can also 
represent fire-generated thunderstorms (pyrocumulonimbus), generated by conver-
gence of air towards the fire, that can generate lightning and downbursts with gusty 
winds. In general, these models are still too costly to run operationally (Peace 
et al. 2020).

Successful application of the best fire risk and fire behaviour models has the 
potential to enable more effective fire prevention and firefighting, with reduced loss 
of life and damage to property. However, remaining challenges include reliable 
observation of both fuel state and wind at sub-kilometre scales; accurate forecasting 
of weather and environmental inputs, including fuel state, on these scales; effective 
modelling of complex fire behaviour; and more complete observations of fire behav-
iour to validate and improve the models. In the light of recent evidence of increased 
wildfire activity due to climate change, more emphasis on addressing these chal-
lenges can be expected in the next few years (Dowdy 2020).

6.2.10  Extreme Heat

Extreme heat is generally associated with meteorological conditions that vary 
slowly in space and time. Temperature is the main variable of interest, but humidity, 
wind speed and radiation are also relevant for predicting the impacts of heat stress 
on health. Cities are particularly vulnerable to extreme heat because of the urban 
heat island (UHI) effect, where the absorption and re-emission of radiation by 
asphalt and concrete surfaces and the concentration of industry and other heat 
sources cause heat to be retained (Fig. 6.8). The relationship between outside and 
inside temperature in buildings is also important for some health impacts. Thresholds 
for defining heat waves are often defined relative to the local climate (e.g. Nairn and 
Fawcett 2014), requiring both observed and model climatologies.

Coupled numerical modelling systems are now capable of predicting heat wave 
conditions more than a week in advance and the likelihood of weather regimes asso-
ciated with heat waves several weeks in advance (e.g. Marshall et al. 2014). UHI 
effects can be estimated from satellite remote sensing and urban sensor networks 
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and used in post-processing to predict heat stress conditions on sub-kilometre grids. 
Pinpointing local heat stress requires detailed understanding of neighbourhood and 
street-scale conditions, including sun/shadows, green canopy, wind flow around 
buildings and ventilation within buildings. This level of detailed modelling is cur-
rently beyond the routine prediction capability of operational weather services. 
Statistical models can be used to relate local effects to the larger-scale meteorologi-
cal and environmental conditions, perhaps guided by urban canopy models.

The future “smart city” will exploit new sensors, communication technology and 
the internet of things to predict heat stress and its impact using data-driven forecast-
ing approaches.

6.2.11  Extreme Pollution

Hazardous pollution results when industrial and transport emissions are trapped in 
a stable boundary layer and when wildfire smoke and dust are transported into pop-
ulated areas. Poor air quality from primary pollutants may be exacerbated by sec-
ondary pollution from photochemical reactions.

Quantitative measurement and forecasting of air pollution is a relatively young 
science, borrowing much from weather prediction. Variations of exposure at ground 
level within the urban fabric are important. Air quality monitoring relies on sparse 
surface networks of (primarily urban) air monitoring sites supplemented by limited 
satellite remote sensing capabilities (EEA 2020). The recent deployment of inex-
pensive fine particle (PM2.5) sensors offers opportunities to improve monitoring, 
forecast initialisation and post-processing (Lewis et al. 2018b).

Fig. 6.8 Processes involved in modelling heat and pollution hazards. (© Crown Copyright 2021, 
Met Office)
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For directly emitted chemicals such as the oxides of sulphur and nitrogen, the 
principal uncertainty is in specifying the emissions and how they diffuse close to 
source. Static emissions inventories from industry and other anthropogenic sources 
require a large effort to update, so often become outdated as the industrial landscape 
and regulatory practices evolve. Simple passive or chemical transport and diffusion 
modelling approaches can provide useful predictions of high concentration levels 
for use in warnings (WMO 2020).

State-of-the-art predictions of hazardous near-surface concentrations of PM2.5, 
ozone and other pollutants use high-resolution limited area numerical air quality 
models. These can be characterised as “offline”, meaning gas and aerosol chemistry 
is computed in a chemical transport model using meteorological conditions as input, 
or “inline/online”, meaning the gases and aerosols can influence the radiation, tem-
perature and cloud microphysical properties of the weather model (e.g. Wang et al. 
2020). Inline models, while more accurate, are more complex and expensive.

All approaches rely on the accuracy of the emissions and the wind, and for lim-
ited area models, the inward transport of pollutants at the boundaries must be accu-
rately specified. Observations of aerosol optical depth from satellites and 
ground-level data can enhance forecast accuracy.

6.2.12  Fog

Fog is primarily a hazard to people using transport networks. The critical visibilities 
for which warnings are required vary significantly between users, depending on 
their speed of motion and the complexity of the landscape being navigated. For a 
pilot of a fast military jet in mountainous terrain, safe flight may require several 
kilometres of clear visibility, whereas for a car driver on a straight road, 100 m is 
normally sufficient (Call et al. 2018). Distinguishing such visibility thresholds is 
challenging both to observe and to forecast. Variations occur at very small scales 
and may be related to local water and/or pollution sources. Over the ocean, minor 
changes in sea surface temperature can produce the same effect (Isaac et al. 2020; 
Fallmann et al. 2019). Once formed, a thick fog bank may persist until there is an 
air mass change. However, it is the time of clearance that the user requires, and this 
can be as hard to predict as formation.

Current forecasting methods mostly use representative vertical temperature 
soundings, from observations or model predictions, and apply detailed site-specific 
modelling of local heat and humidity budgets in the vertical column, allowing for 
any change in mixing due to the wind (see, e.g. Gultepe et al. 2007). However, very- 
high- resolution NWP models (of 100s of metres grid length) are showing useful 
accuracy and will likely become the preferred approach in the next decade (Price 
et al. 2018).
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6.2.13  Frost, Ice, Snow and Freezing Rain

Prediction of ice-covered surfaces is required for warnings of hazardous road and 
footway conditions, for anti-icing treatment of roads and aircraft and for warnings 
of ice accumulation on structures and cables. Ice can form when pre-existing water 
freezes, by frost deposition, from freezing rain or from compaction of snow or other 
frozen hydrometeors. Freezing rain (Changnon and Creech 2003) is a major hazard 
for road users and for trees and towers (Fig. 6.9).

While regular products from NWP models can provide useful guidance, warn-
ings need to be based on careful analysis of the thermal conditions of the lower 
atmosphere and the exposure of the road or other surface (Karsisto et  al. 2017). 
Road icing is generally forecast by 1-D heat balance models that incorporate influ-
ences on the local short- and long-wave radiation, including local shading from 
daytime sun and inhibition of nocturnal cooling by local heat sources such as walls 
and trees, together with a detailed representation of the thermal properties of the 
road. Large-scale conditions are taken from a NWP forecast. Accumulation of ice 
on structures and cables requires models of water availability and the heat budget 
(Fikke et al. 2006).

NWP can also provide guidance on frozen precipitation, but accuracy remains 
low, due to limitations in cloud physics and inadequate resolution, so forecasters 
commonly rely on interpretation of the low-level vertical temperature structure, 
both observed and predicted. Even small amounts of snow or ice on untreated roads 
can be hazardous, so a judgement is needed as to the amount of snow that will settle 
on the road, bearing in mind the effects of wind, shelter by trees, buildings and 
hedges, local convective enhancements and variability due to orography.

Fig. 6.9 Processes involved in modelling winter hazards. (© Crown Copyright 2021, Met Office)
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6.2.14  Multi-hazards

A weather system may give rise to several hazards, each with distinct warning 
requirements, potentially leading to very complex warnings. To enable the most 
useful advice to be provided, hazard forecasters need precise information about the 
different hazards and their interactions. Table 6.2 gives some examples of multi- 
hazards in weather systems, which we illustrate by looking in more detail at the 
most of extreme of these: the tropical cyclone.

Tropical cyclones are one of the most destructive meteorological phenomena and 
are associated with several different hazards that can cause significant impacts on 
life and property (WMO 2017). In addition to destructive winds, the combination of 
wind-driven waves and low pressure can produce a coastal storm surge, destroying 
coastal defences and causing coastal flooding. Extremely heavy rainfall associated 
with tropical cyclones can lead to landslides and serious pluvial and fluvial flood-
ing. Tornadoes and lightning are also commonly associated with tropical cyclones. 
Different hazards may occur together in the same or neighbouring regions, leading 
to difficulties for emergency preparedness, response and recovery programmes. 
Impacts from the strongest winds are greatest close to landfall location in the eye-
wall of the storm, but the highest storm surge is displaced to the side experiencing 
onshore winds, while precipitation and fluvial flooding can extend far inland from 
the landfall location. Warnings based only on track and peak intensity do not pro-
vide a complete picture of multiple and cascading hazards. For example, when plan-
ning evacuations from areas of extreme winds, it is important to ensure that 
evacuation centres are not in a flood area. The impact of a tropical cyclone also 
depends on its translation speed, which affects the duration of strong winds and the 
accumulated rainfall, and the land characteristics, vulnerability and exposure of the 
area being impacted. Accurate predictions of all hazards, and their associated uncer-
tainty, across the entire multi-hazard event can provide the basis for more effective 
communication of the multiple risks to life and property.

Table 6.2 Multiple hazards associated with some weather systems

Weather system Principal hazards

Tropical cyclone Extreme wind; coastal, river and surface water flood; landslide; tornado; 
lightning

Mid-latitude cyclone Extreme wind; coastal, river and surface water flood; landslide; snow and 
blizzard; ice storm

Anticyclone Heat wave/cold wave; air pollution; fog
Severe convective 
storm

Extreme wind; tornado; lightning; hail; intense rain; river and surface 
water flood; landslide
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6.2.15  Evaluation

We started this section with the challenge of obtaining credible hazard observations. 
When evaluating the performance of hazard forecasting systems, two different 
approaches are used to overcome the lack of observations. For a process model, it 
may be assumed that accurate prediction of normal conditions is a necessary, if not 
sufficient, condition for accurate prediction of extremes. For some hazards, such as 
ocean waves and storm surges, river levels or visibility, sufficient observations are 
available for statistical verification in non-hazardous conditions. Where the extreme 
distribution is sufficiently well defined by the observations, it may also be possible 
to establish whether the asymptotic behaviour of the predictions is consistent with 
that observed. Where a hazardous threshold is exceeded sufficiently often for statis-
tical significance, the ability to forecast exceedance or non-exceedance of the 
threshold can be tested using a variety of binary scores (Jolliffe and Stephenson 
2012). The second approach uses case studies to evaluate performance. Given sev-
eral of these, it may be possible to infer conditions under which predictions are 
more, or less, realistic.

6.3  Capabilities of the Weather Forecast

The weather forecasting process is described in detail in Chap. 7. Here, we briefly 
introduce the three main prediction approaches of Numerical Weather Prediction 
(NWP), rapid update nowcasting and statistical forecasting, together with the role 
of the forecaster in relating these sources of guidance to the hazard of concern. We 
then summarise the capabilities of weather forecasts in general and for each of the 
main hazard-related weather variables. We conclude with a brief section on 
evaluation.

6.3.1  NWP Models/Ensembles

The primary source of quantitative meteorological input for hazard prediction 
comes from Numerical Weather Prediction (NWP) models, run routinely by weather 
services, which form the basis for public weather forecasts. The World Meteorological 
Organization’s Global Data-processing and Forecasting System (WMO 2019) sup-
ports an information cascade in which a small number of countries share informa-
tion from global ensemble NWP systems and several countries in each region share 
information from regional NWP systems, providing every weather service with 
access to forecast guidance.

As will be described further in Chap. 7, NWP models encapsulate a complex set 
of processes in the atmosphere (Coiffier 2011) and in the interaction of the 
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atmosphere with the land and ocean surfaces. The mathematical description of each 
process is an approximation to reality containing uncertain parameters. When inte-
grated in a forecast model, these parameters must be mutually adjusted over exten-
sive trial periods to reproduce the observed weather accurately.

Weather prediction is an initial value problem, which means that the resulting 
forecast depends on the initial state. Since that initial state is uncertain, so is the 
forecast, and as the forecast evolves, uncertainty eventually swamps the result as the 
limit of predictability is reached. Before that state is reached, the quality of the 
forecast depends critically on the initial state. Thus, the availability of observations 
and their incorporation into the model through data assimilation (see Chap. 7) are of 
critical importance. Many hazards are associated with parts of the atmosphere 
where energy is being released rapidly, and it is in these areas that the growth of 
uncertainty is also greatest. An important part of the NWP forecast is an assessment 
of this uncertainty, obtained using an ensemble of predictions from slightly different 
initial conditions.

Physical constraints also limit the accuracy of high-impact weather forecasts. 
Computer power has increased dramatically, but the accuracy of forecasts, espe-
cially of hazardous weather, remains limited by resolution, and every doubling of 
spatial resolution requires more than a tenfold increase in computer power and a 
fourfold increase in communication bandwidth. The best current NWP models have 
global grid spacings of ~10 km and regional grid spacings of ~1 km. Ensemble 
prediction systems tend to have slightly coarser resolution. Since models with a 
coarser grid spacing than about 4  km are unable to represent deep convection, 
except in a statistical sense, they are generally less good at predicting weather sys-
tems in which convection is a major energy source – including those in the tropics 
and summer mid-latitudes. Even models with a 1 km grid spacing are unable to 
represent the detailed near-surface processes that occur in fog and wildfire evolution 
and that determine the variation in heat and pollution between urban buildings. 
Speed of forecast production also impacts on the time between observation of the 
initial state and availability of the forecast. For global models, gathering observa-
tions from around the world takes time, while longer forecasts increase the com-
puter time required, so it can be as much as 6  hours before a forecast is 
disseminated.

Communication restrictions mean that only a limited range of variables from an 
ensemble NWP forecast can be shared, often at much reduced time and space reso-
lution and with limited probabilistic information. It is therefore important that the 
information required to meet users’ needs is selected carefully. In many cases, the 
variables of interest are not those that govern the atmospheric evolution, so they 
must be derived from the model output in a post-processing step (Vannitsem et al. 
2021). State-of-the-art systems enable users to define the processing required 
remotely and to receive just the results required. This is increasingly being realised 
through hosting of the full database in “the cloud” (i.e. in shared storage facilities 
connected through the internet).

A state-of-the-art warning chain will carefully consider the trade-offs between 
timeliness and accuracy. Resolution must be good enough to represent the weather 
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feature that is the source of the hazard, but given a significant degree of uncertainty, 
probabilistic information is crucial.

Challenges for the future are to increase the availability of information to hazard 
forecasters, including more relevant variables, at higher resolution, with a better 
description of uncertainty, but targeted to the areas and thresholds of concern.

6.3.2  Nowcasting Tools

We have seen that using ensemble NWP as the basis for hazard prediction takes 
time. For very rapidly developing hazards, a faster response to new information 
from local observations is required. The collection of resulting techniques is referred 
to as nowcasting (Browning 1982) and may be used for lead times of a few minutes 
up to a few hours, depending on the hazard.

To achieve maximum speed of response, nowcasting systems typically use a lim-
ited source of observations and a simplified predictive model, focused on a single 
variable, such as rainfall, strong wind or large hail. The first systems were based on 
radar reflectivity observations and used linear extrapolation of the position of areas 
exceeding a critical threshold (Wilson et al. 1998). Most current systems continue 
to be radar and/or satellite based, since these observing systems give detailed spatial 
coverage in a single data stream. Prediction also continues to be based on extrapola-
tion, but with an increasingly sophisticated choice of variables and methods.

Nowcasts depend critically on the initial state. Processing of the observational 
input to remove errors is particularly important. Ensembles of nowcasts are also 
used, particularly where it is useful to identify the sensitivity of the output to differ-
ent estimates of trend, whether in position or intensity. Since nowcasting tools gen-
erally produce a forecast of a single variable, it is important to avoid inconsistencies, 
either between different nowcasting tools or between the nowcast and NWP guid-
ance. For example, a cloud nowcast based on satellite imagery, and a rain nowcast 
based on radar, may easily produce an intense rain forecast in the same location as 
clear skies. Such differences must be avoided if trust is to be built and maintained; 
effective methodologies to blend nowcasts and NWP are currently the subject of 
much research (e.g. Atencia et al. 2020).

6.3.3  Statistical Models and Machine Learning Algorithms

Statistical models contribute to weather forecasting, both to correct biases in NWP 
outputs (Vannitsem et  al. 2021) and for processes that are too complex or time- 
consuming to incorporate in the NWP model, including very-short-range forecast-
ing of the boundary layer and severe convective storms. Statistical methods are 
designed to be unbiased and may be tuned for individual locations, so are ideal for 
translating NWP outputs to site-specific forecasts. However, if spatio-temporal 
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correlations are important, relationship-preserving methods such as analogue 
ensembles (using observations from historic cases similar to the current situation, 
e.g. Clark et al. 2004) may be needed.

As noted earlier, statistical models are limited by the availability of training and 
testing data that span the full range of required outputs. Since hazards are often 
associated with extremes, particular care is needed to ensure that the model gives 
sensible results in these conditions. Non-stationarity in the data (e.g. due to climate 
change) is also a challenge, requiring either frequent recalibration or the provision 
of an auxiliary model. These difficulties may be overcome if data can be generated 
with a sufficiently realistic simulation model.

Many different statistical approaches are available, ranging from decision trees 
involving multiple human inputs to purely data-driven approaches, such as multi- 
layer neural networks. However, machine learning techniques are rapidly gaining 
use, facilitated by open-source code libraries (e.g. Lagerquist et  al. 2020). 
Performance assessments show these approaches can be competitive with human 
judgement and physical modelling.

6.3.4  The Professional Weather Forecaster

A forecaster combines outputs from a range of tools with experience and profes-
sional knowledge to reach a judgement on the future occurrence of weather, espe-
cially hazardous weather (Pagano et al. 2016). Forecast outputs are limited by the 
processing capability of the forecaster, which may limit them to focusing on areas 
of prior expected hazard or of a particular vulnerability. Where the response depends 
on fine judgements of cost and benefit, the ability to estimate the distribution of 
hazard probability reliably is key and is only achieved by the very best forecasters.

Private sector weather forecasters provide a paid-for service, which may be part 
of a general media information service, funded by advertising, or a consultancy 
service to a specific industry that has a weather-related vulnerability. In the media, 
the forecaster is primarily a communicator, using their expert knowledge and judge-
ment to interpret the general forecast from the model and/or weather service profes-
sional, to create actionable messages for their audience. The challenges for this 
sector are in understanding the strengths and weaknesses of their inputs and in relat-
ing the information received to the concerns of their audience. This role was consid-
ered in more detail in Chap. 4.

The consultant forecaster is generally focused on specific clients at specific loca-
tions, with particular needs and vulnerabilities. Translating the general information 
coming from models and forecasters into the advice needed by their clients requires 
them to select relevant data and to apply hazard-specific prediction techniques. 
They may themselves predict the hazard and its impact, or they may produce 
bespoke weather information for others to use. In achieving this, they will use now-
cast and machine learning tools, tuned specifically to the needs of their customers. 
Key challenges for this sector are the trade-off between the accuracy and cost of the 
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NWP data they source and maintaining the reliability and accuracy of their tools. 
Tools often originate from academia, but their maintenance requires either the regu-
lar purchase of upgrades or significant effort from the consultant. Users of multiple 
consultants may see consistency problems due to use of different tools, different 
base data sources or different judgements.

6.3.5  Evaluating Weather Forecasts

Using meteorological forecasts effectively for hazard forecasting requires thorough 
understanding of their performance. For medium-range forecasts, standard scores 
for probabilistic and deterministic forecasts provide a useful assessment of the pre-
diction of large weather systems. Since the variables concerned change smoothly on 
these scales, the statistics are well behaved. As the event gets closer and the details 
become better resolved and predicted, the forecast timing and location of synoptic- 
scale storms, cold fronts, tropical cyclones and other features can be evaluated using 
object-based verification approaches. Standard observations of surface and upper 
air variables can also be used to verify forecasts of environments conducive to haz-
ardous weather. In addition to surface-level variables such as rainfall and tempera-
ture, vertical elements such as stability, wind shear and boundary layer depth should 
be evaluated when they are direct inputs to hazard predictions (e.g. air pollution, 
fog, freezing rain).

Direct evaluation of weather forecasts at hazard scale is more difficult as the 
standard observation network is rarely dense enough to capture the important details 
and there may be few observations of extremes. Remotely sensed observations from 
radar and satellite are spatially complete but only approximate the variables of inter-
est such as rainfall and wind. At high resolution, traditional verification scores are 
hampered by the “double penalty” where small timing or location errors in a fore-
cast feature cause the event to be predicted where it didn’t occur and missed where 
it did occur. Spatial verification approaches accommodate this situation (Mittermaier 
and Roberts 2010; Raynaud et al. 2019), but for some hazards, the spatial context is 
important (e.g. a river basin, a coastal city), so correctly predicting the location is 
crucial.

6.3.5.1  Resolution

Many hazards occur on small spatial and short temporal scales, e.g. a flash flood or 
a wind squall. It is a formidable challenge for weather forecast models to resolve 
these. The latest local-area NWP models use grid spacings of around 1 km, while 
research models use grid spacings down to 100 m (e.g. Lean et al. 2019). Such high- 
resolution models greatly improve forecast precision, but with considerable uncer-
tainty in the small-scale detail.
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Evaluation of operational forecasts indicates that reducing the grid length 
improves model performance at large scales as well as making it possible to resolve 
small scales. Improved accuracy in the 50–200 km scale range enables forecasters 
to better interpret observations and finer-scale predictions.

High-resolution models improve forecast accuracy most prominently for weather 
phenomena that are influenced by the improved representation of the atmosphere’s 
lower boundary – orography, the urban fabric, variability in land use, etc. For small- 
scale weather phenomena that are sensitive to the larger-scale flow, the benefits of 
high resolution may be masked by uncertainties at larger scales.

6.3.5.2  Precision and Accuracy

For use in hazard prediction, weather forecasts may need to be both precise and 
accurate. Precision in forecasting refers to its “fineness” in space, time and other 
attributes dictated by the hazard. For instance, if some threshold in heat stress was 
reached at a forecast of 38.4 °C, the hazard forecaster would want to know where, 
when and whether this would happen, not just if it would be “extremely hot”. 
Similarly, distinguishing between intense rain during and after an outdoor festival 
could be very important.

Accuracy refers to how well a forecast matches the observation. When measur-
ing accuracy, the spatial and temporal scales of forecast and observations must be 
matched by upscaling or downscaling. The choice of whether to verify at the finer 
or coarser scale depends on the precision required by the downstream hazard model. 
As well as verifying at specific locations, some verification methods can measure 
errors in the location and timing of meteorological features such as storm systems 
and fronts (e.g. Dorninger et al. 2018).

Forecasts have systematic error (bias) and random error components. Biased 
forecasts are particularly damaging when input to hazard models that were devel-
oped using observations, so it is advisable to remove biases if possible. Random 
errors can be reduced through aggregation or averaging, e.g. spatially by catchment 
or fetch averaging or temporally by accumulation or dose averaging, at the loss of 
some forecast precision. When observations have significant uncertainty associated 
with them due to instrument error or representativeness (e.g. rain gauge measure-
ments of convective precipitation), aggregation and averaging of observations may 
also be needed.

6.3.5.3  Reliability

When a risk assessment is being made, the likelihood is as important as the inten-
sity. Ensemble forecasting systems are used to provide probability forecasts, e.g. of 
rainfall accumulation exceeding a threshold in a particular location and over a cer-
tain time period. The reliability of probability forecasts from ensemble prediction 
systems has improved enormously over the last 25  years (Bauer et  al. 2015), 
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although post-processing and calibration of probabilities are still needed (Williams 
et al. 2014). A probability forecast must be verified as part of a collection of fore-
casts, not alone. Probability verification measures, such as the Brier score (Jolliffe 
and Stephenson 2012), assess the following qualities: (i) reliability, agreement 
between forecast probability and the observed frequency; (ii) sharpness, tendency to 
forecast probabilities near 0% or 100%, as opposed to values clustered around the 
mean; and (iii) resolution, ability of the forecast to resolve events into subsets with 
characteristically different outcomes.

6.3.6  Predictability of Hazard-Relevant Variables

Due to scale interactions and the chaotic nature of the atmosphere, there are intrin-
sic limits to predictability that even an optimal (yet physically reasonable) forecast 
system could not overcome. These limits vary substantially between hazard- relevant 
variables and are a function of the weather system that is associated with the hazard. 
The intrinsic limit of predictability is a hypothetical concept because an “optimal” 
forecast system does not exist. Yet the concept is important because it underpins the 
use of probabilistic forecast frameworks while also guiding improvements of state- 
of- the-art forecast systems. Conceptually, predictability is most severely limited in 
the presence of potential “bifurcations” (e.g. Keller et al. 2019) such as are seen in 
the tracks of tropical cyclones. Bifurcations may occur in a more general sense 
when atmospheric conditions are close to specific thresholds, e.g. for freezing rain 
a temperature near 0 °C at the ground, for convective initiation a forcing that is close 
to the convective inhibition. Below, we provide an overview of practical limits of 
predictability, i.e. predictability limits as observed in current state-of-the-art sys-
tems, for several hazard-relevant variables and for typical weather situations.

Rain Extreme rain is a function of duration and the area of interest. For large areas, 
extremes over long periods may dominate. Global ensemble NWP has considerable 
capability in predicting the persistent regimes that produce such long period 
extremes, but usage is hampered by biases in the modelled rainfall and lack of 
adequate datasets to recalibrate with. At shorter durations, we may identify three 
main types of rainfall extremes: interaction of atmospheric rivers or conveyor belts 
with orography, typically over multi-day periods (Shearer et al. 2020); organised 
rainbands, often with embedded convection, typically over periods up to a day; and 
intense convective rain over periods of an hour or so. Atmospheric rivers are pre-
dictable for few days ahead, but with limited spatial accuracy until lead times of a 
few hours. Organised rainbands are predictable for a day or so ahead, but details of 
intensity and duration are uncertain until shorter lead times. Intense convection is 
typically only predictable in a regime sense for a few hours, and individual storms 
are currently unpredictable except by nowcasting methods at less than an hour’s 
lead time (Wang et  al. 2019). Future developments in the assimilation of storm- 
related data in kilometre-scale models should lead to improvements.
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Wind While the mean wind is well predicted by current forecasting methods up to 
several days ahead, extreme local winds are an unresolved challenge. Tropical 
cyclone winds are beginning to be captured skilfully by the latest generation of 
kilometre-scale models, at least for forecasts up to a day ahead. Prediction of torna-
does and other wind extremes related to severe storms is largely possible only 
through statistical inference using predicted indices of atmospheric structure, 
though diagnosis of predicted cloud structure and rotation in kilometre-scale fore-
casts are taking us closer to direct prediction (Wang and Wang 2020) up to times-
cales of a few hours. Orographic wind prediction has some skill up to a day ahead 
in models that adequately resolve the orography, provided the vertical resolution is 
able to capture the vertical structure of the atmosphere. However, extreme winds in 
the vicinity of steep gradients and buildings are not currently predictable, except in 
a statistical sense, because of their scale. Improvements in resolution can be 
expected to provide significant progress in short-range prediction.

Winter precipitation The snow/rain boundary is diffuse and difficult to define, yet 
the impact of crossing it at the surface is profound. The same is true of other variet-
ies of freezing and frozen precipitation. The extents of liquid and frozen precipita-
tion can often be predicted a day ahead, but accurate positioning and timing of the 
boundary, especially in slow-moving weather systems, may not be achieved until a 
few hours ahead. Prediction needs to be site-specific, because of the sensitive depen-
dence on height, so requires post-processing of model gridded outputs.

Temperature The general structure of temperature in the atmosphere is highly 
predictable up to several days ahead. However, models struggle with the detail of 
boundary layer structure, especially during the transitions from day to night and 
vice versa (Lapworth 2006, Papadopoulos and Helmis 1999). In low turbulence 
situations, such as under nocturnal inversions, details of the land surface may be 
significant. The unpredictability of these flows may be such that deterministic pre-
diction is not possible, even at very short lead times, with implications for fog and 
frost warnings. In urban areas, the crude representation of urban structures limits 
predictability.

Atmospheric boundary layer The principal meteorological variables relevant for 
boundary layer hazards such as air pollution and fog are mean wind (for transport) 
and wind variance or turbulence (for diffusion). Since turbulence is not a primary 
variable, pollution models often infer it indirectly from gross boundary layer char-
acteristics, such as boundary layer depth and mean temperature gradient. These are 
problematic for stable boundary layers when elevated pollution levels are a particu-
lar problem. NWP models have some capability for prediction of widespread, per-
sistent fog, though with significant uncertainty in density and timing, even at lead 
times of only a few hours. Patchy diurnal fog is currently unpredictable except in a 
very general sense, due to limitations in humidity, in the turbulent structure of stable 
boundary layers and in the resolution of significant features of the land surface 
(McCabe et al. 2016; Fallmann et al. 2019; Ducongé et al. 2020).
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6.4  The Bridge Between Weather and Hazard

In this section, we explore the challenges of connecting the disciplinary languages, 
processes, timescales and cultures, the organisational hierarchies, the different 
mindsets and the technical capabilities that impede communication between hazard 
forecasters and weather forecasters.

6.4.1  Institutional Barriers

It is increasingly recognised that partnerships between expert bodies, for example, 
national meteorological services and flood or other hazard agencies, are necessary for 
effective hazard prediction (e.g. Demeritt et al. 2013). For such partnerships to grow 
and flourish, the barriers that separate institutions must be overcome. Some of these 
barriers arise from political and economic decisions of government that, for instance, 
promote competition amongst public bodies for funding or power. Barriers may also 
arise from entrenched institutional procedures, which may be embedded in legislation, 
especially in institutions having a long history (Pagano et al. 2001). Such procedures 
may be tuned to the needs of particular customers, with their own history and gover-
nance structure, especially when these customers are the dominant funding source 
(e.g. civil aviation or the military). These barriers need to be recognised and strategies 
developed for overcoming them before proceeding with partnership building.

In building an institutional partnership, each party brings their scientific and 
technical expertise which, when integrated, can be enormously powerful. Successful 
communication between partners needs to start by translating the goal of the part-
nership into each partner’s language and then identifying a mutually beneficial 
objective. Although partners share the common goal of enhancing community 
safety, their differing mandates and areas of responsibility can lead to different pri-
orities. National meteorological services typically operate at national scale, while 
hazard authorities often operate at state, region or city scale. If operational practices 
and requirements for meteorological information differ amongst hazard authorities 
in different regions, then the complexities of serving multiple users with similar but 
not identical data can slow down effective integration of weather and hazard predic-
tion. Standardisation of service levels and practices can lead to improved consis-
tency and facilitate broader and stronger partnerships.

When developing forecasting systems, meteorological agencies can choose to 
develop their own or to import systems developed elsewhere. While NWP models 
had crude representations of the land and ocean surfaces, it was normal for meteo-
rological scientists to incorporate the available knowledge. With increasing com-
plexity, the choice now is to import expertise (e.g. a team of hydrologists), to import 
a model (e.g. an ocean wave model) or to develop a partnership with a centre of 
expertise. For example, ECMWF developed its global flood forecasting system, 
GLOFAS (Alfieri et al. 2013), using an imported model, which it has further devel-
oped by employing hydrologists in-house.
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Embedding meteorologists within operational agencies that are responsible for 
hazard prediction or, conversely, embedding hazard forecasters within meteorologi-
cal agencies is becoming more common practice (Uccellini and Ten Hoeve 2019; 
see also Wildfire Case Study, below). This complements the integration of hazard 
models. Experts working in partnership can interpret and integrate important details 
of a hazardous situation and form a consensus view on the evolution (or possible 
trajectories) of the hazard. This more united view usually leads to better decisions 
as discussed in Chap. 4 and builds valuable trust between the partners.

6.4.2  Shared Situational Awareness

In real-time operational response, one person, however skilled, cannot provide 
expert interpretation for every hazard. However, as soon as responsibilities are 
split up, there is the possibility of inconsistency, even when the same model 
guidance is shared. Mechanisms for ensuring consistency of message need to be 
built into the operational structure of the partnership. This can involve sharing of 
observational data and guidance statements or of a multi-hazard dashboard (e.g. 
NOAA 2021a). It should also include frequent conferences between forecasters 
to enable different interpretations of the forecast guidance to be discussed and a 
common version agreed. With modern technology, the time between such con-
ferences can be bridged using informal messaging tools, such as “chat rooms” 
(e.g. NOAA 2021b). All of this is greatly facilitated when all partners use a com-
mon set of tools and view the same data. This will increasingly be achieved by 
placing data in the “cloud”.

6.4.3  Connecting Disciplinary Cultures

6.4.3.1  Hydrology and Meteorology

Accurate weather forecasts are essential to most flood forecasting systems. While 
air temperature forecasts are needed for some applications (such as determining 
evaporation or snowmelt), the primary variable of interest is precipitation.

Precipitation is notoriously difficult to forecast, with NWP having relatively 
coarse resolution, substantial biases and limited skill (Cuo et al. 2011). However, 
recent advances in model resolution and the use of ensembles have made the outputs 
more relevant to flood forecasting applications. Historically, most rainfall-runoff 
models have been based on parametrised conceptualisations developed in the 1970s 
(Pagano et al. 2014). Much effort continues to be directed to improving the calibra-
tion of such models. Furthermore, much of the NWP improvement stems from bet-
ter assimilation of remotely sensed observations, whereas research in hydrologic 
data assimilation (e.g. Chen et al. 2013) is little used.
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These points reflect a cultural difference in the use of models by meteorologists 
and hydrologists (Pagano et al. 2016). Generally, NWP systems are run on super-
computers. After automated post-processing, the results are reviewed by the meteo-
rologist to either accept, adjust or replace. Depending on the context, river 
forecasting may be more iterative, with lightweight models being run iteratively 
until the hydrologist is satisfied. Although this builds confidence, it prevents the use 
of more objective techniques, such as data assimilation and statistical post- 
processing. In response, there is an increasing operational trend towards side-by- 
side river forecasting systems, one complex and objective and another simple and 
adjustable.

Meteorologists are increasingly aiming to generate precipitation forecast prod-
ucts in probabilistic form (e.g. 25% chance of exceeding 15 mm). Although proba-
bilities better represent the uncertainty in the forecast, they lack the spatial 
covariances and correlations of observations. Given that the relationship between 
rainfall and runoff is highly non-linear, such spatial information is essential to accu-
rate runoff forecasting. In response to this, hydrologists have developed methods to 
convert probabilistic rainfall forecasts (including forecasts from different models at 
different lead times) into seamless, physically realistic ensembles, primarily through 
sampling patterns in historical observations (Clark et al. 2004; Bennett et al. 2017). 
Some of these approaches require objective hindcasts of NWP models, consistent 
with the current operational versions, which are expensive to generate.

6.4.3.2  Oceanography and Meteorology

On the face of it, oceanographers and meteorologists should communicate easily, 
since both are physics-based sciences of geophysical fluids on the earth’s surface. 
The history of the two sciences has, however, resulted in quite different approaches 
to some aspects of their science. Oceanography is predominantly focused on 
research rather than operations and on ship-based experimental research rather than 
modelling, whereas meteorology has been focused on operational prediction since 
the nineteenth century. Indeed, the history of meteorology is dominated by the syn-
optic map – an analysis of conditions simultaneously sampled at multiple locations 
over a large area. Oceanographers rarely study the global ocean as a single entity, 
focusing on individual ocean basins, whereas meteorologists naturally take a global 
view. On the other hand, the object of a weather forecast is often a single point, 
whereas points in the ocean are rarely of interest, except on continental shelves 
where offshore production facilities have been constructed. The coastline is of tre-
mendous importance to an oceanographer, as processes are very compressed in the 
inshore zone, and the water edge is a model boundary. While coasts are also impor-
tant to meteorologists, they tend not to be considered in any greater detail than 
elsewhere over land. Until recently, the oceanographer has always had to work with 
minimal observational data, whereas the meteorologist is much better supplied – 
even over the oceans. Mathematically, the large-scale behaviour of the ocean is 
strongly constrained by boundaries  – laterally at the coasts and vertically at the 
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seabed – while its motion is driven by momentum transfer from the wind. On the 
other hand, small-scale motions are internally driven and much smaller than typical 
weather disturbances. In the atmosphere, internal dynamics drive much of the large- 
scale motion, while local forcing may be more important at small scales. Buoyancy 
is important in both but is driven by temperature and humidity in the atmosphere, as 
opposed to temperature and salinity in the ocean.

There is a long history of interaction in marine weather forecasts. However, the 
resulting interdisciplinary science has tended to be isolated from core ocean sci-
ence. Genuine partnership has grown more recently with the development of cou-
pled global models for climate studies. Such partnerships tended not to focus on 
coastal hazards. However, the coupled modelling approach is gaining increased use 
in weather forecasting (Pullen et al. 2017), and so the number of meteorologists and 
oceanographers working across this interface has grown.

6.4.3.3  Meteorology and Other Disciplines

Meteorological models run on a global grid in the medium and long range, often 
moving to limited area at shorter ranges to allow high-resolution grids. They are 
updated at regular intervals. Hazard models tend to be run on demand by the user, 
and the meteorological input may not be as fresh as desired. Hazard modellers fre-
quently operate at jurisdictional (state, county or local government) level, so it is 
necessary to interpolate or “cookie cut” weather model output to obtain appropriate 
input for their hazard models. Post-processing of ensemble forecasts can provide 
the “worst-case”, “best-case” and “expected” weather inputs for downstream mod-
els. However, sophisticated users increasingly ingest individual ensemble members 
to generate ensemble hazard forecasts of flood, fire, air quality, etc.

Different hazard models use weather information quite differently so weather 
modellers and forecasters must be flexible in their capability to serve hazard models 
with the necessary weather information. Weather models offer much richer infor-
mation than many hazard models have been designed to ingest. As weather and 
hazard models become more tightly coupled, some physical attributes and processes 
that are critical to accurate hazard forecasting, such as vegetation, soil moisture and 
aerosol, will need to be treated more carefully by meteorologists.

6.4.4  Technical Constraints

6.4.4.1  Data and Standards

The data communication bandwidth within institutions is often orders of magnitude 
greater than that between institutions. As a result, the downstream partner may 
receive highly degraded input data, e.g. in spatial or temporal resolution, in domain 
or in the resolution of the probability distribution. Increasing bandwidth not only 
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requires faster datalinks, but bigger databases, more expensive processing and more 
sophisticated interfaces, so choosing the optimum is important.

Weather model outputs conform to standards set by the World Meteorological 
Organization (WMO 2019). Hazard modelling communities operate to different, 
often local, standards, so effort is required to make weather and hazard models “talk 
to each other”. State-of-the-art NWP models are computationally intensive and 
require high-performance computers (WMO 2013). Hazard models generally have 
less intensive compute requirements. When coupling hazard models more closely to 
weather models, hazard models could be transferred to meteorological centres 
where the NWP outputs can feed directly into the hazard model as in the ECMWF 
GLOFAS system (Alfieri et al. 2013) or NWP outputs can be transferred to the haz-
ard modellers’ environments for local use or one or both models can operate in a 
shared cloud environment. Each has challenges in terms of computational effi-
ciency, control of model upgrades and speed of operation.

6.4.4.2  Spatial and Temporal Scales

The scales required to assess the impact of the hazard must be the driver for all par-
ties. The resolution used by the hazard agency to meet these demands may require 
unachievably fine resolutions for the input weather data. In this case, downscaling 
of the weather forecasts may be needed. The benefits of doing this need to be clearly 
evaluated.

Hazard impacts often occur on small scales, and as a result, hazard prediction 
frequently places high demands on the meteorological information supplied as 
input. In a 1-day forecast, very-high-resolution limited area NWP may be able to 
meet this demand. For hazard prediction on timescales of days to a week or more, 
required for some mitigating actions, the influence of the large-scale meteorological 
flow and uncertainty on the local detail dictates the use of global models, with con-
sequent coarser spatial resolution. The predicted timing of events similarly loses 
precision for longer-range forecasts. This may not meet the needs of the hazard 
agency for highly precise information. However, it follows from the inherent unpre-
dictability of the atmosphere and has to be accommodated by the coupled predic-
tion system.

6.4.4.3  Uncertainty and Bias

Weather forecasters and hazard modellers use numerical forecasts in different ways. 
Meteorologists accommodate errors in the predicted location and timing of high- 
impact weather from NWP paying particular attention to the large-scale patterns (at 
medium range) or the mode of convection (at short range) and applying their experi-
ence to interpret the forecast. Hazard models are often less able to accommodate 
errors such as rainfall falling in a different catchment because of a “minor” posi-
tional error, a surge occurring at a different state of the tide because of a “minor” 
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timing error or snow failing to reach the ground because of a “minor” temperature 
error. Ensemble prediction offers a means to transfer uncertainty in weather fore-
casts into uncertainties in hazard forecasts. However, while ensembles are good at 
capturing uncertainty, they may still be biased. It is therefore important to correct 
systematic errors in model outputs by statistical post-processing prior to their inges-
tion into hazard models (Gascon et al. 2019).

6.4.4.4  Uncertainty

Atmospheric forecasts are essentially uncertain due to the chaotic behaviour of the 
atmosphere. An effective partnership will recognise that this is not a shortcoming in 
the data input to the hazard forecast but, rather, a fundamental limitation that must 
be reflected in the hazard forecasting system. Some hazards, such as those associ-
ated with severe thunderstorms, reinforce the uncertainty from the basic meteorol-
ogy and must be predicted in probabilistic terms, while others, such as flood 
predictions for a large river system, may reduce it. An essential part of developing a 
hazard forecasting system is to identify how uncertainty will be incorporated, both 
in the meteorological inputs and in the hazard outputs.

6.4.4.5  Consistency of Heat, Water, Gas and Momentum Fluxes

Many hazards occur at the interface between atmosphere and land or ocean. The 
ability to model this interface is currently crude, with fluxes leaving one model 
often inconsistent with the requirements of the receiving model. Over land, the 
descriptions both of the land surface, including buildings, trees, rocks, etc., and of 
the turbulent processes through which interaction occurs are extremely simplified. 
Over the sea, the surface is generally considered to be horizontal, ignoring the tur-
bulent effects of waves and moisture exchanges due to spray. Advances in under-
standing these processes require detailed and painstaking research supported by 
expensive field measurements.

6.4.5  Model Integration

From the first coupled climate models of the 1970s, representations of the long- 
timescale interactions between the physical and chemical state of the atmosphere 
along with feedbacks between atmosphere, land surface, ocean and cryosphere were 
necessary for decadal to centennial simulations. Since then, the scope of earth sys-
tem coupling has been extended to introduce greater complexity and fidelity and to 
include processes such as aerosol chemistry, dynamic vegetation and ice sheet 
dynamics (see, e.g. Jones et al. 2011; Cornell et al. 2012).
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The translation of this “whole system” thinking to weather forecast timescales is 
less mature but is a growing area of research and application (Rabier et al. 2015; 
Belair 2015). Typically, NWP has made simplifying assumptions that omit or 
parameterise earth system interactions so as to minimise the computational cost and 
complexity of forecasting systems, recognising that these processes usually make a 
second-order contribution to predictive skill. For example, assuming that the anal-
ysed sea surface temperature valid at the start of a simulation cycle will persist for 
the duration of the weather forecast has been considered sufficient at most opera-
tional NWP centres. Today, this situation is changing with the application of 
atmosphere- land-ocean coupled ensemble NWP systems increasingly common for 
global-scale systems running forecasts on timescales of days to weeks (Harrigan 
et  al. 2020). This has been shown to improve predictive skill in tropical regions 
including a better representation of tropical cyclone evolution and intensity. 
Remaining challenges include extending  this “whole system” approach to data 
assimilation and ensemble prediction. While assimilation methods and capability 
are well advanced for atmosphere and ocean components, they are less developed 
for other components such as atmospheric chemistry or hydrological state. 
Challenges also remain in coupled atmosphere-ocean data assimilation, arising 
from the different timescales required for initialisation of ocean and atmosphere 
components (Frolov et  al. 2016). Further work is also required on the design of 
representative initial condition and model uncertainties in coupled ensemble sys-
tems, so as to capture the impact of interactions on uncertainty.

For shorter-range regional prediction systems, there is similarly a growing recog-
nition of the potential value of increasing model complexity, including regional 
coupled environmental prediction systems (Lewis et  al. 2018a; Fallmann et  al. 
2019). At kilometre scale, the relevance of earth system processes becomes impor-
tant for better representing the heterogeneity of the landscape to improve model 
skill, notably at coastlines and around urban environments. The prospect of a more 
integrated catchment-resolving approach to hydrometeorological prediction also 
becomes possible. Critically, the advance towards ensemble numerical environmen-
tal prediction provides a framework from which to develop consistent outputs for 
simulation of multiple hazards. In general, environmental hazards have a strong 
meteorological driver, e.g. the multiple impacts of a storm in a coastal environment 
through strong winds producing inland inundation from sea surge and wave over-
topping and through heavy rainfall and saturation of the land surface leading to high 
river flows, overbank inundation and potential for landslide and other linked haz-
ards. The goal is to represent multi-hazard probabilities, accounting for uncertainty 
propagation through a connected system. At these scales of interest, interactions of 
physical and biogeochemical systems with the built environment and human sys-
tems also become increasingly relevant and offer a further frontier for bridging 
across communities, science disciplines and modelling capability.

Integrated modelling requires attention to be paid to the scales of interest in each 
domain. Integration of NWP with land surface hydrology requires recognition of 
the much finer horizontal resolution required for accurate hydrological prediction, 
especially in urban areas (Cuo et al. 2011), as well as the sensitivity to heat fluxes 
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and evapotranspiration. Ocean models need to run with fine horizontal resolution to 
represent the nearshore ocean and especially the inter-tidal zone, and vertical fluxes 
of heat and momentum depend on modelling of waves and currents. Estuaries are 
particularly complex, requiring interactions amongst inshore ocean, river and flood 
inundation, often in an area of complex meteorology, bearing in mind that the tem-
perature and composition of river water may influence the temperature and biology 
of the coastal ocean and hence any coastal atmospheric circulations. Coupling of air 
composition into weather models requires both the radiative and cloud microphysi-
cal impacts of aerosols to be considered simultaneously with getting the ground- 
level pollutant concentrations right. Composition models typically contain large 
numbers of species and the chemical reactions between them, resulting in much 
expanded prediction codes with many parameters (Freitas et al. 2011). They also 
require specification of pollutant sources – which may change for a variety of rea-
sons, some of which may have regular patterns in time and space, some may be 
weather dependent and others may be associated with specific events such as 
festivals.

6.4.6  User-Oriented Verification

To generate confidence across the partnership, the quality of the inputs delivered by 
each partner should be measured in terms that reflect their use by the other partner, 
as well as in terms that support their internal development (Ebert et al. 2018). For 
hazard forecasting, aspects of weather forecast quality that are important may 
include location and timing of features such as storms and fronts, structure and vari-
ability, and magnitude and extremity. For example, verifying rainfall for flood pre-
diction requires assessing whether it was located over the catchment of interest and 
whether it had the right intensity distribution to produce the observed runoff and 
flood height. Temperature verification for heat wave forecasting assesses whether 
the predicted temperatures were sufficiently extreme and of sufficient duration to 
lead to health impacts. This sort of diagnostic evaluation complements more tradi-
tional metrics of forecast accuracy. The discipline of routine objective forecast veri-
fication practised in operational meteorology can be extended to hazard prediction, 
providing suitable hazard observations are available.

Identifying the root cause of a deficiency in hazard forecasts is important and 
requires collaboration. Where errors can be related to a bias in the meteorological 
input, this may be straightforward. However, where processes are complex, it may 
be necessary to explore them in detail to establish whether the cause is in the pro-
cess representation, in the input meteorology or elsewhere. It may, indeed, be a 
mixture, and model tuning often leads to error cancellation that only becomes 
apparent in extreme conditions. Joint field programmes can be a valuable opportu-
nity for exploring such issues.

Verification should be oriented to the aspects of the prediction system that are 
most relevant to the decision-maker at the end of the warning chain. Knowing how 
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forecasts become less accurate at longer lead times helps the decision-maker under-
stand the risks of acting (or not) on a forecast that may turn out to be a false alarm 
or a missed event. Verifying forecasts and warnings of socio-economic impact (if 
they have been made) is extremely difficult, as discussed in Chap. 4. Visual com-
parison of forecasts overlaid with evidence of hazard impact can be informative and 
helps tell the story. Measuring the performance of the forecast elements that can be 
objectively verified is also important. When decision-makers have thresholds for 
taking action based on the forecast, then verifying forecasts of threshold exceedance 
at the location of interest gives the user the quality information required to develop 
an appropriate level of confidence.

6.5  Examples of Partnerships

 Box 6.1 Flood Forecasting Centre Case Study
Graeme Boyce, Flood Forecasting Centre, UK

Following devastating floods during the summer of 2007, the UK government 
was determined to develop a more “joined-up” approach to both preparing for 
and responding to flooding. The Pitt Review (Pitt 2008) identified both the 
need for all organisations involved to be willing to work together and share 
information and the importance of forecasting and prediction in enabling 
emergency planners and responders to reduce the risk and impact of flooding. 
Its recommendation was clear – the Environment Agency (EA), as the lead 
flood risk management authority for England and Wales (subsequently 
responsibility for Wales was devolved to Natural Resources Wales (NRW)), 
and the Met Office, the UK national meteorological service, should work 
together, through a joint centre, to improve the technical capability to fore-
cast, model and warn against all sources of flooding. In April 2009, the Flood 
Forecasting Centre (FFC) became operational, creating a national capability, 
for England and Wales, to provide advanced notice of potential flood risk 
from all natural sources of flooding (river, coastal, surface water and ground-
water) through a daily flood guidance service delivered to all organisations 
with a statutory responsibility to respond to flooding. The most important role 
for the FFC was, and still is, to provide flood guidance to the response com-
munity; however, with commendable foresight, the scope of the centre also 
included the remit to engage directly with customers/users and to deliver 
ongoing service improvements based on feedback from those using the 
service.

From its inception, the FFC has placed the science of hydrometeorology at 
its core. A small team of meteorologists from the Met Office, and hydrologists 
from the EA, was recruited and cross-trained to gain a deeper understanding 
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of each other’s disciplines and customer needs – creating a cadre of profes-
sionally accredited operational hydrometeorologists. With different training, 
institutional backgrounds and employment terms, there was an initial chal-
lenge of creating trust, which was overcome by a combination of openness 
and establishing a common purpose. However, the complications of dual IT 
systems linked to the parent institutions remain and will not be easily solved.

The centre was set up with a goal to forecast the impact of floods from 
natural sources, with as long a lead time as possible. To do this, it was recog-
nised that concepts of likelihood and uncertainty would need to be incorpo-
rated into guidance information and this resulted in a risk matrix taking a 
central role in presenting the likelihood of flooding, over the next 5-day 
period, within the FFC’s primary product – the Flood Guidance Statement 
(Fig. 6.10).

The risk matrix was co-designed with the Met Office National Severe 
Weather Warning Service (NSWWS) ensuring both used consistent concepts 
and terminology, helping to promote a joined-up service with our response 
community. Partnership and collaboration were key to its initial ability to 
become embedded within the flood risk incident management structure and 
remain vital to its success. The Flood Guidance Statement is co-produced 
with local forecast teams from the EA/NRW and operational meteorologists 
from the Met Office. At times of heightened flood risk, FFC duty managers 
routinely brief senior officials within central government and the EA on the 
flood risk at a national scale to support strategic decisions. Considerable effort 
is made to maintain an authoritative and consistent flood risk message during 
periods of heightened flood risk across the FFC partnership to support flood 
incident management decision-making. This level of collaboration is main-
tained when planning improvements to forecasting capabilities of customer 
facing products. The default position is to maintain common forecasting and 
visualisation systems where possible and work in partnership with Met Office 
and EA/NRW colleagues to improve these for mutual benefit. The “bridge” 
that the FFC provides from the Met Office to the EA/NRW flood management 
authorities has improved the pull-through of science into operational use and 
has reduced the time taken for this to happen. Prior to 2009, the lead time 
generally provided by flood forecasts across England and Wales was mea-
sured in hours. Over the past 10 years, flood risk guidance has routinely been 
provided for the next 5 days, and now the Centre is expanding the user base 
for its 30-day Flood Outlook service (Fig. 6.11).

Engagement with the flood responder community is also coordinated 
across the partnership, and this allows the forecasting authorities to present a 
more coordinated approach and increase the benefit gained from forecasting 
and warning information. All these improvements have been overseen by a 
Joint Steering Group, with representation from the Met Office, EA and NRW, 
and guided by a User Group, with a wide membership from the flood response 
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Fig. 6.10 Flood Guidance Statement for England and Wales issued on 26 December 2020. 
(© Crown Copyright 2020, Flood Forecasting Centre)
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community, that has enabled this unprecedented partnership and collaborative 
approach to continue.

With over 10 years of operational experience, providing a flood guidance 
service, including periods of significant flooding (e.g. winter 2013/2014, win-
ter 2015/2016 and February 2020), the Flood Forecasting Centre can confi-
dently claim that it has become a very successful partnership bringing together 
world leading meteorological and hydrological science. With customers from 
the emergency responder community asked to rate the service provided by the 
FFC every 2 years since its inception, overall satisfaction rose to 91% in 2019, 
and 92% were satisfied with the daily Flood Guidance Statement. Trust is 
critical, both in terms of maintaining a successful partnership and in continu-
ing to deliver a forecasting service that is acted upon and provides value to its 
user base. Perhaps the most visible example of this trust is the investment by 
the Environment Agency in over 40 km of temporary barriers to help defend 
communities at risk of flooding where no permanent defences exist. Their 
successful deployment is dependent on good, advance notice of flooding 
which is delivered by the FFC in partnership with forecasting colleagues from 
the Met Office and Environment Agency. This has only been possible through 
continued collaboration at all levels of governance and leadership, scientific/
technological development and operational delivery over the past 12 years.

Fig. 6.11 Flood Outlook for England and Wales issued on 30 December 2020. (© Crown 
Copyright 2020, Flood Forecasting Centre)
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 Box 6.2 Reflections on Working in Partnership with Fire Agencies 
During Extreme Fires
Mika Peace, Bureau of Meteorology and Bushfire and Natural Hazards 
Cooperative Research Centre, Australia

In recent fire seasons, Australia has experienced unprecedented fire events. 
Through many of these, I have worked inside the state operations centres 
(SOCs) of fire agencies, providing an enhanced briefing and interpretive role.

Unlike other severe weather phenomena, high fire risk doesn’t always 
translate to impacts; it depends on whether ignition occurs. When extreme 
fires are active, they happen fast; therefore, a deep appreciation of complexity 
of the situation and rapid response is required. My role involves working 
closely with the fire behaviour analysts, as fire prediction crosses the disci-
plines of fire science and meteorology, requiring cohesive teams with multi-
disciplinary knowledge and an ongoing exchange of information. I need to 
have an evolving narrative as the situation unfolds and new information 
becomes available through the day. Being embedded in another agency also 
requires a strong connection and established networks with my home agency, 
so I can reach out for additional information when required.

I see my role as ensuring there are “no surprises”, in the SOC or on the 
fireground. Extreme fire behaviour will happen, but response can be adapted 
and risk minimised if everyone has clarity on when and where the fire will run 
and what fire behaviour will occur. When analysing the data, I’m constantly 
thinking “what could the weather and fire potentially produce as extreme fire 
behaviour and what is the likelihood”. The process is not as simple as looking 
at the NWP output; a deeper level of interpretation and pattern recognition is 
required. Sometimes, communicating with confidence what won’t happen is 
extremely valuable because it focuses energy away from unnecessary 
concerns.

Inside the state operations centres, there is a prodigious demand for meteo-
rological information, but the value is in interpretation of how the weather 
will impact fire behaviour. Copious amounts of data are readily available; 
intelligence is much more difficult to develop and deliver. On bad days, 
numerous briefings to various audiences are requested, frequently with mini-
mal notice and requiring distillation of complex information into an under-
standable and immediately relevant message. My experience inside partner 
organisations is that briefings and conversations are more valued than 
products.

Emergency management involves political leaders in the decision and 
response process, and they rely on expert advice from trusted scientists who 
can communicate clearly. I’ve been surprised and impressed at how quickly 
politicians can read a room and determine who has deep expertise and can be 
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trusted for advice as well as their perceptive questions that require compre-
hensive knowledge to answer.

Extreme fire events are stressful, particularly in a room full of people who 
have responsibility for making decisions with life and death consequences. So 
far, I’ve had an ability to maintain a calm demeanour and clarity of thought 
during briefings. When I am particularly worried about a day, I’m aware that 
my concern is projected during briefings, and I’ve seen the emotion in the 
delivery of my briefing message being received and responded to just as 
clearly as the science content. On occasions during a disaster, I’ve switched 
from providing science briefings to being a listening ear and providing hugs 
to colleagues under stress.

In post-event debriefs, I have repeatedly heard our partners emphasise the 
value they place on trusted relationships with individuals. The counterargu-
ment I’ve heard is that our procedures should be sufficiently robust that rela-
tionships don’t matter. However, human nature is to value relationships, and 
emergency management tends to attract empathetic people with altruistic 
intent, so I believe relationships will continue to be important during 
extreme events.

Having researchers such as myself in operations has bilateral benefits as, 
ultimately, stronger research utilisation links will be built, enabling accelerated 
uptake and adoption of research findings. It will also focus research efforts 
towards high- impact outcomes addressing real-world issues. I am fortunate to 
have an extremely rewarding role straddling operations and research. However, 
what I do is not traditionally a defined career pathway in meteorological agen-
cies. The benefits are intrinsic and therefore difficult to measure and are only 
fully realised during high- impact events. Long-term investment is required to 
build cross-disciplinary capability and develop partnerships before events hap-
pen so we can be ready to “hit the ground running”.

It is not possible to anticipate and plan contingencies for all possible future 
scenarios. It is probable that the worse-case scenario is beyond what we can 
imagine, and it is inevitable that cascading and overlapping events will pres-
ent response challenges that stretch resources beyond capacity. A structure 
that supports organic response and enables well-connected people to call in 
any available assistance when faced with predicted and escalating situations 
will support optimal response to emerging disasters (Fig. 6.12).

Dr. Mika Peace is a fire meteorologist at the Australian Bureau of 
Meteorology. For 10 years, she worked as an operational forecaster in various 
locations around Australia, and for the past 10 years, she has held a fire mete-
orology research role. She is recognised as an expert in fire atmosphere inter-
actions through research on case studies and simulations of extreme fire 
behaviour using coupled fire atmosphere models to understand the interaction 
processes between the energy release and the surrounding atmosphere.
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6.6  Summary

• Successful hazard predictions require effective application of expertise from 
each discipline.

• Building partnerships amongst hazard prediction institutions requires time and 
effort to remove institutional barriers and build shared objectives.

• Hazard disciplines have different languages and cultures. Successful hazard pre-
diction requires members of each discipline to learn the language and culture of 
their partners.

• Observations of hazards are fundamental to understanding their importance and 
their causes but are not widely available or easily accessible.

• Linking hazard models to weather models requires care, based on an understand-
ing of the different roles of the relevant variables in each model.

• Linking hazard models to weather models requires choices of data standards, 
time and space resolution, update frequency, forecast length, representation of 
uncertainty and measures of quality. Compromises should be driven by user 
requirements wherever possible.

• Integrated models will increasingly be the basis of hazard prediction in the 
future. Their implementation should be based on clear evidence of benefit 
to users.

• Hazard forecasts should be verified against observations using methods that 
reflect the use of the predictions in warnings.

Fig. 6.12 Mika (left) briefing the New South Wales Rural Fire Service Commissioner 
(centre) and the New South Wales Premier (right) in the Rural Fire Service Operations 
Centre (“the room”) during the 2019–2020 fire season
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• Hazard forecasts will be used alongside weather forecasts and should be consis-
tent with them. Shared situational awareness tools can facilitate consistency.
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Abstract Weather forecasts are the foundation of much of the information needed 
in the warnings we have been considering. To be useful, they require knowledge of 
the current atmospheric state as a starting point. In this chapter, we first look at the 
methods used to predict the weather and the resulting demands for observations. 
Then, we explore the wide variety of sensors and platforms used to obtain this infor-
mation. There has been a long history of close working between sensor and platform 
designers and meteorologists that has produced spectacular advances in forecast 
accuracy. However, the latest high-resolution models require new approaches to 
obtaining observations that will require different collaborations. Examples are pre-
sented of partnerships in space observing and in aviation, a demonstration system 
from Canada, and the use of testbeds and observatories as environments for progress.

Keywords Numerical Weather Prediction · Nowcasting · Satellite · Radar · Lidar · 
Sensor · Observing platform · Third-party data · Evaluation

7.1  Introduction

This chapter addresses the challenge of forecasting hazardous weather, focusing on 
the collaborations needed to meet the requirements of prediction models and fore-
casters for observations of the current state of the atmosphere. Figure 7.1 provides 
an overview of the scope of the chapter, in which we shall describe:

• The role of the forecaster in extracting critical user-relevant information from 
model predictions.

• Data-driven prediction tools, including nowcasting and statistical post-processing.
• The structure and components of a Numerical Weather Prediction (NWP) system 

with emphasis on assimilation of observations and ensemble prediction in state- 
of- the-art kilometre-scale NWP systems.

• Current in situ and remote sensing networks and new capabilities that are under 
development.

• New sources of data that have the potential to enhance observational coverage 
and density.
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• Differences of methodology that need to be overcome to build effective partner-
ships that deliver the observational data needed for prediction.

• Examples of working relationships that have successfully overcome these 
challenges.

Forecast information is required for a variety of weather variables at different 
lead times and spatial-temporal resolutions. For warnings, the probability of extreme 
or unusual conditions relevant to local standards (e.g. infrastructure and construc-
tion codes) and expectations are particularly important. Warnings are especially 
important in densely populated urban environments where hazards can lead to a 
cascade of impacts (Baklanov et al. 2010, 2018; Grimmond et al. 2020). For clarity, 
in this chapter, we make a distinction between predictions, produced by NWP mod-
els, nowcasting systems or statistical processing, and forecasts, generated by fore-
casters based on the interpretation of predictions (see Fig. 7.1), while recognizing 
that predictions are increasingly input directly into hazard models. Observations are 
not only critical inputs to the model prediction process but are also needed by the 
forecaster and for verification. Sophisticated interactive human-machine software is 
enabling forecasters to interact more with both observations and predictions and to 
create digital products based on human interpretation of observations or forecasts 
(e.g. the Interactive Multi-Sensor Snow and Ice Mapping System, Matson and 
Wiesnet 1981).

Fig. 7.1 Simplified view of the components of the forecast systems as discussed in this chapter. 
The orange arrows indicate the interface between weather and hazard warnings/forecast (leftmost 
orange arrow, discussed in Chap. 6) and the gap between observationalists and the forecaster/pre-
diction system (rightmost orange arrow) that is the subject of this chapter

7 Predicting the Weather: A Partnership of Observation Scientists and Forecasters
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7.2  High-Impact Weather Forecasting

7.2.1  Multiscale Forecasts

High-impact weather involves multiscale processes, so both observations and pre-
dictions should capture atmospheric variation from large scale (global) to small 
scale (e.g. sub-urban). Different sources of forecast information are used to generate 
products at these different scales. Table 7.1 describes some of their characteristics, 
categorized by temporal scale. Spatial scale is related to temporal scale, so small- 
scale features such as convective thunderstorms are only explicitly resolved with 
fine temporal- and spatial-scale models. In the table, current typical model grid 
lengths are quoted, but it should be remembered that models can only resolve atmo-
spheric features of several times (typically five to ten times) the grid spacing (Lewis 
and Toth 2011). As far as possible, models should be seamless across different 
space/time domains, but computational constraints still require them to use different 
resolutions for different domain sizes, which may imply using different parameter-
izations, data assimilation, ensemble perturbations or post-processing. The fre-
quency of model predictions also varies with forecast length. Long-range (seasonal) 
predictions may be generated once or twice a month, whereas nowcast predictions 
may be initiated every hour or less Table 7.1.

There is a commensurate wide variation in the observation requirements of mod-
els. Generally, observations need to be more accurate and less biased than model 
predictions and must be quality controlled with respect to the capability of the 
model to reproduce the observation (e.g. due to its resolution or the processes it 
represents). It is very much a case of “treasure versus garbage”. Fine-scale 

Table 7.1 Characteristics of systems for predicting weather and climate at a variety of time scales.
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variability resolved by a high-resolution model may be “noise” to a lower- resolution 
model. Noise in the initial model state can grow rapidly and limit accuracy at longer 
forecast times, so must be filtered out in the observation quality control and assimi-
lation. Variables that change little over the time scale of a forecast (such as sea sur-
face temperature in a short-range forecast) may be set to a fixed value in that forecast 
but may need to be predicted in a longer forecast.

Local physical influences often drive the details of high-impact weather, so the 
focus of much current high-impact weather research is in the development of high- 
resolution prediction, to capture not only the details of the local environment but 
also the hazard-related atmospheric structures. Accurate resolution of small-scale 
physical structures, such as orography or the urban fabric, can aid predictability. 
However, uncertainties in the initial conditions, under-resolved physical processes, 
inaccuracies in the numerical solutions and the rapid growth of small-scale pertur-
bations ultimately pose limits to predictability that become shorter with decreasing 
scale. This paradox, of uncertainty increasing as resolution gets finer, can be over-
come using ensembles to generate probabilistic forecasts.

In this section, we shall focus on the highest resolutions to illustrate the needs of 
prediction systems that support severe weather warnings. However, many of these 
characteristics are relevant also for the other prediction systems listed in Table 7.1.

7.2.2  Forecasters and Decision-Making

7.2.2.1  The Forecaster Process

Given the variety of missions and stakeholders, there is no single process for gener-
ating a forecast, but all forecasters use common methods such as recognition of 
patterns and established rules relating to them, knowledge about instruments, obser-
vations, models, products, societal impacts and responses, collaboration with peers 
in- and outside their organization and constraints of messaging.

At the start of a duty shift, the forecaster is briefed on and reviews the previous 
forecast to understand the context in which it was made and any special vulnerabili-
ties, such as a first snow event of the season, or an unusual hazard. In reviewing the 
previous forecast, the forecaster will take account of not just the meteorology but 
also any extraneous constraints on the forecast environment such as hardware or 
staffing issues.

The forecaster must understand the overarching nature of their shift and for 
whom they’re generating a forecast as their approach and strategy will differ if issu-
ing sub-seasonal, weekly or aviation forecasts. The forecast goals depend on the 
needs of the user, and the role of the forecaster is adapted to the message type and 
to the risk that must be communicated.

The forecaster will then interact with the data to develop a four-dimensional 
understanding of the weather situation. An analysis of the large-scale pattern sets 
the context for understanding meteorological structures at smaller scales. This 
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process continues down to the smallest scales in a process called the forecast funnel 
by Snellman (1982). Longer lead-time forecasts typically depend more on NWP 
information than shorter lead-time forecasts.

The volume and sophistication of NWP products are increasing rapidly. The 
forecaster interprets them in the context of past performance in those types of 
weather, including model climatologies and verification. Even sub-hourly severe 
local thunderstorm warning decisions will take account of an available mesoscale 
NWP analysis from a rapid update convection-permitting model (Weisman et al. 
1997). The forecaster will use automated guidance including basic weather vari-
ables, such as temperature or wind, but may also have access to hazard variables 
such as visibility, severe wind gusts and winter precipitation amounts.

Forecasters benefit and suffer from the increasing volumes and diversifying 
types of observations and model data now available to them. As data volumes grow, 
the forecaster is increasingly reliant on computer systems to organize and present 
the data in a form that enables easy navigation and interaction so as to avoid data 
overload causing a decline in forecasting performance (Hoffman et  al. 1995). 
Forecaster workstations must be designed from a human-centric, not system- centric, 
perspective (Andra et al. 2002; Heizenreder et al. 2015) as ergonomics, human fac-
tors, system architecture, bandwidth and speed of presentation are all important for 
forecaster effectiveness. Automated products can provide valuable guidance, but 
providing the “answer” is useless without the capability to efficiently interrogate, 
assess and evaluate the data for decision-making (Joe et al. 2002; Stuart et al. 2007). 
It is essential that the forecaster is able to maintain a conceptual understanding of 
the underlying weather processes and to be able to view how the NWP prediction 
matches with the conceptual model and observations, so as to make sense of poten-
tially conflicting information. For instance, if short-term model guidance fails to 
produce convection when the observational data shows the necessary ingredients 
are present, the forecaster will challenge, and may need to abandon, the model 
guidance.

A forecaster must collaborate with colleagues serving other users in the same or 
adjacent areas, whether they are located in the next desk or another country. This is 
especially true when forecasting for widespread weather systems, such as winter 
storms or tropical cyclones. On smaller scales, the signal from a single instrument 
may be critical, requiring expert input from technical experts for interpretation. The 
forecaster must also take account of how their forecast will be used and must be an 
effective team player within the warning production chain.

As new observations, NWP and prediction systems are introduced or upgraded, 
the expert forecaster must understand not only the weather but also the capabilities 
and limitations of each innovation in order to assess and evaluate their efficacy. 
System and product training must be continually refreshed for this purpose.
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7.2.3  Data-Driven Prediction

7.2.3.1  Post-Processed Products

A numerical weather modelling system predicts the mean dynamic and thermody-
namic weather variables such as temperature, pressure, wind and moisture using a 
discretized form of the continuous equations of fluid mechanics on a three- 
dimensional grid, with unresolved processes (e.g. those occurring in clouds or close 
to the ground) parameterized in various ways. Warnings of high-impact weather 
require knowledge of the basic variables at unresolved scales (e.g. wind gusts) and 
of other variables (e.g. visibility or snow depth). These may be estimated using 
statistical or empirical post-processing models. Sub-grid wind gusts need to be esti-
mated using statistical relationships. The representation of terrain used in the model 
is smoothed and may not represent the urban texture/fabric; but the fine details are 
often important for warnings. For instance, there can be a considerable difference in 
height between the observation point and nearest model point, and model data 
should be adjusted to account for these differences by post-processing, either with 
past observations or using an estimated gradient. In some cases, the model output is 
adjusted on an hourly basis (Landry et al. 2004). Bias correction is less of an issue 
for severe storm prediction, as the objective is to model the hazardous phenomena 
directly (e.g. hail, tornado).

User-relevant warning products require the combination of weather elements in 
post-processing; for example, blizzard or dust storm warnings require predictions of 
snow or sand surface conditions combined with surface winds. A variety of statisti-
cal, artificial intelligence and analogue techniques are applied, combining model 
data with historical data and real-time observations to generate these user-oriented 
products (Burrows and Mooney 2018). For example, “ProbSevere” combines model 
predictions with highly processed real-time satellite data to create multi-sensor 
warning guidance products for the prediction of severe weather (Cintineo et al. 2018).

7.2.3.2  Nowcasting

Nowcasting is defined as forecasting a detailed description of the weather, by any 
method, over a period from the present to 6 hr. ahead (Sun et al. 2014; WMO 2017). 
Traditionally, nowcasting was focused on severe thunderstorm warnings, but it has 
evolved to many more applications.

Summer

Nowcasting of summer weather has focused on convective storms and their hazards, 
including heavy rain, flash floods, tornadoes, hail, damaging winds and lightning 
strikes, mainly using observation-based identification and extrapolation. These 
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forecasts support warnings of the most immediate hazards where action should be 
taken immediately to save property and/or life and generally cover the 0–1 h time 
period (NWS 2021). Automated extrapolation has been based on spatial correlation 
of two-dimensional radar-derived precipitation maps at different scales (e.g. Bellon 
and Austin 1978; Rinehart and Garvey 1978) or tracking of thunderstorm features 
(Dixon and Wiener 1993).

The automated warning of microbursts at US commercial airline airports is prob-
ably the most successful of all nowcasts (see example in this chapter). These warn-
ings have eliminated the crashing of jet aircraft, on take-off and landing, caused by 
microbursts, likely saving hundreds of lives. Controllers and pilots are warned of 
microbursts based on an automated algorithm that ingests data from the Terminal 
Doppler Weather Radar located near most US airports (Wilson and Wakimoto 2001).

The biggest challenge in nowcasting is predicting a severe convective storm 
before it has formed. This requires observation of the 3-D pre-convective environ-
ment in the lower troposphere. Unfortunately, this is currently terra incognita in 
earth system science (Wulfmeyer et al. 2015) despite long-standing evidence that 
detection of boundary layer convergence lines and of upward motion at the top of 
the boundary layer are key for predicting the dynamics (Wilson and Schreiber 1986) 
and that observations of moisture and temperature profiles are needed for predicting 
clouds and precipitation. High-resolution networks of surface stations (spacing 
5–20 km) are valuable for identifying the sharp gradients in wind, temperature and 
moisture characteristic of the mesoscale boundaries on which storms may develop. 
Doppler lidar and radar also have the ability to observe convergence boundaries, 
while geostationary satellites can detect the growth of the boundary layer and sub-
sequent development of clouds at these boundaries (Purdom 1976; Weaver and 
Purdom 1995). The potential for growth of the incipient storm is dependent on the 
stability and wind shear of the deep atmosphere, which can be obtained from radio-
sondes and vertical profilers and from satellite soundings assimilated in NWP mod-
els (WMO 2017). However, current observing capabilities lack the high spatial, 
vertical and temporal resolution profiles of wind, temperature and moisture in the 
lower troposphere that are needed. Such observations are becoming possible with 
the new generation of Doppler, Raman and differential absorption lidar systems.

Once a storm has formed, processing of channel differences in geostationary 
satellite data can be used to identify storm phenomena such as severe convection 
and overshooting tops. Storm intensity and movement can also be tracked using 
lightning detection, from both ground-based networks and satellite-based lightning 
imaging sensors. However, the most valuable observation source is Doppler radar. 
Within the storm, radar reflectivity information enables identification of developing 
and decaying areas and of storm movement, while Doppler wind information can 
pinpoint the development of storm rotation prior to tornado development and of 
severe up- and down-draughts.

Quantitative hazard information (e.g. from tornadoes, microbursts) is much more 
difficult to obtain, as it is generally at even finer spatial resolution than operational 
radars can provide. Severe convective weather warnings are thus often issued on 
proxy information such as radar-derived storm structure and precipitation intensity. 
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In order to verify warnings, direct observations of the hazard are required that are 
typically obtained from human spotters  – both professional and volunteer  – and 
from post-event damage surveys. Increasingly, these reports are being obtained 
through social media with the possibilities of automated processing in real time for 
operational warning use.

Winter

Winter nowcasting is focused on the prediction of precipitation type, extreme cold, 
strong winds and poor visibility. Many of these weather variables are poorly 
observed, making verification of forecasts difficult. For example, in situ snowfall 
measurements are impacted by wind, and remote sensing by radar is insufficiently 
precise (WMO 2018; Boudala et  al. 2017). Freezing precipitation is particularly 
difficult to observe and forecast (Strapp et al. 1996). Frost is not observed at routine 
weather observing stations. Whether snow or rain occurs depends on small changes 
near 0 °C, where the difference between model terrain height and reality may under-
mine the skill of the prediction. Blending of in situ observations with high- resolution 
models is an emerging technique (Huang et al. 2012; Bailey et al. 2014). However, 
good in situ high-resolution observations are rare, so validation studies of remote 
sensing techniques (e.g. for snow depth) are also rare. International projects on 
winter weather nowcasting have documented some of these problems (Isaac et al. 
2014b; Kiktev et al. 2017) and have identified the need for observations at high time 
resolutions (1 min) and for fine-scale models (<2 km).

7.2.3.3  Typhoon/Hurricane Nowcasting

Tropical cyclones (TC), including hurricanes and typhoons, bring significant safety 
and economic impacts to lives and property particularly in tropical and subtropical 
coastal areas. The accuracy of TC track forecasts has continuously improved, but 
prediction of intensity (surface maximum wind and storm size), structure (symme-
try and vertical structure), precipitation and associated flooding and storm surge 
inundation is still a challenge. Emergency and rescue response rely heavily on rap-
idly updated observations and nowcasts using Doppler Weather Radar and surface 
rain gauges for frequent updates of precipitation estimates and forecasts for 
decision- making. Over the open ocean, geostationary and polar orbiting multispec-
tral satellite observations and products are the main data used to monitor, analyse 
and assimilate into global and regional NWP models. Significant efforts are being 
made to retrieve ocean surface winds, layered cloud motion vectors, cloud height, 
rainfall rate, atmospheric stabilities, etc. (EUMETSAT 2021). Recent advances, 
including the blending of radar-based and satellite-based data, allow precipitation 
forecasts to be extended up to 6 hours ahead and, over a broader area, to provide 
longer lead times enabling early preparation and decision-making. There has been 
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progress, but there are still significant challenges in detecting rapid intensification 
(Fig. 7.2; Kaplan et al. 2010; EUMETSAT 2021).

Several existing observation platforms are currently under-utilized in operational 
TC nowcasts. For example, rapid scan short-wavelength radar, multispectral geosta-
tionary satellite imagery, ground-based or spaceborne lightning mapping, drop-
sondes from reconnaissance flights, aircraft in situ measurements (viz. AMDAR/
ACARS upper air winds, temperature, humidity) and Global Positioning System 
constellation slant-path precipitable water vapour measurements. Studies are 
required to better utilize this information for rapid analysis of the atmospheric state. 
Ocean observations (buoys, oil rig AWSs), sea surface wave and current measure-
ments, tide-level measurements, storm surge modelling, hydrological modelling, 
inundation modelling and their integration still require significant advancement for 
use in TC disaster nowcasting, warning and protection (Fig. 7.3; WMO RSMC 2021).

These nowcasts should include confidence or calibrated probability information 
to aid users’ risk assessments. Confidence information could be generated effi-
ciently with current computers using an ensemble approach. Probabilities need to 
be related to the end user’s/decision-maker’s impact parameters involving the entire 
value chain.

7.2.4  Numerical Prediction

High-impact weather, related to hazards, occurs mostly on very small scales (e.g. 
individual convective storms, urban heat islands). Although considerable advances 
have been made in NWP-based warnings of some high-impact weather events, such 
as tropical cyclones and disruptive winter weather, detailed high-impact weather 
forecasts have, until recently, been largely based on observational detection and/or 
visual confirmation, due to the limitations of operational NWP models in providing 
accurate predictions at these scales. Skilful probabilistic forecasts are critical to 

Fig. 7.2 Rapid intensification of Typhoon Higos (Aug 2020) approaching the coast of China over 
the Northwestern Pacific basin as seen from the “Hot Tower” satellite products. Pink in the middle 
represents overshooting top by the Rapid Development Thunderstorm product, while light grey hot 
tower area by the Hot Tower algorithm. There were only 6-hour differences between the two 
images. (Source: Hong Kong Observatory based on Himawari-8 satellite of the Japan 
Meteorological Agency)
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provide timely and accurate warnings, requiring access to observations of the 
dynamics and thermodynamics of the atmosphere at these scales and their assimila-
tion into kilometre (km)-scale ensemble-based numerical weather prediction mod-
els. Even though there are many challenges in developing kilometre-scale NWP 
systems, running them, and post-processing voluminous amounts of output into 
useful guidance for decision-making, the potential benefits are significant.

7.2.4.1  Kilometre-Scale Numerical Prediction

Kilometre-scale NWP models explicitly represent multiscale processes, including 
dynamic interactions between scales and organization of different types of high- 
impact weather. They have a more detailed representation of land surface heteroge-
neity than coarser-resolution models and use more sophisticated parametrizations of 
cloud microphysics, boundary layer mixing, turbulent entrainment and radiation. 
This allows for more realistic and more accurate forecasts of severe weather events. 
However, these sophisticated schemes are still subject to uncertainty, which needs 
to be captured in an ensemble prediction system, e.g. by using stochastic parameter-
ization schemes. Improving the scientific foundation and the development of such 
schemes are on-going research efforts.

One of the most challenging aspects of kilometre-scale NWP is starting the 
model with an accurate depiction of the atmosphere that includes the representa-
tion of fine-scale atmospheric motion including clouds. To explicitly resolve mul-
tiscale processes, including deep convection, frequent initialization of the model 
is critical. This is done by adjusting a very short forecast to match high-resolution 
observations (in both space and time) of the true state of the atmosphere using data 
assimilation, enabling frequently updated predictions of high-impact weather 
events and their associated hazards. A fundamental question is whether a varia-
tional, ensemble- based or hybrid data assimilation method yields the best kilome-
tre-scale analyses and forecasts. Current research suggests that hybrid systems 

Fig. 7.3 An atmospheric/oceanic observation integrated platform for real-time analysis of the 
structure and intensity of a TC (left) using latest available radar, scatterometer, automatic weather 
station, oil rig, buoy, lightning, etc. observations. (Source: Hong Kong Observatory)
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may provide the best results, the ensemble-based background error covariances 
providing the ability to impose balance constraints to create better analyses. At the 
heart of these considerations is how the considerable uncertainties in the initial 
conditions can best be represented and how large an ensemble is needed to reliably 
capture the uncertainty. To maximize the utility and impact of kilometre-scale 
NWP model and storm-scale observations (e.g. radar and satellite) to users, hun-
dreds of post-processed probabilistic forecast products from the ensemble system 
need to be generated within minutes of initialization. Figure 7.4 shows a simple 
timeline of a conceptual rapid update forecasting system based on a kilometre-
scale model and ensemble data assimilation. It uses sophisticated process models, 
starting from frequently updated and perturbed initial states, to generate an ensem-
ble of predictions from which estimates of the probability distribution of future 
hazards can be made. Successive forecasts should lead to converging advice on the 
likelihood and severity of the hazard.

This system is conceptually simple but scientifically very challenging. Because 
the kilometre-scale forecast system aims to produce forecasts from minutes to a 
few days, it pushes the limits, not only of NWP modelling and advanced data 
assimilation but also of high-performance computing. Other challenges include 
lack of high-density observations and optimizing the initial state for multiple 
space scales.

Fig. 7.4 A simple kilometre-scale ensemble data assimilation timeline. This type of frequently 
updating probabilistic kilometre-scale forecast system (KFS) can assist forecasters with earlier and 
more accurate communication of hazardous weather threats
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7.2.5  Probabilistic Prediction

The extreme variability of hazard-related weather requires that forecasts are proba-
bilistic. The basis should always be the use of an ensemble of NWP forecasts that 
are perturbed in their initial state and/or in some aspects of the model. However, 
ensembles do not capture the full range of possible outcomes, so there are several 
post-processing methods used to estimate the probability distribution, and we 
describe some of them here.

 1. Neighbourhood Methods
Despite the relatively fine horizontal grid spacing employed by kilometre-

scale ensembles, probabilistic guidance products are typically not presented at 
the grid scale due to positional uncertainty. For example, small variations in the 
location of a small-scale feature, such as a mesocyclone, in different ensemble 
members, may result in low grid-scale probabilities of feature occurrence within 
a region, even if every ensemble member has predicted a mesocyclone. These 
same small displacement errors are responsible for the “double penalty” when 
applying traditional forecast verification measures to convection-allowing 
scales. To overcome this, neighbourhood approaches are commonly used for 
probabilistic forecast product generation (e.g. Schwartz et al. 2010) and for veri-
fication (e.g. Ebert 2009; Gilleland et al. 2009).

 2. Ensemble Probability of Exceedance and Percentile Products
The ensemble probability distribution function is used to provide a measure 

of event likelihood or severity, e.g. the measurable precipitation at a given loca-
tion, and can provide limited information on event severity as well (e.g. proba-
bilities of precipitation values greater than 200 m2 s−2 imply the potential for a 
strong mesocyclone). However, specific measures of severity that span the range 
of ensemble solutions are desirable to forecasters (Novak et al. 2008; Evans et al. 
2014). Specific measures of severity can be found using values at a fixed position 
within the ensemble distribution, represented by a percentile, as opposed to find-
ing the proportion of the ensemble exceeding a specific value. Percentiles that 
represent “reasonable” best- and worst-case forecast scenarios, such as the tenth 
and 90th percentiles, are often used to supplement the ensemble maximum 
(Novak et al. 2014) to avoid overprediction by outliers.

 3. Ensemble Statistical and Probability Matched Mean
The statistical mean of an ensemble is possibly the most familiar ensemble 

product and provides a more skilful forecast than individual ensemble members 
when averaged over many forecasts (Leith 1974). The improved skill in the sta-
tistical mean comes from smoothing low-confidence events in a forecast while 
retaining higher-confidence or more frequent features. However, kilometre-scale 
ensembles are primarily aimed at providing guidance on rare and high-impact 
events with limited predictability rather than the mean. The localized probability 
matched mean (PMM) is a post-processing technique that restores characteristic 
amplitudes of ensemble members to the statistical mean field (Ebert 2001).
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 4. Pseudo-deterministic Products
While probabilistic guidance products efficiently condense information 

within the ensemble and provide measures of uncertainty, they provide limited 
information about the physical processes responsible for the model solutions. 
This limitation can be overcome by the “postage stamp” plot, which summarizes 
each ensemble member on a single plot. Postage stamps provide users with 
deterministic solutions from individual members and all the information avail-
able in continuous forecast fields; however, they sacrifice readability, often to the 
point of being impractical in large ensembles. Alternatively, web-based ensem-
ble viewers can provide a means for rapidly interrogating individual member 
solutions (Roberts et  al. 2019; Schwartz et  al. 2019) while preserving output 
readability.

A second method for displaying deterministic aspects of an ensemble forecast 
is to extract limited information from each ensemble member on a single plot. 
These visualizations remove the complexity of full deterministic products, 
allowing forecasters to rapidly assess ensemble spread in features of interest. 
The most familiar of these feature-based visualizations is the spaghetti plot 
(Obermaier and Joy 2014; Rautenhaus et al. 2018), which provides specific con-
tours of a given field for each ensemble member (Sivillo et al. 1997). Spaghetti 
plots are typically employed to provide information on ensemble spread of fea-
tures in a continuous field, for example, shortwaves in a 500 hPa geopotential 
height field or air mass boundaries in a 2 m dew point field. Automated detection 
of features associated with specific phenomena may be used to produce analo-
gous visualizations for features like frontal boundaries (Hewson and Titley 
2010), tropical cyclone tracks (Hamill et  al. 2012) or thunderstorm proxies 
(Schwartz et al. 2015). In particular, kilometre-scale ensembles frequently use 
feature-based “paintball” plots to display ensemble information of thunderstorm 
and mesocyclone positions in simulated reflectivity and updraft helicity fore-
casts, respectively (Schwartz et  al. 2015; Roberts et  al. 2019; Schwartz 
et al. 2019).

7.2.6  Forecast Evaluation

Both model predictions and human forecasts must be evaluated regularly to ensure 
that they have value to the forecast user and to understand the weaknesses that need 
further research and development. Standard verification techniques are applied to 
compare the performance of global NWP models, but these have only limited rele-
vance to understanding the prediction of weather-related hazards. Traditional 
approaches to hazard-related verification have relied on scores such as hit rate and 
false alarm rate, which relate well to the use of the forecast, but which can be mis-
leading when used to compare different approaches. All evaluation depends on the 
availability of high-quality observations, and this is perhaps the greatest impedi-
ment to verification of hazard-related weather phenomena.
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7.3  Observations for High-Impact Weather Monitoring 
and Prediction

Observations are the heart and language of science and describe structural charac-
teristics of the environment, advancing our understanding of key physical processes 
governing atmospheric systems track, intensity, structure and impacts. They play a 
fundamental role in constraining uncertainties in prediction models, directly by 
sampling the atmospheric initial state and indirectly by providing data for process 
studies and machine learning approaches to improve the representation of physical 
processes. They provide datasets for evaluating the performance of models. 
Observations must be processed to fit the NWP model structure. It is important to 
know the characteristics of both instrument errors and NWP model-observation rep-
resentativeness differences.

The current in situ observation network of surface weather stations and upper air 
soundings was designed for short-range forecasting at synoptic or ~1000 km scales. 
Forecasting systems still rely heavily on these networks of weather stations oper-
ated according to WMO standards. For practical and cost reasons, stations in such 
networks are generally spaced some tens of kilometres apart for surface data and 
hundreds of kilometres for sounding stations.

Observation-based predictions have evolved over the years as a pragmatic 
approach to address the nowcasting of quickly varying small-scale phenomena, 
such as thunderstorms, and to adjust model predictions that diverge from the obser-
vations. Advances in forecast accuracy and forecast range have been demonstrated 
with high-resolution models using extra data obtained from other agencies, social 
media/citizen science and mixed technology solutions for specific weather param-
eters (e.g. precipitation from satellites in remote regions). A vast amount of observa-
tions with varying or unknown quality are now available that require new 
collaborations to bring into effective use. Not only are there challenges in accessing 
the data on the right time scales, in usable formats and with the required information 
on error characteristics, but also in optimizing the ways in which high-volume, low- 
quality data are mixed with low-volume, high-quality data to achieve the best 
forecasts.

Innovation and adoption of new observations require investment and long-term 
planning by governments. The development of new technology takes time and 
needs to be coordinated effectively and efficiently across different mandates and 
funding sources. In this section, we describe the capabilities and limitations of inno-
vations that will meet the high-resolution observation requirements of high-impact 
weather, starting with in situ observations (including those derived from social 
media) and then remote sensing technologies.
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7.3.1  In Situ Observations

High-impact weather forecasting requires meteorological observations at spatial 
and temporal densities significantly higher than available from present National 
Meteorological and Hydrological Services (NMHS) networks. This has been a 
prime motivation for investigating the use of third-party data (TPD) which is often 
collected for purposes other than weather forecasting but nonetheless contains valu-
able meteorological information. In recent years, the increased reliability and 
decreased cost of atmospheric sensors, the coming of the “internet of things” and 
the introduction of machine learning technologies have made available a wealth of 
new and potentially very useful data on the fine-scale evolution of the atmosphere 
near the ground. The challenge is how to make this information accessible and 
usable for the purpose of high-impact weather forecasting. While “big data” and 
“artificial intelligence” tools and analytics are readily available, accuracy, routine 
and long-term reliable access to the data, their interpretation and data quality con-
trol require scientific and application expertise for usability.

Perhaps the most well-known, and successful, example of third-party data are 
meteorological observations from commercial aircraft. For several decades, 
AMDAR (Aircraft Meteorological Data Relay) instruments have been installed by 
NMHS’s on a limited number of aircraft, to provide observations of wind, tempera-
ture and humidity at flight level and upon ascent/descent into airports. These data 
have proven to be of great value for the quality of weather forecasts (Petersen 2016; 
ECMWF 2020). For cost reasons, relatively few aircraft have been adapted to carry 
AMDAR instruments. However, more recently, aircraft position messages (Mode-S) 
have been processed to produce wind and temperature data ~100–1000 times more 
numerous than AMDAR observations, of comparable quality to radiosonde obser-
vations and at a significantly lower cost (WMO 2020a).

A potential new source of high-resolution precipitation data has been demon-
strated from cell phone networks (Overeem et al. 2011). Microwave communication 
signals between cell towers suffer from small time delays which are related to atten-
uation by precipitation. It has been demonstrated that a network of cell phone tow-
ers can provide an accurate and detailed picture of the spatial distribution and 
amount of precipitation. However, access to these data is a problem as they are 
considered proprietary by the telecommunications operators.

Observing sensors and platforms are becoming cheaper, more reliable, more 
widespread and of better quality. Examples include (i) drones equipped with meteo-
rological and/or air quality sensors flying over areas difficult to access, (ii) measure-
ments from wind energy turbines and (iii) near-surface observations from private or 
charitable (van de Giesen et al. 2014; Kucera 2017) weather stations. These near- 
surface data can be acquired at affordable cost often by crowdsourcing initiatives 
such as the Weather Observations Website (2021). Several studies have shown that 
with careful quality control and bias correction using machine learning techniques, 
these data (e.g. temperature, pressure and precipitation) can provide significant 
added value (e.g. Nipen et al. 2020; de Vos et al. 2019; Meier et al. 2017).
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For the detection of highly localized severe weather events, the greater density, 
representativeness and coverage of TPD can be advantageous. Standard meteoro-
logical surface weather stations are situated in open fields free from obstacles. This 
makes them representative of idealized homogeneous surfaces but under-represents 
heterogeneous surface environments, particularly in urban areas, where the majority 
of humans live and where high-impact weather forecasts are most needed. A mix-
ture of TPD, from several sources, can provide a useful addition to NMHS ground 
observing systems (e.g. de Vos et al. 2019; Fenner et al. 2019). Through data shar-
ing, they may be obtained by NMHSs at a fraction of the cost of operating and 
maintaining their own networks. However, partners, such as internet service provid-
ers or wind energy farms, may be reluctant to share data for competitive reasons. 
For crowdsourced data from smartphones, there are legal, ethical and privacy 
aspects to consider. Care is needed to strip the acquired data of all but their meteo-
rological information and to anonymize and possibly aggregate them so that the 
data cannot be traced back to the original provider.

Individual TPD sources are often unable to reach the standards of official meteo-
rological in situ stations, and complex systematic errors need to be removed. 
However, many studies have indicated that, combined with professional in situ 
meteorological networks, and after careful quality control, they offer clear added 
value in the assimilation and post-processing of NWP forecasts. Machine learning 
algorithms are increasingly proving successful in providing fully automated quality 
control of TPD; however, they need to be interpreted within the context, scale and 
purpose of the forecast prediction system.

A long-term challenge will be how to coordinate the acquisition, use and 
exchange of TPD for meteorological use at a global level. Worldwide uptake of 
these new data types can be facilitated by creating and fostering a global community 
of meteorological TPD experts, exchanging experiences and best practices, and 
requires coordination such as that provided by the World Meteorological 
Organization to standardize protocols, metadata, formats and mechanisms for 
exchange of TPD.

Many weather-related elements are now measured from mobile platforms, such 
as smartphones and cars, and studies are being carried out to assess their value. 
Pressure data from smartphones have been shown to be of value for weather fore-
casting (Mass and Madaus 2014; McNicholas and Mass 2018). The mobile nature 
of these sensors presents some particular challenges to their quality control (Hintz 
et al. 2019). Lidars and radars are used in vehicle collision avoidance but have yet 
to be exploited for weather prediction.

Crowdsourcing information about hazardous weather may be provided through 
common social media (e.g. Twitter, Instagram) or specialized crowdsourcing apps. 
Given the ubiquity of mobile devices, the data are timely and may be spatially and 
temporally dense, depending on population density, particularly in existing data 
sparse regions. These data are used in various ways for warning issuance, nowcast-
ing, verification and providing feedback on the entire high-impact warning chain 
that cannot be achieved in any other way. Weather-specific apps (e.g. mPing, Elmore 
et al. 2014) can solicit particular information such as the occurrence of particular 
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weather phenomena (e.g. tornadoes, waterspouts, hail and hail size, storm damage 
and visibility restrictions) and interactively generate maps or time series products. 
The frequency and spatial pattern of the reports can provide significant scientific 
insights. For example, for small-scale hazards such as damaging hail, frequent 
(5–10 minutes) and high (sub-kilometre)-resolution maps can be produced to under-
stand the evolution of the storm, for damage surveys, and to validate and verify 
radar and NWP products. The apps are available globally but limited by market 
penetration into the social media environment. Over time, through peer experience 
or in-app or on-line training, the quality of the reports should evolve and improve. 
Statistical or artificial intelligence techniques can be used for quality control. These 
data greatly expand, complement and supplement reports from trained volunteer 
spotters which can be used to quality control the reports from the general population.

7.3.2  Ground-Based Remote Sensing

Ground-based remote sensing systems can observe the entire chain of processes 
leading from land-atmospheric exchange, atmospheric boundary layer (ABL) 
development, convergence zone formation and evolution and convective initiation 
to the formation, evolution and decay of clouds, precipitation and other hazards. 
This capability depends on the remote sensing methodology, e.g. whether passive or 
active remote sensing is applied and which wavelengths are utilized. For observa-
tion of the pre-convective environment, wavelengths from the ultraviolet (UV) up to 
the infrared (IR) are required. For observation of clouds and precipitation, the 
microwave spectrum must be used. In passive remote sensing, the emission spec-
trum of the atmosphere itself or the transmissions of the sun or the moon are used. 
As the atmospheric variables of interest, such as water vapour and temperature, are 
indirectly contained in these observations, a retrieval is necessary, which requires a 
first guess and limits vertical resolution and accuracy. For active remote sensing 
using sound waves or electromagnetic waves, generally a direct derivation of vari-
ables of interest is possible, which intrinsically increases the accuracy as well as the 
temporal and range resolutions of the results (see, e.g. Wulfmeyer et al. 2015).

7.3.2.1  Land-Atmosphere Exchange

Clear-air observations are required with vertical and temporal resolutions of metres 
and sub-seconds to resolve atmospheric profiles in the surface layer from the can-
opy top to a height of about 100 m including turbulence fluctuations. Unfortunately, 
this is a sore spot of passive and active remote sensing. Recently, the first surface 
layer scans of wind, temperature and moisture profiles with sufficient resolution and 
accuracy became possible (Wulfmeyer et al. 2015; Späth et al. 2016) enabling us to 
study flux-gradient relationships in the surface layer and to make comparisons with 
current theories such as the Monin-Obukhov similarity theory.
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7.3.2.2  Pre-Convective Environment

The simplest way to obtain information about the pre-convective environment is 
provided by ceilometers and backscatter lidars. These instruments are typically 
operated in vertically pointing mode and are used for cloud height observations and 
for volcanic ash monitoring (Adam et al. 2016a). However, a simple backscatter 
lidar provides only limited information about atmospheric dynamics and thermody-
namics. For studies of the pre-convective environment, observations of lower tropo-
spheric wind, temperature and humidity fields with temporal and spatial resolutions 
of the order of minutes and 100 m are fundamental. Unfortunately, due to a severe 
lack of availability and coverage with suitable remote sensing systems, this area 
must be considered as terra incognita in earth system science. As clear-air measure-
ments are required, these observations must be performed with far thermal infrared 
(FTIR), microwave radiometer (MWR), Global Navigation Satellite Systems 
(GNSS) and lidar techniques. With respect to thermodynamic profiling, an overview 
is given in Wulfmeyer et  al. (2015). For wind measurements, the operation of 
Doppler lidar systems or clear-air radar wind profilers is state of the art. If operated 
in scanning modes, wind profiles can be derived with resolutions of 1 min and 50 m, 
with an accuracy of 0.5 ms−1 in the ABL. The performance of coherent Doppler 
lidars depends on the presence of aerosol particles in the range of interest so that 
typically a very high resolution and accuracy are achieved in the atmospheric 
boundary layer, but this can degrade substantially at greater heights. Scanning 
Doppler lidars have been developed for wind shear detection at airports (Chan and 
Lee 2012; Nechaj et al. 2019) and for boundary layer wind profiling.

For vertical measurements of temperature and moisture, passive remote sensing 
systems such as FTIR and MWR can be applied. However, their vertical resolutions 
are rather limited: ~1000 m for FTIR and ~2000 m for MWR at 2000 m height, 
degrading further with greater altitude. For the determination of real profiles of 
water vapour and temperature with resolutions of minutes and 100  m vertically, 
Raman lidar and differential absorption lidar (DIAL) can be applied (Turner et al. 
2002; Späth et  al. 2016; Weckwerth et  al. 2016). The new generation of Raman 
lidars permits temperature measurements throughout the troposphere, day and night 
(Lange et  al. 2018). Water vapour Raman lidar permits measurements up to the 
lower troposphere during daytime and throughout the troposphere during night- 
time. Water vapour DIAL measurements have similar performance during daytime 
and night-time with resolutions of minutes and a few 100 m up to the middle and 
upper troposphere depending on the atmospheric moisture content. Operational 
water vapour measurements using DIAL are now possible with low-power, compact 
systems (Weckwerth et al. 2016).
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7.3.2.3  Clouds and Precipitation

Integrated, mainly vertically profiling observations have been deployed for a variety 
of climate and weather research investigations (Kollias et al. 2007a, b). Wind profil-
ers, aerosol, Doppler and water vapour lidars, radiometers, ceilometers and short 
wavelength radars (W and Ka band) are maturing technologies that measure within 
the boundary layer and middle troposphere and have been shown to improve high- 
impact weather forecasts (Benjamin et al. 2004; Loehnert et al. 2007).

Radars are fundamental tools for the provision of rapidly developing hazardous 
weather warnings as they observe the precipitation in the atmosphere in three 
dimensions with spatial and temporal resolutions better than 1 km and 5 minutes, 
respectively. Radars can “see” precipitation at long distances (250 km or more). 
They transmit microwave energy into, and receive reflected energy from, the rain-
drops and other scatterers in the atmosphere – including clouds, airplanes, ground, 
insects and, if sensitive enough, clouds. The current generation of polarization 
diversity radars provides greater quality control and hydrometeor identification 
capabilities. In addition, some highly sensitive modern radars can observe reflec-
tions from the clear air (due to insects or Bragg scattering) or due to refractive index 
fluctuations (Knight and Miller 1998; Wilson et al. 1994; Fabry 2004; Fabry et al. 
1997) to retrieve low-level winds and humidity fields that enhance the forecaster’s 
ability to observe pre-cursor signatures of convective initiation and hence poten-
tially extend the lead time for thunderstorm warnings (Wilson and Schreiber 1986). 
Substantial processing is required to produce precipitation products (Zhang et al. 
2016), wind fields (Browning and Wexlar 1968; Sun and Crook 1997) or precipita-
tion types (Park et al. 2009). For data assimilation, radar must be quality controlled 
to remove features that cannot be represented in NWP models. Hence, partnerships 
amongst radar specialists, forecasters and assimilation scientists are needed to 
deliver appropriate application-based quality-controlled radar products. As an 
example, ground clutter, generally considered a nuisance and often eliminated, has 
proven useful for monitoring variations in calibration, leading to improvements in 
the quality of precipitation products (Wolff et  al. 2015), and for the retrieval of 
humidity (Fabry 2004).

Due to the curvature of the earth and beam propagation paths, the radar observ-
ing range is limited to near ranges (~50  km) when observing low-level weather 
phenomena such as tornadoes, wind shear and precipitation type near the ground. 
Depending on the radar network and largely due to cost, radars generally have spac-
ings of 150–400 km leaving substantial low-level (<1 km altitude) coverage gaps. 
These are exacerbated by blockage by local obstructions or complex terrain. Dense 
networks of limited range small radars to sense the lowest levels of the atmosphere 
have been proposed (Mclaughlin et al. 2009) and have been deployed for demon-
stration in several urban environments (Cifelli et  al. 2018; Misumi et  al. 2020; 
Chandrasekar et al. 2018).

Combining networks of heterogeneous radars, operated by different agencies for 
different purposes, across multiple countries, and often of mixed technology, can 
extend and improve the coverage domain. This requires exchanging voluminous 
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quantities of radar data and sharing data quality information, with resulting benefits 
to NWP assimilation, at reduced cost, increased efficiency of operations and higher 
quality (Lopez 2011).

Weather radars are the main requirement for nowcasting warnings of convective 
storms. S-band polarimetric, Doppler, one-degree beam width radars, with good 
sensitivity are preferred. C-band radars are second in preference in that the unam-
biguous velocity is less for the same pulse repetition frequency at the cost of higher 
attenuation. Bragg scattering detection is considerably reduced with C-band radars. 
X-band radars suffer severe attenuation in regions of high rainfall rates and are thus 
limited to being deployed in local networks with a spacing of tens of kilometres. 
Developing, operating, maintaining and sustaining operational radar networks are 
expensive, and these on-going costs must be considered before initial installation.

Commercial ground-based lightning networks have become ubiquitous. 
Lightning is a severe weather hazard for fire weather, personal safety and infrastruc-
ture. It is associated with convective weather, and so statistical relationships with 
heavy rain, hail and strong winds have been used to generate precipitation proxy 
products for convective storms. Lightning has also been assimilated into NWP to 
improve kilometre-scale predictions (Dixon et al. 2016). The lightning “jump” is a 
sudden increase in flash rate, associated with the onset of severe weather (Chronis 
et al. 2015). The causal physical relationships still need to be understood, but they 
have been used for warnings (Holle et al. 2016).

7.3.3  Satellite Remote Sensing

Weather satellites are the backbone of the global weather observing system 
(Fig. 7.5). The principal satellite orbits are Geostationary Earth Orbit (GEO) and 
Low Earth Orbit (LEO) which provide different perspectives of the atmosphere and 
the earth (WMO 2020). GEO satellites are located at 35,786 kilometres above the 
earth’s surface with an orbit matching the earth’s rotation so that the earth and atmo-
sphere can be monitored continuously at the same satellite sub-point. They are the 
primary source of near-real-time imagery used for nowcasting and the detection of 
rapidly evolving high-impact environmental phenomena (Goodman et  al. 2018, 
2019; Schmit et al. 2017, 2018). LEO satellites orbit at about 800 km above the 
surface, viewing the whole earth twice a day in multiple passes, each at the same 
local times. These satellites provide the primary source of temperature and humidity 
profiles of the atmosphere for use in NWP. Together, satellites in the LEO and GEO 
orbits provide a broad spectrum of atmospheric, land and ocean measurements used 
in weather forecasting and analysis (Table 7.2).

The new-generation international “GEO-Ring” satellite constellation (Fig. 7.5) 
provides full disk earth and atmosphere imagery and derived products (e.g. cloud 
mask, cloud height, cloud phase, precipitable water, stability indices, winds) every 
10 minutes and at high frequencies of 1–2.5 min over limited areas. The GEO cloud/
moisture-derived atmospheric motion vectors (Fig. 7.6) are widely used in global 
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NWP to fill gaps in the global radiosonde network. Information about winds at dif-
ferent levels, areas of wind shear or jet maxima can be identified. Wind vectors are 
computed using both visible and infrared spectral bands (GOES 2021).

The spectral bands of these new imagers in the visible and infrared portions of 
the electromagnetic spectrum can be combined in various ways to make decision 
aids and products for nowcasting and short-range forecasting (e.g. fog, smoke, air 
mass classification and dust, amongst others). The NOAA GOES and the 
EUMETSAT MTG (Meteosat Third Generation) also have lightning imagers that 
provide storm-scale day/night imaging of lightning discharges including their radi-
ant energy, areal extent and propagation.

With the advent of multispectral imagers such as MODIS and the Joint Polar 
Satellite System (JPSS, Goldberg et al. 2018) VIIRS (visible infrared sensors) LEO 
satellites are also used increasingly as input to forecaster decision aids. Radiometer 
and spectrometer instruments in LEO may be active (radars, scatterometers, altim-
eters, lidars) or passive (multispectral visible (VIS)/near-infrared (NIR)/thermal 
infrared (TIR) imagers; IR and microwave (MW) sounders). Atmospheric sounding 
of the vertical temperature and moisture structure of the atmosphere are key contri-
butions for assimilation into NWP.  The LEO satellite constellation infrared and 
passive microwave sounders (Menzel et al. 2018) provide complementary informa-
tion in clear and cloudy atmospheres as clouds are opaque in the infrared part of the 
spectrum and largely transparent at microwave frequencies. Operating them together 
makes it possible to cover a broader range of weather conditions. Infrared sounders 
have better horizontal and vertical resolution, while microwave sounders, although 

Fig. 7.5 Space-based component of the global observing system. (Source: WMO)
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Table 7.2 Satellite backbone with specified orbital configuration and measurement approaches

Instruments Geophysical variables and phenomena

Geostationary core constellation with at least five satellites providing complete earth 
coverage
Multispectral VIS/IR 
imagery with rapid repeat 
cycles

Cloud amount, type and top height/temperature; wind (through 
tracking cloud and water vapour features); sea/land surface 
temperature; precipitation; aerosol content and physical properties; 
snow cover; vegetation cover; albedo; atmospheric stability; fire 
properties; volcanic ash; sand and dust storm; convective initiation 
(combining multispectral imagery with IR sounders data)

IR hyperspectral sounders Atmospheric temperature; humidity; wind (through tracking cloud 
and water vapour features); rapidly evolving mesoscale features; 
sea/land surface temperature; cloud amount and top height/
temperature; atmospheric composition (aerosols, ozone, greenhouse 
gases, trace gases)

Lightning imagers Total lightning (in particular cloud to cloud), convective initiation 
and intensity, life cycle of convective systems, NOx production

UV/VIS/NIR sounders Ozone, trace gases, aerosol, humidity, cloud top height
Sun-synchronous core constellation satellites in three orbital planes (morning, afternoon, 
early morning)
IR hyperspectral sounders Atmospheric temperature and humidity; sea/land surface 

temperature; cloud amount, water content and top height/
temperature; precipitation; atmospheric composition (aerosols, 
ozone, greenhouse gases, trace gases)

MW sounders

VIS/IR imagery; 
realization of a day/night 
band

Cloud amount, type and top height/temperature; wind (high 
latitudes, through tracking cloud and water vapour features); sea/
land surface temperature; precipitation; aerosol properties; snow 
and (sea) ice cover; ice-flow distribution; vegetation cover; albedo; 
atmospheric stability; volcanic ash; sand and dust storm; convective 
initiation

MW imagery Sea ice extent and concentration and derived parameters (such as 
ice motion); total column water vapour; water vapour profile; 
precipitation; sea surface wind speed [and direction]; cloud liquid 
water; sea/land surface temperature; soil moisture; terrestrial snow

Scatterometers Sea surface wind speed and direction; surface stress; sea ice; soil 
moisture; snow cover extent and SWE

Sun-synchronous satellites at three additional equatorial crossing times, for improved robustness 
and improved time sampling particularly for monitoring precipitation
Instruments on other satellites in low earth orbit
Wide-swath radar 
altimeters and high- 
altitude, inclined, 
high-precision orbit 
altimeters

Ocean surface topography; sea level; ocean wave height; lake 
levels; sea and land ice characteristics, snow on sea ice

IR dual-angle view 
imagers

Sea surface temperature (of climate monitoring quality); aerosols; 
cloud properties

MW imagery for surface 
temperature

Sea surface temperature (all-weather)

(continued)
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having lower resolution (~10s of km), can observe the earth’s atmosphere and sur-
face day and night even through intervening clouds.

The Global Precipitation Measurement (GPM) mission uses multiple satellites. 
The core has two primary instruments, a dual-frequency precipitation radar (DPR) 
and a GPM passive microwave imager. The DPR consists of a Ku-band precipita-
tion radar (KuPR, 13.6 GHz) and a Ka-band precipitation radar (KaPR, 35.5 GHz), 
both having 5 km spatial resolution at nadir and covering a swath width of 245 km. 
The DPR is more sensitive than its TRMM predecessor especially in the measure-
ment of light rainfall and snowfall in mid-latitude regions. Rain/snow determination 
uses the differential attenuation between the Ku band and the Ka band. The GPM 
microwave imager is a multi-channel, conical-scanning, microwave radiometer that 
serves as both a precipitation and a radiometric standard for the other GPM interna-
tional partner satellites. It has 13 microwave channels ranging in frequency from 
10 GHz to 183 GHz. The GPM core and its partners are combined with GEO imag-
ers, to create a widely used precipitation product called IMERG (Huffman et al. 
2019a, b) that is updated every 30  minutes through temporal morphing of the 

Table 7.2 (continued)

Instruments Geophysical variables and phenomena

Low-frequency MW 
imagery

Soil moisture, ocean salinity, sea surface wind, sea ice thickness, 
snow cover extent and snow water equivalent

MW cross-track upper 
stratospheric and 
mesospheric sounders

Atmospheric temperature profiles in stratosphere and mesosphere

UV/VIS/NIR sounders, 
nadir and limb

Atmospheric composition (ozone, aerosol, reactive gases)

Precipitation radars and 
cloud radars

Precipitation (liquid and solid), cloud phase, cloud top height, cloud 
particle distribution and amount and profiles, aerosol, dust, volcanic 
ash

MW sounder and imagery 
in inclined orbits

Total column water vapour; precipitation; sea surface wind speed 
[and direction]; cloud liquid water; sea/land surface temperature; 
soil moisture

Absolutely calibrated 
broadband radiometers 
and TSI and SSI 
radiometers

Broadband radiative flux; earth radiation budget; total solar 
irradiance; spectral solar irradiance

GNSS radio occultation 
(basic constellation)

Atmospheric temperature and humidity; ionospheric electron 
density, zenith ionospheric total electron content and total 
precipitable water

Narrow-band or 
hyperspectral imagers

Ocean colour; vegetation (including burnt areas); aerosol properties; 
cloud properties; albedo

High-resolution 
multispectral VIS/IR 
imagers

Land use, vegetation; flood, landslide monitoring; ice-flow 
distribution; sea ice extent/concentration, snow cover extent and 
properties; permafrost

Synthetic aperture radar 
imagers and altimeters

Sea state, sea surface height, sea ice motion, sea ice classification, 
ice-flow geometry, ice sheets, soil moisture, floods, permafrost

Gravimetry missions Ground water, oceanography, ice and snow mass

Source: WIGOS
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instantaneous rainfall fields and is widely used in nowcasting, NWP and flood/land-
slide monitoring (Kirschbaum et al. 2017; Kirschbaum and Stanley 2018).

A constellation of satellites can fly in formation to produce synchronized data 
from several different instruments (Stephens et al. 2018). Current and planned con-
stellations and future CubeSat swarms of sensors may greatly augment the capabil-
ity of the global observing system and increase the revisit frequency from twice per 
day to perhaps hourly or better, making these data of potentially great interest and 
value for nowcasting and regional- to global-scale NWP. Intercalibration of these 
measurements will be a challenge with each instrument providing a different view 
geometry and atmospheric path.

Global Positioning System (GPS) radio occultation is another important satellite 
measurement for NWP data assimilation and is complementary to the infrared and 
microwave radiances observed by atmospheric sounders. The highly precise radio 
occultation signal is measured by the Global Navigation Satellite System. It is 

Fig. 7.6 Derived motion wind vectors (DMW) from the GOES East (GOES-16) Advanced 
Baseline Imager overlaid on a GeoColor false colour RGB image (Miller et al. 2020) at 13 UTC 
on 21 October 2020. Hurricane Epsilon (29.9oN, 58.8oW) in the central Atlantic was a Category 1 
hurricane at this time with maximum sustained winds of 74 kts (85 mph). The wind speed and 
direction, derived using sequential images, are one of the most important inputs assimilated into 
the global NWP models, most notably filling gaps in data-sparse areas © NOAA, 2020
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affected by the density, the moisture content and hence the refractive index of the 
atmosphere. This alters the propagation path and time of the signal between a GPS 
satellite and a receiver on a LEO satellite from which the atmospheric temperature 
and humidity can be retrieved to produce upper-troposphere to lower-stratosphere 
temperature profiles and lower-troposphere humidity profiles (Menzel et al. 2018).

7.3.4  Aircraft Reconnaissance of Tropical Cyclones

Tropical cyclones (TCs) plague coastal communities around the world, threatening 
millions of people and causing many billions of dollars in damage to infrastruc-
ture  – impacts that are increasing as coastal development continues worldwide. 
These impacts result in severe consequences in all affected ocean basins.

Many platforms are available for observing TCs, including airborne (both 
manned and unmanned), spaceborne and ground-based (Rogers et al. 2019). Each 
of these brings advantages and disadvantages to the challenge of observing TCs. For 
example, spaceborne platforms provide global coverage, but are generally unable to 
measure structures within the inner core. Aircraft can provide this inner-core infor-
mation, but their range is limited, and even in the Atlantic basin, only about 35% of 
TCs are sampled.

The USA has a long history of airborne TC reconnaissance, dating back to the 
1940s. Currently, the two main agencies responsible for airborne reconnaissance are 
the National Oceanic and Atmospheric Administration (NOAA), which operates 
two WP-3D hurricane-penetrating aircraft and one G-IV high-altitude jet for envi-
ronmental surveillance, and the Air Force 53rd Weather Reconnaissance Squadron, 
which operates C-130 J aircraft with capabilities similar to the WP-3Ds. An exciting 
development in recent years is the proliferation of airborne reconnaissance capabili-
ties in other TC-prone regions of the world. Taiwan has carried out the DOTSTAR 
(Dropwindsonde Observations for Typhoon Surveillance near the Taiwan Region) 
programme using a high-altitude ASTRA jet since 2003. Hong Kong Observatory 
(HKO) began flying reconnaissance missions for TCs over the northern part of the 
South China Sea in 2011 and continues to do so with a Bombardier Challenger jet 
aircraft. Japan uses a high-altitude G-II jet as a part of their T-PARC II (Tropical 
cyclone-Pacific Asian Research Campaign for Improvement of Intensity estimates/
forecasts) project, begun in 2016. The Shanghai Typhoon Institute (STI), in con-
junction with HKO, has used a variety of airborne platforms in their Experiment on 
Typhoon Intensity Change in Coastal Area (EXOTICCA), begun in 2014.

Airborne instruments, both in situ and remote sensing, are used to sample the 
kinematic and thermodynamic characteristics of the TC inner core and its environ-
ment. Conventional instruments include the dropsondes, which provide profiles of 
temperature, moisture, pressure and winds; airborne Doppler radar, which provides 
three-dimensional distributions of reflectivity and horizontal and vertical winds in 
precipitation; flight-level measurements of basic state variables; and stepped fre-
quency microwave radiometer nadir measurements of surface brightness 
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temperatures, which can be used to infer surface wind speed. New technologies are 
continually being developed, including a variety of low-level and upper-level 
unmanned aerial systems (UAS; e.g. Braun et  al. 2016; Cione et  al. 2020; Wick 
et al. 2020), rocket sondes launched over the top of TCs in the South China Sea (Lei 
et al. 2017), lidars for the retrieval of kinematic and thermodynamic information 
when optically thick clouds are not present (Bucci et al. 2018) and dropsondes with 
infrared sensors to estimate sea surface temperature and provide co-located atmo-
spheric and surface temperature and moisture needed for surface flux estimates 
(Zhang et al. 2017), to name just a few.

Depending on the platform, measurements are taken in the inner core to provide 
information vital to operational centres for accurate assessment of TC position and 
intensity, or they are taken in the environment in data-sparse regions over the ocean 
to sample features expected to impact the future track of the TC. Typically, missions 
sampling the inner core are performed every 6–12 h when a TC is a potential threat 
to land and even more frequently (e.g. every 3 h or less) when landfall is imminent. 
For environmental sampling, missions may be flown every 12–24 h.

In terms of value to the forecasting community, the main goals of TC airborne 
data collection (Rogers et al. 2006, 2013) are 1) collect observations that span the 
TC life cycle in a variety of environments for model initialization and evaluation; 
2) develop and refine measurement strategies and technologies that provide 
improved real-time monitoring of TC intensity, structure and environment; and 
3) improve the understanding of physical processes important in track, structure 
and intensity change for a TC at all stages of its life cycle. When reported in real 
time and combined with other platforms, e.g. satellites and ground-based sen-
sors, these data can be a powerful tool to provide situational awareness to the 
forecaster and input to NWP models. Figure 7.7 shows an image combining the 
near-surface wind field observed by airborne Doppler radar on the WP-3D with 

Fig. 7.7 Image in AWIPS-II showing 0.5 km wind speed (shaded, kn) from airborne Doppler 
radar and GOES-15 infrared image with superimposed cloud-to-ground lightning strikes (white 
“plus” and “minus” signs) at 1700 UTC in Hurricane Lane (2018). (Image courtesy of Stephanie 
Stevenson, NHC; lightning data courtesy of Vaisala)
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cloud-to-ground lightning detected in Hurricane Lane (2018). It was generated in 
the Advanced Weather Interactive Processing System (AWIPS) used by forecast-
ers at the National Hurricane Center (NHC) to make real-time assessments and 
forecasts of TC position, structure and intensity. Such a capability provides an 
unprecedented opportunity to assess TC inner-core structure in real time and 
make more informed predictions of intensity changes, at least in the short term 
(e.g. 6–12 h).

7.4  Bridges: To Forecasts from Observations

7.4.1  Overview

The gap between observationalists and prediction practitioners/forecasters arises 
because of several pragmatic issues, including the complexity of various individual 
components of the forecasting system, and the different pace of progress. The spe-
cifics of service and warning requirements evolve over time due to advancement in 
scientific understanding and technology. Solutions require research and develop-
ment and technology transfer processes combined with long-term implementation 
strategies and investments. Figure 7.8 provides a simplified schematic showing the 
gaps, pathways and bridges from observations to weather warnings. In the follow-
ing text, the numbered sequence corresponds to numbered items in grey boxes in 
Fig. 7.8.

Fig. 7.8 Gaps and pathways bridging observationalists and forecast practitioners amongst 
research, operations and hazard warnings. See text for details
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[1]  Existing or anticipated future requirements (such as high-resolution urban 
observations, hazard impacts for verification, low cost) provide the starting 
point for the development of new observation technologies. A comprehensive 
study of gaps in current capability should be informed by user needs, model 
sensitivity studies and instrument design expertise.

[2]  Requirements are translated into instrument concepts, based on knowledge of 
existing sensor and platform technologies that may have been developed in 
other fields of science and engineering. Within a dedicated collaboration, 
interaction between atmospheric scientists and instrument experts should be 
continuous, with funding for design and development of suitable instruments 
as new requirements emerge. Collaboration of this sort has contributed to the 
successful development of satellite remote sensing and would benefit ground-
based observation.

[3]  New scientific insights arise from new observations and their analysis, and are 
transferred to operations by early adopters in an ad hoc fashion [4]. Journal, 
conference and “grey” literature (internet) publications facilitate information 
exchange. Theoretical or laboratory studies from academia or research insti-
tutes lead to improved physical parameterizations and guide NWP develop-
ment (e.g. sub-grid-scale and physical parameterizations, process rates, urban 
surface- canopy representations) [5].

[6]  NWP models improve their resolution, representation of physics, etc. For 
models with an operational focus, use of existing available observations [7] 
remains the focus of data assimilation programmes [8]. Many existing opera-
tional observations are still not optimally used or assimilated by operational 
NWP despite the shortage of high-resolution data (e.g. Raman lidars: see 
Adam et al. 2016b; Thundathil et al. 2020).

[9]  While some technologies are implemented through replacement or upgrade 
programmes (e.g. radar upgrade to polarization), the value of new technolo-
gies (e.g. ADM Aeolus, GOES-R) and network design may need to be demon-
strated through improvements to forecast accuracy and cost-benefit analyses 
using observation system simulation experiments. For these, careful choice of 
success metrics is needed.

[10]   On the global scale, there are existing protocols, standards and agreements for 
data sharing. For high-resolution weather data, new long-term partnerships, 
data sharing and quality control protocols need to be put in place, before 
research- operational prediction/forecast practitioners fully adapt [11], 
enabling the benefits to reach the hazard warning community [12].

Figure 7.8 also identifies other gaps to bridge both within and beyond the weather 
forecast system. The most intense partnerships between the observationalist and 
forecast practitioner occur in the “technology transfer or development” phase dur-
ing research and development. The biggest gap is in the transfer of new monitoring 
technologies from research to operations. For operational implementation, develop-
ments and investments to reduce risk in terms of cost, support and maintenance 
cannot be overlooked particularly with limited operating budgets. The success 
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metric for operational monitoring is to ensure the reliability, accuracy and efficient 
delivery of observations in a timely manner and to protect the historical climate 
record. In this context, the culture is to maintain the status quo, and innovations in 
technology or procedures are appropriately approached with great caution. 
Therefore, the successful innovation will require partnerships between forecasting 
operations and research observationalists with the knowledge to properly formulate 
the technical specifications and to demonstrate utility and cost-benefits. Since users 
of forecasts and warnings only have access to operational data and products, their 
early involvement in development projects or testbeds is needed to quantify benefits.

7.4.2  New Technology Development

New observing instruments are developed as technology evolves and becomes cost- 
effective. For example, lidars that measure moisture in the atmosphere are now 
available, using commercial off-the-shelf equipment, but are not yet deployed in 
operational weather observing networks. Processing of communication microwave 
signals delayed by atmospheric moisture or precipitation can retrieve humidity 
using radar ground clutter, inter-cell tower signals or GPS, respectively. Social 
media, sensors on mobile phones and on cars (including radars and lidars) and 
crowdsourcing have provided new opportunities to be exploited to observe the 
weather, to verify and validate forecasts and to determine hazard impacts.

Assimilation of data is model dependent. Observations are often indirect mea-
sures (e.g. polarization radar reflectivity variables are used to estimate precipitation 
rate, type and winds) and must be converted into model variables, while the scale of 
the observations must be filtered or processed to match the model resolution. These 
differences can lead to misunderstandings and misinterpretations as to the quanti-
fied impact or verification of new observations or monitoring networks. It is very 
much a case of “garbage is someone else’s treasure” and quality control is an impor-
tant issue.

Requirements are generally well known and largely unfulfilled as expectations 
continually increase. Innovation often originates through recognizing and filling 
gaps between a technology and an application or requirement. Therefore, partner-
ships between academia, industry and governments to fund technology innovation, 
development, demonstration and implementation are required to exploit the pleth-
ora of opportunities.

7.4.3  Demonstrations, Testbeds and Technology Transfer

The added benefit of new technology is assessed, verified and validated through 
inter-comparison with existing accepted standards. For example, winds from wind 
profilers, Doppler radars or lidars, temperature and humidity profiles from satellites, 
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radiometers, DIAL lidars or AMDAR are compared to the radiosonde. New satellite 
sensors are often first deployed on the ground, then on aircraft and perhaps on dem-
onstrator satellite missions. With the critical role of numerical weather models in 
high-impact weather forecasting, assimilation studies and demonstrations are now a 
de facto requirement to bridge the gap between observations and forecasts. 
Assimilation studies may be in limited field projects, through simulations, at vari-
ous scales and weather scenarios. These studies take into consideration the errors in 
the observation and contribute to determining the optimal observation requirements. 
Good examples include the justification of the ADM Aeolus Doppler Wind Lidar 
(Reitebuch 2012) and the Global Precipitation Measurement (Hou et al. 2014) satel-
lite missions.

In recent years, the World Weather Research Programme (WWRP) of the WMO 
has conducted Research Development (RDP) and Forecast Demonstration Projects 
(FDP) to accelerate and focus progress in key research areas and to demonstrate 
multiple prediction systems in parallel as part of the research to operations technol-
ogy transfer process (Keenan et al. 2003; Fig. 7.8). The premise is that advances are 
made through cooperation and collaboration, taking advantage of experts working 
on a high-profile project with a very firm deadline. Working on common data across 
a common domain demonstrates the applicability, strengths and weaknesses and 
transferability of the technology and allows for proper comparison of the results 
through verification. The ability to successfully implement and demonstrate pro-
vides insights into the maturity of the technology. Demonstration projects are also 
important in terms of global capacity building as many of the advances in high- 
impact warnings are technically challenging requiring significant research and 
operational resources for implementation and not always affordable by all countries 
(see, e.g. WMO-HIGHWAY 2021). Local relevance and application must be dem-
onstrated, and capacity building training/workshops are a critical step, both in the 
technology transfer process and in tailoring to different weather regimes and local 
or national organizations and infrastructures.

Testbeds are on-going long-term programmes and are the next step in bridging 
the research-operations gap. They are essentially mini-weather services set up to 
test out new technologies (observations, NWP, products, paradigms) within and 
external to the weather forecasting system. Particularly valuable are testbeds 
attached to major observatories such as the Meteorological Observatory Lindenberg 
(MOL) of DWD in Germany, the Payerne Observatory of MeteoSwiss and the ARM 
research facilities at the Southern Great Plains (SGP) site. A key element is the 
iterative aspect where the technology can be developed over time and improved 
with feedback from users. Another key aspect is the participation of hazard research-
ers and forecast users with access to pre-operational datasets and products (DFW 
2021; HMT-WPC 2021). This allows for the co-development and co-design of the 
system and products over time, to develop institutional/community partnerships 
and trust.

The introduction of new technology in the forecast office does not always result 
in immediate gains, particularly with increased expectations due to their complexi-
ties and their consequences (Pliske et al. 1997; Pliske et al. 2004). Introducing new 
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warning services requires forecasters to have more extensive knowledge of the 
weather, the user, observation limitations, the complexity of the prediction system 
(NWP, data-driven predictions, system concepts) and its products and effective 
access to relevant critical information. Expertise and decision-making skills are 
required to take advantage of innovations (Klein 2000; Andra et al. 2002; Hoffman 
et  al. 2018). It takes time, even for an experienced forecaster, to re-develop the 
expertise, abilities and skills to adapt, adopt and exploit new innovations. Rapid 
development of expertise to develop judgment and decision-making (e.g. identifica-
tion of cues, maintaining situational awareness, consideration of alternative sce-
narios, managing second-guessing and maintaining self-awareness) has been 
demonstrated through scenario training and simulation (Klein 1998; WDTD 2021).

Technology transfer or adoption, particularly at the professional forecaster level, 
is a social diffusive process (Rogers 2003; Fig. 7.9). Innovations or new technology 
are first discovered by “enthusiasts” within the forecast office or community, even 
prior to implementation which begins the change process. However, their opinions 
are not necessarily trusted or followed by many others due to their high risk and 
technology-biased perspective. Over time, their enthusiasm may infect or diffuse to 
another group identified as “early adopters” who see the value and worthiness of the 
new technology and are able to demonstrate its use and effectiveness similar to the 
role of FDPs (described above). They become recognized, respected and trusted for 
their opinions. Their ownership of the new technology inspires “early pragmatists” 
as the easier and more effective way to perform their job functions. Then, the 
remaining forecasters follow the trend or peer pressure. A small group may remain 
who are inherently resistant and may need to transfer to a different task. One impli-
cation is that standard training practices aimed at the “majority” are perhaps mis-
placed and that the training should initially focus on and be tailored to needs and 

Fig. 7.9 The technology transfer process. (Adapted from Rogers 2003)
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personality of the “early adopters” who then develop the training materials for 
the others.

7.4.4  Strategic Planning: Integrated Observing 
Network Design

Given the complexity and long implementation time frames, long-term agile tech-
nology transfer, strategic plans and frameworks are critical. Integrated meteorologi-
cal monitoring addresses the observation and measurement of the state and processes 
of the atmosphere and related geophysical and anthropogenic systems by heteroge-
neous measurements and technical technologies. Integrated design is the planning 
and design of interoperable upper air and surface in situ, surface and space remote 
sensing technologies together with data fusion capabilities, to meet the needs of dif-
ferent application areas. Ideally, the integrated network design achieves cost- 
efficiencies by considering observation equipment capabilities and capacities (e.g. 
altitude, spatial and temporal resolution, observation accuracy and uncertainty, 
etc.), the local weather and climate characteristics, topography (installable or not, 
representativeness), underlying surface characteristics (geological disaster-prone, 
ecological protection, etc.) and population distribution.

New technology must be combined with existing equipment in a way that is 
demonstrated to add value to the global observation network. Separate (non- 
integrated) networks lead to inefficient use of human and material resources and 
waste of space and may be environmentally or occupationally hazardous. To resolve 
these issues and to set priorities for operational deployment of new technologies, 
the World Meteorological Organization has established a Rolling Review of 
Requirements (RRR) process to identify and prioritize gaps between observation 
capability and application requirements, to optimize the large investments that need 
to be made at global and local scales and to find the optimal layout and balance of 
observation facilities that meets the requirements of different spatial and temporal 
resolutions covering all space and time scales.

The RRR process provides the scientific justification for the monitoring network 
for different user applications in 14 categories that include numerical models, 
marine, transportation, agriculture, energy, etc. The RRR method analyses the gap 
between observation capabilities and different application requirements and then 
designs and implements the network taking into consideration the observation capa-
bilities of different instruments. For example, in order to satisfy the numerical 
model prediction requirement (initial value and verification), the optimum geo-
graphic locations of surface stations are based on NWP assimilation and verification 
(Riishojgaard 2017). In China, a national surface network design satisfying numeri-
cal forecast requirements was completed after 3  years of testing and evaluation. 
Similarly, the weather radar network was designed taking into account satellite 
monitoring capabilities, radar coverage, population and economic zone distribution, 
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topographic and geomorphic features and installation and maintenance factors. 
Network design also needs to respect the existing observations network (e.g. for 
continuity of the climate record), which may mean reconfiguring existing networks 
to fill the gaps in sparsely observed areas.

The spatial and temporal resolution of grid data are defined at three levels, basic, 
objective and ideal, for different application areas. For example, taking temperature 
profiles for regional numerical model use, the most basic requirement is that its 
spatial and temporal resolution should reach 1  km/5  h on the ground level, 
5 km(horizontal)*0.45 km (vertical)/1 h at the bottom of the troposphere and 25 km 
(horizontal)*1.5 km (vertical)/1 h at the tropopause. Other application areas have 
their own standards.

It is necessary to establish a data management system to support the analysis of 
three-dimensional real-time gridded fields. Requirements, data sharing, data man-
agement, quality control and data exchange are issues at the core of cooperatively 
building an observation network amongst national meteorological services and 
third-party providers. The WMO is a recognized authority for cooperation in meteo-
rological services and provides substantial guidance in all of these key issues. New 
technologies require that standards, procedures and requirements are regularly 
updated.

Basic principles for operation and maintenance of observation stations and data 
are as follows:

• Consider both the scientific basis and operational characteristics of the instru-
ments, including temporal and spatial resolutions as well as measurement 
accuracy.

• Categorize observing stations as surface (land and sea surface), upper air and/or 
space and as contributing to global, regional and/or local needs.

• Meet all domestic laws, regulations and national standards as well as common 
practice.

• Maintain overall stability/consistency through processing and dynamic adjust-
ments taking into account the needs of operational developments, their catego-
ries and their management levels, to realize “multi-purposes in one station”.

• Manage all data, incorporating observations and meta-data collected by others. 
Observation stations contributed by other agencies, industry, volunteers and 
crowdsourcing need to be included.
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7.5  Examples

Box 7.1 Satellite Observations
Steve Goodman

Satellite weather missions provide examples of a mature programmatic/for-
mal process of bridging the observationalist-forecasting practitioner gap. 
Generally, all missions follow the same process where a nascent idea is first 
proposed in a competition which in some cases spans multiple sciences. The 
WMO Coordination Group for Meteorological Satellites (CGMS 2021a) is 
the primary international partnership body whose main goals are to support 
operational weather and climate monitoring and forecasting end-to-end in 
response to user requirements formulated by WMO and other international 
agencies, and impact and benefits studies are critical to justify the proposal 
(ESA 2021; JAXA 2021; NASA 2021a; WMO 2021). Workshops are con-
ducted to consider stakeholder needs to identify the next-generation constel-
lation of satellites and instruments (NASA 2021b; CGMS 2021b). For 
example, with the recent increase and impact of wildfires and hurricanes in a 
warming climate, high-resolution multispectral VIS/IR imagers, IR hyper-
spectral sounders and lightning imagers will be the backbone of the future 
geostationary satellite constellation (GEO-Ring).

The process includes the following steps:

 1. Proposals are evaluated by an expert independent panel of science and 
technical experts.

 2. The evaluation is performed against stated mandates, strategic visions, sci-
ence importance and impact, technical feasibility, cost (including life cycle 
costs and organizational impacts) and maturity (both of the science and 
technology). The evaluation is difficult as it must compare conflicting 
goals and objectives and different sciences.

 3. Several missions may be selected for further study or demonstration or to 
resolve potential issues. Feasibility and trade-off studies may be initiated.

 4. Use of the data or products by practitioners must be demonstrated. 
Proposed user products are scrutinized by forecasters (or their surrogate), 
and data are assimilated by appropriately modified prediction systems and 
their impacts established, thereby ensuring that the observationalist- 
prediction practitioner gap is bridged. An example is the Atmospheric 
Dynamics Mission where benefits were quantified well before launch 
(ESA 1999; Tan and Andersson 2004; Tan et al. 2007).

 5. The feedback from the evaluation and impact studies are used to refine the 
proposals and then re-evaluated and selected for implementation as mis-
sions in final competition.

(continued)
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Exploitation of satellite data for NWP in the USA is facilitated by the Joint 
Center for Satellite Data Assimilation (JCSDA 2021). It is a partnership 
between observationalists and prediction practitioners to advance the ability 
and shorten the time to use of satellite data, particularly those with a limited 
lifetime (e.g. science missions), in operational NWP models. Integrated mod-
elling systems replicate operational capability to quantify the expected 
impacts of new data sources on forecast accuracy. The JCSDA transitions this 
research to operational and university communities through a robust data 
infrastructure and open-source software. Successful transitions of advanced 
satellite data into operations include QuikSCAT winds, MODIS winds, 
GOES-R winds, Atmospheric Infrared Sounder [AIRS] data and Suomi NPP 
(National Polar-orbiting Partnership) CrIS (Cross-Track Infrared Sounder) 
and ATMS (Advanced Technology Microwave Sounder) data.

Box 7.2 Aviation Partnerships
George IsaacJim WilsonPing Wah Peter LiPaul Joe

Aviation has had a long partnership amongst the forecasting community, air 
traffic management, pilots, airlines, service providers and other aviation 
stakeholders. It is one of the best examples demonstrating how the informa-
tion from observations to forecasts are integrated to support end-user plan-
ning, strategic and tactical operations. Governance of the airspace is globally 
coordinated by the World Meteorological Organization and the International 
Civil Aviation Organization. Regulations and standards are established for 
observations and products made by national meteorological services, airport 
authorities or third parties.

Aviation activities are highly weather dependent. Efficiency and safety 
issues are intertwined as weather can change rapidly. Planes are scheduled for 
take-off or landing every 30 seconds at some airports but can only take off and 
land under specific conditions. Aviation hazards include runway surface con-
ditions, wind shear, visibility, crosswinds and the presence of lightning, 
amongst others. Widespread snowstorms can affect many airports and their 
alternates for hours or days, as aircraft must de-ice before taking off and run-
ways must be kept clear. Similarly, summer convective systems can have 
small-scale features (tens of kilometres) that must be avoided, within a broad 
weather system (hundreds to thousands of kilometres), causing congestion 
and flight delays. All ground operations at airports stop when thunderstorms 
are in the vicinity. En route, aircraft are sensitive to turbulence, strong winds, 
volcanic ash, thunderstorms and in-cloud icing due to supercooled liquid and 
high ice water content.

(continued)
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The dependencies within aviation operations are intertwined, and interrup-
tions at a single hub can have a domino effect elsewhere. Airports are rarely 
closed due to weather, and pilots (the ultimate authority) must exercise their 
expert judgement regarding weather hazards, in real time, under challenging 
situations.

Microburst Detection
The implementation of the Terminal Doppler Weather Radar (TDWR 2015) 
and similar systems around the world (Hong Kong 2021; JMA 2021), and the 
subsequent elimination of aircraft wind shear accidents, is a prime example of 
the high-impact “Perfect Warning” and demonstrates the partnerships required 
to rapidly bridge the various gaps - from initial investigation (no knowledge), 
to research (including field programmes and analysis), to technology develop-
ment, implementation, system co-design and implementation, to address a 
critical end-user hazard. The automated warning of microbursts at many air-
ports is the most successful of all nowcasts and has saved hundreds of lives. 
Controllers and pilots are now warned of microbursts based on automated 
alerts based on the TDWR, the low-level wind shear alert system (LLWAS; a 
network of anemometers positioned around runways) and now Doppler lidars 
(Chan and Lee 2012; Nechaj et al. 2019).

Initially the reason for the crashes was unknown. A microburst is a small- 
scale (<4 km) and very-short-lived (<20 min) divergent low-level (<200 m 
AGL) outflow from a thunderstorm (Fujita 1985). This is an end-user (rather 
than phenomenon-based) definition based on the inability of airplanes to react 
and recover from such a small and intense feature and illustrates the need to 
understand and involve the user community at early stages to determine the 
requirements of the hazard warning. The research community quickly con-
ducted field programmes to understand microbursts and then to develop tech-
niques to detect and anticipate them (Wilson and Wakimoto 2001). Studies 
indicated that microbursts occur in both wet (precipitation related) and dry 
(where precipitation has evaporated before reaching the ground) microbursts. 
Specialized and specific numerical weather prediction models were devel-
oped to test the new understanding. A warning strategy with co-design of 
products that fit within the culture and technology environment of the aviation 
industry (tower and cockpit) was developed. Demonstration projects (with 
engagement of meteorologists and air traffic controllers) were conducted to 
develop, understand and demonstrate the interpretation of the products, to test 
the risk and communication modalities. This was followed by the develop-
ment of the TDWR in universities and industry and the rapid installation of 
the radars at airports. Intensive education of pilots and controllers about 
microbursts and what pilots should do when encountering wind shear has 
completely eliminated wind shear crashes (Serafin et  al. 1999). The entire 
process took less than 20  years. This success story demonstrated the 

(continued)
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multi- agency support and quick funding by the US National Science 
Foundation and Federal Aviation Agency and the close working relationship 
of government, university and private companies, particularly the Lincoln 
Laboratory, National Center for Atmospheric Research and National Oceanic 
and Atmospheric Administration.

Icing and De-Icing
Snow and ice can accumulate on aircraft fuselage and wings significantly 
reducing lift. De-icing fluid is sprayed on aircraft to melt the ice and to pre-
vent accumulation. The type and efficacy of the de-icing fluid is determined 
by the precipitation conditions. The aircraft has a limited window of time to 
take-off before the fluid is diluted and becomes ineffective. This is typically 
10 to 30 minutes, and so the nowcasting of precipitation conditions is critical 
for safe and efficient operations in winter. Similar to the microburst story, 
several accidents led to intense field programmes to better understand the 
meteorological conditions, the user processes and procedures and to co-design 
effective products. This led to the implementation of prototype instruments 
and prediction techniques based on radar or in situ instruments (Rasmussen 
et al. 2001; Isaac et al. 2014a).

High ice water content in the top of cirrus clouds can also affect en route 
flight safety. In certain conditions, ice crystals are ingested into aircraft 
engines causing them to shut down. This resulted in several crashes as a result 
of which the meteorological research community, aircraft designers and avia-
tion regulators have created partnerships to set new flight regulations and air-
craft certification requirements and procedures (Strapp et al. 2016).

Future Aviation
The WMO and ICAO (International Civil Aviation Organization) have part-
nered to modernize global aviation (Global Aviation Navigation Plan, GANP 
2019). A key requirement is the ability to produce highly accurate forecasts 
for the terminal area with a precision of minutes and hundreds of metres at a 
lead time of 6 to 12 hours. The Aviation Research and Demonstration Project 
(AvRDP, from 2015 to 2019) was conducted to develop innovative aviation-
specific nowcasting services and to demonstrate their benefits to end users 
(AvRDP 2019). Eleven international airports participated, covering a variety 
of climate and technology scenarios. Observation and prediction technologies 
included advanced cloud radars, satellite, lidar, nowcasting and high-resolu-
tion, rapidly updated models and translation of the meteorological informa-
tion into  an Air Traffic Management (ATM) information system. The 
high-impact weather studied included convection, low visibility, low cloud, 
dust storms and low-level wind shear (Fig. 7.10).

(continued)
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A second phase is planned to further demonstrate the concepts of research-to-
operations and science-for-services throughout the full value chain through 
collaboration in the use of advanced aviation meteorological information to 
seamlessly support safe and efficient gate-to-gate operations (take-off, ascent, 
cruising, descent, until landing – see Fig. 7.11). Here, “seamless” refers not 
just to the continuous information across multiple spatial and temporal scales 
but also across the whole value chain from observations to users’ benefits. A 
long-term collaborative strategic plan provides direction and guidance for 
both the meteorological and aviation communities (WMO LTP 2019).

Fig. 7.10 Sample integration of impacting convection nowcast data with Air Traffic 
Management system. The colour scale is based on an agreed likelihood-impact risk metric

Fig. 7.11 Seamless weather information required to support the whole gate-to-gate flight 
trajectory: immediate and short-range information during take-off/landing and ascending/
descending, combined with regional/global long-term model information during the en 
route phase. (© Hong Kong Observatory)
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Box 7.3 Testbeds, Proving Grounds and Observatories
Nusrat YussoufSteve GoodmanVolker Wulfmeyer

Testbeds and proving grounds are a programmatic bridge between operational 
forecasters, model developers, social scientists, emergency managers, broad-
casters and the private sector to accelerate the transition of novel research 
ideas and forecast products into operations while ensuring that they receive 
critical feedback and are co-designed during the development process 
(Fig. 7.12). Testbeds facilitate the future implementation of new, cutting-edge 
high-impact weather data or products, improved analysis techniques, better 
statistical or dynamic models and forecast techniques to improve situational 
awareness and improve forecaster warning accuracy and lead time. The feed-
back process is often iterative – incorporating a test-feedback loop between 
users and developers. Testing and evaluation are conducted with operational 
forecasters in a quasi-operational environment with the tools and systems the 
forecasters use in their everyday workflow. NOAA operates a dozen such tes-
tbeds and proving grounds (NOAA 2021a), including several successful high- 
impact weather testbed facilities, e.g. the Joint Hurricane Testbed, Hazardous 
Weather Testbed, Aviation Weather Testbed and Hydrometeorology Testbed. 
Satellite observation capabilities are also evaluated at the Joint Center for 
Satellite Data Assimilation (JCSDA), while derived products are evaluated in 
various testbeds and proving grounds (Goodman et al. 2012).

Fig. 7.12 NOAA’s Hazardous Weather Testbed during the annual Spring Experiment. The 
Storm Prediction Center is visible through the glass. (Photo Credit: James Murnan/NOAA)
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Box 7.4 Seamless Prediction and Demonstration Project
Paul Joe

ECPASS (Environment Canada Pan Am Science Showcase) was a project 
demonstrating the multi-facets, benefits and issues of bridging seamless 
weather, air quality and health prediction (Joe et al. 2018; WMO 2016) asso-
ciated with the Pan-American Games of 2015 (PA15) in Toronto.

The service requirement was to provide weather, air quality and health 
warnings at the sporting venues. Existing operational weather warnings are a 
national responsibility and are provided for areas that are generally 40 km × 

Once a product has been tested with positive results, a project plan is sub-
mitted to a formal review committee which then assesses the operational 
value and identifies any infrastructure, training and funding gaps to ensure a 
successful implementation into operations. This can take several years. It is 
highly desired to have a peer-reviewed publication to accompany the new sci-
ence before the product or algorithm is transitioned to operations.

A specific example is the Hazardous Weather Testbed that jointly conducts 
the satellite product evaluation and the Experimental Warning Programme 
Spring Experiment demonstration in the USA.  An Annual Guidance 
Memorandum from the National Weather Service provides a list of products 
to be demonstrated. Forecaster experiences are shared through weekly semi-
nars (HWT 2021) and satellite application workshops, both nationally 
(COMET 2019) and internationally (European Severe Storms Laboratory, 
NWCSAF 2021), and through blogs (NOAA 2021b; ESSL 2021). The orga-
nizational structure, goals and objectives of the US and European testbeds are 
similar and include cross-fertilization as well as international participation 
from multiple NMHS, researchers and industry practitioners.

Another example is the GEWEX Land-Atmosphere Feedback Observatory 
(GLAFO), a new project of the Global Land/Atmosphere System Study 
(GLASS) panel (see http://www.gewex.org/panels/global- landatmosphere- 
system- study- panel). The scientific goal of the GLAFOs is to understand the 
land-atmosphere feedback chains that pre-condition the lower atmosphere in 
different regimes of temperature, soil and snow conditions, vegetation proper-
ties and ABL evolutions in the context of large-scale forcing. They will use 
new instrumentation for high-resolution observations of wind, temperature 
and moisture profiles. A network of GLAFOs in various climate regions will 
contribute to process understanding, development of new parameterizations, 
climate monitoring, model verification and data assimilation.

(continued)
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40 km in size. These warnings are issued by a single regional forecast office 
with responsibility for a very large area (1000x1000km), and a single fore-
caster is responsible for monitoring more than ten radars (including overlap-
ping radars from neighbouring jurisdictions). Air quality warnings are 
provided at the short-term area/time scale and are issued jointly at the national 
and provincial level. Health warning responsibilities are issued by the national 
authority (ECCC), but there are 36 public health units responsible for imple-
menting responses across the province specific to their location and partner-
ship arrangements. In addition, urban services are the direct responsibility of 
the local municipality in partnership with the various levels of government 
(Health Ontario 2021).

Venues (such as athletic or sailing facilities) are just a few hundred metres 
in size and essentially considered as “points” within the context of existing 
forecast service domains. The venue warnings were a specialized service for 
PA15 to the public. Unlike other Olympic demonstration projects, services for 
the conduct of fair or safe competitions that require a higher level of service 
were not provided (Joe et al. 2010; Golding et al. 2014). As these venue warn-
ings were outside the operational norms of monitoring, production and fore-
cast services, a parallel weather service was set up including separate forecast 
desks, data management, forecasters and dedicated briefers.

As a single official public warning area may contain several venues, the 
specificity of the venue warnings could confound or be perceived to be in 
conflict with the “official operational” warning. Hence, venue warning provi-
sion was limited to PA15 officials and to centralized emergency services who 
were given special training. However, due to the novelty and importance of 
the warnings, on-site briefers were provided to accurately interpret and trans-
late the high-resolution information. A most important aspect of the presence 
of on-site briefers was their engagement with the “early adopter” end user that 
resulted in the development of trust and technology transfer of the state-of- 
the-art services.

ECPASS provided the opportunity to develop and to demonstrate the con-
cept of the state of the art in seamless weather prediction services. These 
demonstration projects are opportunities for researchers in different services/
disciplines to interact. For example, early research-to-research interaction led 
to the deployment of black globe temperature sensors in the mesonet, produc-
ing high-resolution heat stress prediction products (100 m scale) on a special-
ized display system, all of which was unprecedented for health warning 
“technology innovators”. This was done through research collaborations as it 
was outside the requirements and mandate of operational weather monitoring 
services. While we intended to train health warning users such as long-term 
care facility operators and hospital admissions (for programming, staff sched-
uling and other purposes), the time limitations of the diffusion process 

(continued)
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precluded significant uptake by “early adopters”. Follow-up “testbed” pro-
grammes are needed to continue the technology transfer/adoption process.

One significant outcome was that discussion and co-design of the heat 
stress products contributed to the harmonization of heat stress warning stan-
dards and policy by the participating health units (Herdt 2017). The current 
policy requires consecutive days of heat and humidity, while high-resolution 
predictions provided a pathway to very-short-term heat warnings (6 to 
12 hours).

Most of the PA15 venues were located near a big lake (Lake Ontario), and 
the lake breeze initiates thunderstorms, modifies the air quality and affects the 
temperature, and so it is a factor (at high resolution) for all the warning ser-
vices (Mariani et  al. 2018). Previous experience with evenly dispersed 
mesonet stations (typically 10 km spacing) was unsatisfying as the fine struc-
tures of high-resolution models could not be evaluated. The mesonet was 
designed with the urban-lake breeze as a harmonizing focus with stations 
aligned perpendicular and parallel to the lake geometry and with greater sta-
tion density near the land-lake boundary for diagnostic and investigative 
studies.

High-resolution models were configured with parameterizations consider-
ing the urban fabric, including buildings of various heights and surfaces (e.g. 
green, white concrete, black roads). PA15 monitoring stations located on 
green, rooftop and other urban surfaces were valued for model verification/
validation studies. Normally only observations from green sites are accept-
able for assimilation or verification in forecast models. Even with 1-minute 
data, there were not enough observations to verify all the parameterizations. 
For example, the parameterization of outdoor cooking (barbeques) for air 
quality, the heat flux from rooftops, temperature variations and wind gusts 
within urban canyons were identified as missing observations. For the 1-min-
ute wind data, the reporting of maximum wind gust (usually reported as maxi-
mum wind in the past hour) needed re-defining.

7.6  Summary

• NWP and nowcasting models provide the foundation of hazardous weather fore-
casts. Development of higher-resolution, more detailed process models, improved 
data assimilation, frequent updating and ensemble probability prediction are 
driving improvements in forecast accuracy.

• The latest generation of kilometre-scale NWP models predicts small-scale 
weather hazards, such as thunderstorms, embedded in larger-scale weather sys-
tems. Optimizing both scales simultaneously is a challenge for NWP research.

7 Predicting the Weather: A Partnership of Observation Scientists and Forecasters
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• Forecasters use model guidance to formulate scenarios of how the weather will 
develop, focused on the applications in which the information will be used.

• Observations are the fundamental ingredient for monitoring and prediction of 
hazardous weather and for verification of forecasts.

• Development of new observational capabilities is a long-term process which 
needs to be planned a decade or more before the data are required.

• Even in well-observed countries, current observing capabilities are inadequate 
for the new generation of high-resolution models, so new sources of data are 
needed, including new instruments, new observing platforms and extraction of 
weather information from data obtained for non-meteorological purposes.

• There are particular gaps in our capability to observe pre-convective dynamics 
and thermodynamics of the lower troposphere.

• Prediction models require observations that can be related to model variables, for 
which there are well-defined performance data, and that can be delivered quickly. 
Meeting these needs depends on close collaboration between observationalists 
and forecasters.

• Future forecasting systems will particularly require additional observations of 
weather variations within urban areas and in areas of complex topography.
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Chapter 8
Pulling It All Together, End-to-End

Brian Golding

Abstract In this concluding chapter, we emphasise the performance of the whole 
chain. We look at fire warnings as an effective system to see what we can learn from 
them. We see that each step in the chain is important but that the bridges are at least 
as important as each of the steps. Partnership is key to the effectiveness of each 
bridge and is also crucial for the overall chain. Understanding the way in which 
value propagates up and down the chain can enable improvements to be targeted in 
the most beneficial places. We conclude with a summary of some attributes of the 
“perfect” warning chain.

Keywords Warning chain · Fire warning · Partnership · Evaluation · Attribution · 
Checklist

8.1  Introduction

We started this book looking at the disaster risk reduction environment, of which a 
warning system forms a part, and the governance of the warning system itself. We 
then proceeded to look in detail at the individual steps that form a complete warning 
system, starting with the decision-maker and their need for information in order to 
take protective decisions and actions, proceeding to how they receive the warning, 
how a warning is put together, how the impacts of hazards are forecast, how hazards 
are forecast and how the hazard-generating weather is forecast. At each of these 
steps, we have looked particularly at how the various professionals involved in cre-
ating that information can work in partnership to more effectively deliver the warn-
ing service.
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Now it is time to put it all back together again and to look at the warning chain 
as a whole.

As we have seen, a successful warning draws on many sources of expertise. In 
particular, we have emphasised the expertise of the receiver of the warning who is 
the best source of information on their need at the time of receiving the warning. 
The expertise of the communicator is quite different from the expertise of the satel-
lite instrument designer or the meteorologist or hydrologist, and the range of exper-
tise needed to translate hazard into impact is extraordinarily wide. Making a 
successful warning depends on these sources of expertise adding to each other 
rather than acting independently, in competition or in conflict. We have character-
ised the connections that achieve this as the bridges of our warning chain and 
described how they may be built through partnership. At its best, this chain of part-
nerships transparently communicates a consistent specification of the needs of the 
receiver to all of the contributing experts and communicates back reliable and trust-
worthy information about future hazards and impacts together with their uncertain-
ties and appropriate responses, meeting the needs of the receiver, so that trust is 
created and communicated back up the chain, cementing and strengthening the 
overall relationship. Thus, while a failure of the warning chain arises from its weak-
est link, its strength comes from its end-to-end-to-end integration.

Research into the performance of whole warning systems is only just beginning, 
and so much of this chapter is based on anecdotal evidence. In this chapter, we will:

• Look at a long-established warning chain that is highly effective and consider 
what we can learn from it.

• Consider how to evaluate the outcomes of a warning system and look at the sen-
sitivity of those outcomes to aspects of system performance.

• Identify some levers that can be used in optimising outcomes.

8.2  An Integrated Warning Chain

As an example of a familiar and long-established warning chain, we consider fire 
alarms in public buildings. The first consideration is that they exist because the 
government has legislated that they must and in general has defined such things as 
how quickly those at risk must be removed from harm. At its simplest, a fire alarm 
detects smoke, indicating that a fire has started. Although smoke is a hazard in its 
own right, it is here being used as an indirect sensor of the existence of a fire. A 
responder hears the alarm, knows that it is a fire alarm, evacuates the building and 
calls the fire service, who come and put out the fire. If the fire is small enough, a 
responder may also use local facilities to attack it. A visitor also recognises the 
alarm and follows accessible instructions or responder directions to evacuate. If it 
works well, no one is hurt and damage is minimal. The alarm may be communicated 
by a siren and/or a flashing light and/or audible instructions. It may also 
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communicate directly with the fire and rescue service, perhaps with a manual over-
ride available to remove false alarms and tests.

For the responder, the requirement is that everyone should be evacuated safely 
during the short time that may be available between detection and people being 
trapped. This requires that regular practices are held so that they recognise the alarm 
and know what to do when they hear it. It may also require that the building is zoned 
so that different groups of people take different routes, to avoid congestion, and that 
the responder should know where the fire is so that proximate zones can be cleared 
first while avoiding any exits affected by the fire. For the visitor, the requirement is 
that they, personally, should evacuate safely and be inconvenienced as little as pos-
sible. For the fire service, if it is a complex building, they need to know in advance, 
and have trained for, entry routes, access to water, presence of hazardous materials 
and so on.

Taking this out of its fire context, we see that governance is essential and that it 
should define the desired outcome for the good of the community. Each country will 
define for itself what that requirement should be, though safety of life will always 
be fundamental. Where fire insurance is widespread, and especially if it funds the 
fire service, alarms may be mandated as a requirement for cover, in which case 
minimisation of damage will be part of the requirement. We also see the importance 
of preparation for responders, who should practice sufficiently frequently to be 
familiar with their duties. The remainder of those affected need to recognise the 
alarm and then either be told what to do by the alarm system, have easy access to 
pre-prepared instructions or be guided by responders. On the face of it, a fire alarm 
system has the advantage of being fixed. However, in reality, exits get blocked for 
repairs, and the needs of those in the building will be different each day. A best 
practice alarm system will direct people only to available exits and ensure respond-
ers are trained to provide assistance to those who cannot walk downstairs, for 
instance. We have also seen that to provide appropriate information to different 
receivers, the alarm system may provide tailored information.

In all of this, some key partnerships are essential for safety. The three-way 
relationship among the building manager, the fire service and the local respond-
ers is critical in ensuring adequate preparation. The relationships between build-
ing manager, alarm system designer and alarm sensor manufacturer determine 
the structure of an alarm system that will give adequate warning. The relationship 
between the local responders and visitors will affect the behaviour of visitors in 
response to the alarm. It is noteworthy that, contrary to traditional practice with 
natural hazard warnings, the focus here is on designing an alarm system to a spe-
cific outcome (defined in legislation), not on installing the latest sensor technol-
ogy and building a warning system to use it to achieve the best outcome in safety 
and damage limitation.
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8.3  Evaluating the Warning Chain

What makes a good warning and how can we measure it? The first question is not 
too difficult to answer – a good warning is one that enables negative consequences 
of hazards to be reduced – and a perfect warning is one that prevents all such con-
sequences that are avoidable. Measuring the value of a warning is much more dif-
ficult, since there is no control; every event is different, affecting a different 
population; and the sample is small. Limited progress has been made using case 
studies that compare disaster events before and after the introduction of a warning 
system (e.g. heat wave warnings after 2003  in France  – Fouillet et  al. 2008). 
However, such studies make the assumption that each of the cases represents the 
whole population of events before and after the introduction, respectively, and that 
nothing else has happened to change people’s response to the event, despite the fact 
that the trauma of the event that precipitated the warning system almost certainly 
changed behaviour in those affected. Where events are sufficiently frequent, it is 
possible to compare aggregate statistics before and after introduction of a warning 
system, as in the HIGHWAY project to provide user-oriented warnings to fishermen 
on Lake Victoria (Roberts et al. 2021).

Reduction of direct impacts may be estimated by modelling what would have 
happened without the warning-based decision. For instance, operation of a weir or 
installation of temporary flood defences will protect a well-defined area from flood-
ing of predictable depth. The cost of repairing the avoided damage can be estimated 
fairly reliably, at least in countries with an active flood insurance market. Similarly, 
for the cancellation of a sports event in extreme heat, use of epidemiological analy-
sis can give the expected number of people who would have died or been hospital-
ised, within defined statistical uncertainties. It is much more difficult to make such 
estimates when only a fraction of people responds to the warning. For instance, a 
hurricane evacuation warning may reach 80% of people in an evacuation area but 
suppose only half of those actually evacuate and the number of evacuees is swollen 
by those from outside the evacuation area who also choose to evacuate. In this situ-
ation, estimating the impact of the warning is much more challenging – undoubt-
edly depending on the socio-economic characteristics of the affected populations. In 
these circumstances, it is possible to build a model using historical data and surveys 
to estimate response inhibitors, but it will have substantial uncertainties and be sub-
ject to change after each event.

To ground the results in reality, it is essential to gather data on how people actu-
ally respond to warnings routinely. Properly designed and sampled surveys of the 
at-risk populations after each warning, supported by in-depth interviews, can pro-
vide evidence for longitudinal analysis of behavioural responses. There remain 
issues with the small number of events, with heterogeneous populations and with 
external changes, especially trends and shocks in the way people behave. Such sur-
veys of how people report their behaviour also need to be supported by evidence of 
how they actually behaved, and this is increasingly possible through careful analysis 
of social media (Anderson et al. 2016; Eyre et al. 2020). Again, analysis should be 
carried out routinely to maximise the sample and to enable longitudinal analysis.
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Elucidation of the factors that influence response behaviours can be carried out 
under test conditions where people say what they would do, provided the results can 
be related to real-life behaviour. Increasingly, immersive gaming approaches are 
achieving this, but the results still need checking in real situations.

Once established, the quantitative values of these factors can be used in the mod-
els of warning chain effectiveness. However, the factors that determine effective-
ness of response are needed not just for the end user but also for the intermediate 
actors in the warning chain: those who assess the hazard and its impact and who 
decide how to convert the forecast information into an actionable warning. In some 
cases, personal prejudices will dominate – including fear of liability, over-optimism 
and distrust of models – making generalisation difficult.

While it is essential to know the outcomes that result from the issue of warnings, 
additional information is needed to determine how to make them better. Each chap-
ter in this book has referred to the need to evaluate that step in the warning chain – 
both the quality of the information going into it and the quality of the information 
coming out of it – and for that evaluation to be carried out in terms relevant to the 
decision(s) that the receivers of the warning will need to make. However, the things 
that are measured are very different at each stage of the warning production process.

Each discipline along the warning chain, as depicted in Fig. 1.3, has developed 
its own methods of evaluation, geared to optimising its own performance in meeting 
the needs of those who use its products. These methods are valuable, but a means of 
relating them to each other and to the outcome of the whole warning chain is needed. 
Currently, there is no accepted methodology for connecting the quality measures for 
each step of the warning chain that will link them to the value of the decisions taken 
by warning receivers. While there are mathematical tools for relating the output of 
a mathematical model to its inputs, these are only currently deployed for individual 
models, not to the warning system as a whole.

8.4  Sensitivity of the Outcome

A typical approach to investing in an early warning system is to look at where there 
are technical options for improvement available, for the relevant organisations to 
undertake independent cost-benefit analyses on each and for the upgrades to be 
developed and implemented in isolation. In doing this, there is inevitably double 
counting of benefits, as each organisation claims the benefits of increased warning 
effectiveness.

Ideally, we should like to target investment of limited resources where it will be 
most effective. In short, if a flood warning system reduces the economic loss from 
floods by £1 m p.a., we want to know how much of that benefit is due to the moni-
toring network, how much to the weather forecast, how much to the hydrological 
forecast, how much to the translation into economic damage and how much to the 
form of the warning communication. We cannot experiment with the real world, so 
we need to use an alternative approach. Eventually, I hope this will take the form of 
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a systems model, which reliably reproduces the behaviour of a warning chain, and 
can be used to identify responses to perturbations. Such a model does not yet exist. 
In the interim, we consider some of the sensitivities of the warning outcomes and 
how they depend on aspects of the warning system.

8.4.1  Precision

Precision is a characteristic of the underlying forecast information. It can be 
degraded in the formulation of a warning, but it can’t be enhanced. The steps from 
weather to hazard to impact can either degrade or enhance precision, depending on 
the nature of the hazard and its impacts.

Precision can be in time, space or intensity. Precision in time may be needed for 
closing evacuation routes before, or letting relief in after, a disaster. Precision in 
space can be critical for protecting the right people and evacuating the minimum 
numbers. Precision in intensity may not matter for the most destructive events but 
may be critical for deciding whether or not to evacuate or protect from lesser ones.

Precision links to accuracy. Precision is generally of little value if it is not accu-
rate. However, highly precise, but inaccurate, predictions may capture hazards or 
impacts that would be missed by a lower precision forecast system, and these may 
inform useful responses through upscaling in time and space.

8.4.2  Timeliness

In general, accuracy, precision and confidence in the available information get bet-
ter as lead time reduces. However, the protective actions that the receiver will take 
require time, so there are critical lead times after which some protective actions, 
such as emptying a reservoir or evacuating a city, can no longer be taken. Receivers 
often ask for high precision, accuracy and confidence before taking an action and 
are then restricted in the actions that they can take. Part of an effective partnership 
is to share what is possible, and what might be possible with a little more invest-
ment, so that the opportunities for making a difference are maximised. This is par-
ticularly an issue for low-probability, high-impact hazards for which very short lead 
times are typically available, such as tornadoes. If it takes an hour for the forecast to 
be processed, interpreted and delivered, the window of opportunity for action has 
been lost. Speeding that up by 50% could be life-saving.
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8.4.3  Accuracy

Accuracy is something that is a particular focus higher up the warning chain. It is a 
function of spatial and temporal precision and lead time. Highly inaccurate infor-
mation can kill and cause damage itself, and over time it destroys trust. It is there-
fore important to post-process forecast information, e.g. by statistical correction, by 
upscaling in time and space or by subjective interpretation, to a level where accu-
racy can be demonstrated. Of course, such processing inevitably reduces the infor-
mation content. If this makes it no longer useful for the intended action, alternative 
actions may have to be considered until forecast accuracy can be improved.

8.4.4  Reliability and Trust

The reliability of forecast information is an important characteristic in building 
trust. If it can be demonstrated to the user that a higher level of warning is consistent 
with a higher level of damage, that higher confidence is associated with greater 
likelihood of occurrence or greater proximity, the recipient is more likely to take 
action in the future.

Trust is, perhaps, the most difficult characteristic to invest in. Anecdotally, it is 
extremely important, and there is increasing documented evidence that this is so. 
Defining and measuring trust is difficult. As well as depending on the object of the 
trust, it varies enormously between communities and cultures. Trust may be intrin-
sic to a product or supplier, but it can also be gained by association. For instance, a 
respected community leader will engender trust of the community in the informa-
tion they pass on. In consumer societies, a trusted consumer brand may confer trust 
on something it associates with, including warning information, especially if there 
is a perceived link.

8.4.5  Understandability

This is perhaps the most difficult characteristic of a warning message to get right. 
Describing the location of a hazard precisely without using names that are only 
recognised locally is extremely difficult. Tying road warnings to intersection identi-
fiers or river flood warnings to local names of reaches or urban flood warnings to 
street names will immediately lose contact with a substantial proportion of those 
affected. On the other hand, overcoming those problems by the use of maps will 
lose those who are unable to read maps. Language is equally problematic, espe-
cially in countries with very large numbers of local languages. It is not just that the 
message may be missed if it is not in a person’s first language but that it may still be 
lost if that language is not used idiomatically.
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8.4.6  Reach

The warning chain can be broken at many points. When this happens, the value of 
the upstream information is lost. The easiest place to break the chain is if the infor-
mation fails to reach the person making the decision. When everyone watched the 
evening news bulletin on television or radio, it was relatively easy to reach a large 
audience. That is no longer the case, with separate audiences for Twitter, Facebook, 
TikTok, etc. In multi-cultural societies, the media choices of different cultural 
groups need to be taken into account. And there still remains the challenge of reach-
ing those who lack the ability to engage with any of these media: the frail, blind, 
deaf and housebound.

Where the decision-maker is a professional with responsibility for taking action 
to protect others, the importance of reaching them with critical information is much 
greater. It helps if they have been placed on-call, following an earlier warning. 
However, they may still be at home, asleep, at the golf course or at a party. 
Communicating the required information to these people is likely to be more than a 
Tweet or Facebook post, so making sure that they can access it from a mobile device 
is critical. In many countries, mobile connectivity is patchy and limited, so backup 
options need to be available, e.g. through conventional audio telephony.

8.4.7  User-Specific Warnings

We have emphasised a warning chain driven by the receiver of the warning. Yet the 
warning needs to be delivered to all those at risk and to those tasked with protecting 
them. Providing different warnings to different groups requires additional work, but 
can be worthwhile where requirements clearly differ, as between professional 
responders and the public or between users of specialist websites, such as sports 
users. The danger is that the same warning, delivered by different routes, in different 
formats and languages, is perceived to be inconsistent. Developments in technology 
are beginning to make it possible to tailor warnings automatically using systems 
like CAP. Genuinely personalised warnings are not currently available, but it is an 
area that will undoubtedly develop in the future.

8.5  Optimising the Outcome

So how do we design the perfect warning system? Here we distil the key messages 
from this book. The list given here draws heavily on the Early Warning Checklist 
produced at the first conference of the International Network for Multi-Hazard 
Early Warning Systems (IN-MHEWS) that took place from 22 to 23 May 2017 in 
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Cancún, Mexico (IN-MHEWS 2018), to which reference should be made for more 
detailed recommendations on how to carry out each step.

 1. It is essential to understand the risks that will be faced by the community and 
how they are perceived by those at risk. Ocean hazards will not affect a land- 
locked country, but flooding may be a future risk for an arid country. The nature 
of the risk may also change – from direct risks to rural agriculture, to indirect 
risks to urban populations depending on vulnerable infrastructure. If a hazard is 
not considered to pose a risk to a community, then warnings will produce little 
response unless or until that perception changes.

 2. With the community, identify the problem. If flooding is the biggest source of 
risk, is it river or surface water flooding or both? Is it frequent minor flooding 
or occasional major flooding? Is it damage to crops or interruption of transport? 
Warnings may be applied generally, but the design of the warning chain should 
focus on priority impacts.

 3. With the community or organisations concerned, identify candidate mitigation 
actions that would be acceptable to the user and that would reduce the risk. 
Identify what information  would be needed, by whom, when and where, to 
enable those actions to be undertaken.

 4. Investigate how that information could be assembled – the areas of expertise 
needed, the organisations with the capability to provide services, those that are 
trusted to deliver, the existing working partnerships and those that have the con-
nectivity to get the information to those who need it.

 5. Identify the limitations to delivery – accuracy, timeliness, precision, format, 
etc. – and whether those limitations could be removed by investment. Where 
possible, use quantitative measures of capability.

 6. Return to the user and consider whether the available capability would enable a 
useful and cost-effective mitigation. If there are significant benefits but the 
investment is unaffordable, or not cost-effective, consider whether the warnings 
could serve other users and if those benefits would make the service cost- 
effective or affordable. If not, consider whether there are alternative mitigations 
that might be more achievable.

 7. Plan the selected system in detail, incorporating not just the production and 
delivery chain but monitoring and evaluation of each step and an assessment of 
how to recover when a failure occurs in any component.

 8. Build a partnership to deliver and manage the warning system.
 9. Train the warning producers and users, both before implementation and peri-

odically afterwards.
 10. Evaluate every step in the chain continually to ensure good performance. Look 

for opportunities to invest in further improvement, especially as new research 
capabilities become available.

 11. Periodically  – at least every 10  years  – repeat the design process to check 
whether the system is still meeting priority user needs in the most cost-effective 
manner and to re-design if necessary.
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Finally, when you have a system that is working, let all of your stakeholders know 
how well it is working and how effective it is at saving lives and reducing damage. 
That will help grow confidence and trust, build the foundations for future invest-
ment and encourage others to follow. And remember that every warning that reduces 
distress is a successful warning.

References

Anderson, J., M.  Kogan, M.  Bica, L.  Palen, K.  Anderson, K.  Stowe, R.  Morss, J.  Demuth, 
H. Lazrus, O. Wilhelmi and J. Henderson, 2016. Far Far Away in Far Rockaway: Responses to 
Risks and Impacts during Hurricane Sandy through First-Person Social Media Narratives. In 
Proc. ISCRAM 2016 conference, Rio de Janeiro, Brazil.

Eyre, R., F. de Lucia and F. Simini, 2020. Social media usage reveals recovery of small busi-
nesses after natural hazard events. Nature Communications, 11, 1629. https://doi.org/10.1038/
s41467- 020- 15405- 7

Fouillet, A., G. Rey, V. Wagner, K. Laaidi, P. Empereur-Bissonnet, A. Le Tertre, P. Frayssinet, 
P. Bessemoulin, F. Laurent, P. De Crouy-Chanel, E.  Jougla and D. He’mon. 2008. Has the 
impact of heat waves on mortality changed in France since the European heat wave of summer 
2003? A study of the 2006 heat wave. Int. J. Epidemiol. 37, 309–317. https://doi.org/10.1093/
ije/dym253

IN-MHEWS, 2018. Multi-hazard Early Warning Systems: A Checklist. WMO.  Geneva, 
Switzerland. 20pp Available at https://www.preventionweb.net/publications/view/57604 
(Accessed 25/5/2021)

Roberts, R.  D., S.  J. Goodman, J.  W. Wilson, P.  Watkiss, R.  Powell, R.  A. Petersen, C.  Bain, 
J. Faragher, L. B. Chang’a, J. K. Kapkwomu, P. N. Oloo, J. N. Sebaziga, A. Hartley, T. Donovan, 
M. Mittermaier, L. Cronce and K. S. Virts, 2021. Taking the HIGHWAY to Save Lives on Lake 
Victoria. Bull. Amer. Meteorol. S. https://doi.org/10.1175/BAMS- D- 20- 0290.1

Open Access This chapter is licensed under the terms of the Creative Commons Attribution 4.0 
International License (http://creativecommons.org/licenses/by/4.0/), which permits use, sharing, 
adaptation, distribution and reproduction in any medium or format, as long as you give appropriate 
credit to the original author(s) and the source, provide a link to the Creative Commons license and 
indicate if changes were made.

The images or other third party material in this chapter are included in the chapter's Creative 
Commons license, unless indicated otherwise in a credit line to the material. If material is not 
included in the chapter's Creative Commons license and your intended use is not permitted by 
statutory regulation or exceeds the permitted use, you will need to obtain permission directly from 
the copyright holder.

B. Golding

https://doi.org/10.1038/s41467-020-15405-7
https://doi.org/10.1038/s41467-020-15405-7
https://doi.org/10.1093/ije/dym253
https://doi.org/10.1093/ije/dym253
https://www.preventionweb.net/publications/view/57604
https://doi.org/10.1175/BAMS-D-20-0290.1
http://creativecommons.org/licenses/by/4.0/


265© The Author(s) 2022
B. Golding (ed.), Towards the “Perfect” Weather Warning, 
https://doi.org/10.1007/978-3-030-98989-7

A
Activity-based models, 132
Airborne instruments, 226
Air quality monitoring, 166
Air Traffic Management (ATM), 238
Alert.Ar project, 50
Anchoring, 92
Atmospheric modellers, 9
Australian heat-health partnership

Excess Heat Factor (EHF), 141
extreme heat, 141

Aviation, 236

B
Behaviour, 64
Behavioural response, 53, 55
Big data, 216
Black boxes, 103
Bureau of Meteorology’s national heatwave 

service, 141

C
CAP-enabled alerting, 62
Case-crossover analysis, 124
Catastrophe risk modelling, 18
Centre for Research on the Epidemiology of 

Disasters (CRED), 99
Checklist, 262
Clear-air observations, 218
Climate Change Adaptation (CCA) actions, 22
Climate Risk Early Warning Systems 

(CREWS), 26
Climatological thresholds, 118

Coastal flood, 139
Cognitive science, 56
Cold, 164, 174
Commercial ground-based lightning 

networks, 221
Common Alerting Protocol (CAP), 62, 79
Communication, 4, 29

channels, 60–62
of uncertainty, 72
warning information, 29

Community-Based Early Warning System
in Nepal, 76–78

Complex system modelling, 126
Confidence, 48, 52
Convolutional neural networks, 151
Coping capacities, 13, 14, 17, 22
Cost-effectiveness, 48
Coupled model, 164, 181
COVID-19 pandemic, 12, 24
Crowdsourcing information, 217
Cultural and social factors, 56
Cyclones, 161, 162

D
Damage and Needs Assessments (DNAs), 19
Damage, Loss and Needs Assessment 

(DALA), 19
Data-driven prediction, 202

nowcasting, 207
warning products, 207
weather modelling system, 207

Decision-maker, 3
Decision-making, 52, 53, 57
Development paradigm, 117

Index

https://doi.org/10.1007/978-3-030-98989-7


266

Disaster, 1
risks and impacts, 18–20

Disaster cycle, 20
Disaster management (DM), 20
Disaster risk governance (DRG), 21
Disaster risk management (DRM), 1, 7, 

17, 18, 20
Disaster risk reduction (DRR), 20–23, 25, 26, 

28, 32, 33
Disaster risks

exposure of people and assets, 17–18
hazard data providers, 16
hazards, 13–16
vulnerability and exposure, 16

Dissemination, 29

E
Early warning information, 31
Early warning systems (EWS), 12, 22, 25–26, 

34–36, 90
community-based, 33
components, 27
definition, 26
dissemination and communication, 29–30
gaps, 37, 39, 40
governance, 31, 32, 39
importance of gender, 33
institutional arrangements, 31
involvement of communities, 32–33
management, 32
monitoring and warning, 28–29
multi-hazard EWS, 12, 34
response, 30–31
risk knowledge, 27–28
Risk MAP programme, 27
‘social’ component, 39

Economic perspectives, 75
Education, 70
Emergency management, 2
Emergency managers, 73
Emergency response, 49, 50, 58, 61
Emergency response agency, 64
Energy, 156
Engineering failures, 120
Environmental cues, 54
Environment Agency (EA), 186
European Severe Weather Database 

(ESWD), 99
EWS-based early actions, 23
Excess Heat Factor (EHF), 141
Exposure, 14, 16, 17
Extreme heat, 165, 166

F
Fire brigades, 75
Fire brigade weather information system 

(FeWIS), 73
First mile paradigm, 4
Flood, 121, 123, 134
Flood/earthquake, 18
Flood Forecasting Centre (FFC), 186, 

187, 189
Forecast-based Financing (FbF), 35
Forecaster process

benefit, 206
missions and stakeholders, 205
NWP, 206
NWP products, 206

Forecast information, 203
Forecasting hazardous weather, 202
Forecasting systems, 8
Forecasts

NWP models, 229
practitioners/forecasters, 228

Free-form warnings, 59
Future forecasting systems, 244

G
GEO-Ring satellite constellation, 221
Geostationary satellites, 208
Global Facility for Disaster Reduction and 

Recovery (GFDRR), 15, 16
Global Positioning System (GPS), 225
Global Precipitation Measurement (GPM), 224
Global Weather Enterprise (GWE), 67, 68
Government agencies, 23
Ground-based remote sensing systems, 218

H
Hazard data, 134, 136
Hazard forecast, 14

capabilities, 134
collaborating partners, 136
damage, 134
data confidentiality, 136
evaluation, 137
impact prediction, 135
limitations, 134
socio-economic data, 134
wildfire, 134

Hazard frequency data, 15
Hazard-impact relationship, 133
Hazardous pollution, 166
Hazardous Weather Testbed, 241

Index



267

Hazard-relevant variables
atmospheric boundary layer, 177
rain, 176
temperature, 177
wind, 177
winter precipitation, 177

Hazards, 14
forecasts, 14
levels of intensity, 15

Health-related studies, 121
High-impact weather, 210
High-impact weather forecasting, 216
High-impact weather monitoring

innovation and adoption, 215
observation-based predictions, 215
physical processes, 215
sensors and platforms, 216
TPD sources, 217
weather-related elements, 217

High-resolution models, 175, 243
Human-machine software, 203
Hyogo Framework, 26

I
Impact-based warning system, 59

experience, 98
real-time issue, 98
statistical methods, 100

Impact data, 98, 119, 120
Impact modelling, 121, 130, 133, 137

case-control studies, 124
collaborating partners, 136
data confidentiality, 136
economic data, 129
epidemiological analysis, 124
evaluation, 137
financial impacts, 127, 128
fragility curves, 122
hazard-impact relationship, 118
impact prediction, 135
mechanical model, 122
real-time exposure data, 131
statistical analysis, 130
statistical relationships, 122
urban populations, 118
vulnerability, 132

Impact-oriented’ warnings, 60
Industrial and transport emissions, 166
Information broker, 102
INFORM Risk Index, 15
Infrastructure services, 126
Insurance, 22

International Disasters Database 
(EM-DAT), 99

International Network for Multi-Hazard Early 
Warning Systems 
(IN-MHEWS), 262

J
Joint Agency Modelling (JAM), 139
Joint Australian Tsunami Warning Centre 

(JATWC), 138

K
Kilometre-scale NWP, 211

L
Lidar systems, 208
Low-resolution exposure data, 17

M
Machine learning (ML), 153
Media, 53, 54, 57, 58, 62, 64
Meteorological and Hydrological Services 

(NMHS) networks, 216
Met Office National Severe Weather Warning 

Service (NSWWS), 187
Mobile communication, 2
Mobile phone applications, 60
Multi-hazard early warning systems 

(MHEWS), 26, 34, 49
Multi-hazard events, 15
Multiscale forecasts

observations and predictions, 204
physical influences, 205
probabilistic forecasts, 205
thunderstorms, 204

N
National Meteorological and Hydrological 

Services (NMHS), 53
National Meteorological Service of Argentina 

(NMS-AR), 50–52
Natural hazards, 1, 12–15, 18, 21, 28, 32, 34, 

36, 39, 116
accessibility, 120
application and type, 118
case-control studies, 124
computer-based risk models, 117
economic data, 129

Index



268

Natural hazards (cont.)
epidemiological analyses, 119
financial impacts, 127, 128
fragility curves, 122
hazard-impact relationship, 118
historical impact data, 119
impact and risk models, 117
impact modelling, 121, 130
markets, 116
mechanical model, 122
people, 123
real-time exposure data, 131
services, 126
statistical analysis, 130
statistical relationships, 122
urban populations, 118
vulnerability, 121

Natural Hazards Partnership, 102
New early warning system, 51
New Zealand Natural Hazards Research 

Platform (NHRP), 102, 105
NOAA’s National Weather Service Strategic 

Goal, 68–70
Norwegian Water Resources and Energy 

Directorate (NVE), 160
Nowcasting, 207
Nowcasting systems, 203
Numerical Weather Prediction (NWP), 105, 

170, 202, 214

O
Observing platforms, 244

P
Paris Agreement, 18
Partnership, 4–8, 255, 257, 260, 263
People-centred EWS, 12, 25, 26, 37, 40
People-centred warning systems, 49, 50, 66
Personalised warning messages, 60
Post Disaster Needs Assessment (PDNA), 19
Post-traumatic stress disorder (PTSD), 125
Pre-convective environment, 219
Pre-decisional processes, 55–57
Predictability, 176
Preparation/preparedness, 20
Probabilistic forecasts, 72, 73
Probabilistic prediction

automated detection, 214
deterministic aspects, 214
forecast evaluation, 214
NWP, 213
probabilistic guidance products, 214

Professional responders, 57
Protective Action Decision Model (PADM), 55
Public warnings, 72

Q
Quantitative hazard information, 208

R
Rainfall, 159
Receiver’s perceptions, 56, 57
Recovery, 20
Remote sensing, 151, 218
Responders, 52, 91
Responding agencies, 53
Response, 20, 30, 54
Responsibilities, 21
Risk analysis, 117
Risk assessments, 53
Risk management, 24
Risk Mapping, Assessment and Planning (Risk 

MAP) programme, 27
Risk models, 117
Risk perception, 8, 56
Risk reduction strategy, 5
River flood, 154, 156
Rolling Review of Requirements (RRR), 233

S
Satellite-based lightning imaging sensors, 208
Seamless, 180
Sendai Framework for Disaster Risk 

Reduction, 1, 2, 105
Slow-onset hazards, 15
Smartphones, 61
Social capital, 77
Social cues, 54
Social media, 54, 60–62, 69
Social media videos, 61
Social protection programmes, 24
Socio-economic development, 12
Socio-economic impacts, 116

markets, 116
Spatial distribution, 159
Stakeholder engagement, 50, 66
Standard operating procedures (SOPs), 58
State operations centres (SOCs), 190
Statistical analysis, 120
Structural measures, 21
Sudden-onset hazards, 15
Sustainable development, 12
Sustainable development goals (SDGs), 26

Index



269

T
Technology innovators, 242
Telecommunication network, 5
Terminal Doppler Weather Radar 

(TDWR), 237
Testbeds, 240
Third-party data (TPD), 216
Timeliness, 64
Traditional knowledge, 54
Training data, 135
Tropical cyclones (TCs), 209, 226

airborne, 226
platform, 227

U
Urban heat island (UHI) effect, 165

V
“Valleys of death”, 3, 6
Vehicle over-turning (VOT) model, 131
Volcanic alert-level systems, 59
Vulnerability, 12–14, 16, 17, 76

W
Warners, 63–65, 67, 74, 76, 78
Warning chain, 9

accuracy, 261
decision-maker, 262
disaster risk reduction environment, 255
evaluation, 259
impacts of hazards, 255
integration, 256, 257
measuring outcomes, 258, 259
multi-cultural societies, 262
outcome, 262–264
precision, 260
reliability, 261
satellite instrument designer, 256
sensitivity, 259
timeliness, 260
trust, 261
understandability, 261
user-Specific Warnings, 262
warning systems, 256

Warning communication, 65, 66, 68, 74, 
76, 78, 79

Warning message, 70
Warning organisations, 3
Warning producer, 102

agriculture sector, 91

automated approach, 90
bridges, 89
challenges, 104
co-design, 96
communication, 95
cultural cues, 95
disaster, 88
disaster managers, 91
evaluation, 96–98
fire and health impacts, 106
geographical tailoring, 94
governments, 89
idiomatic language, 95
impact forecast

estimation methods, 99
hazard, 98
impact information, 99

improve and communicate warnings, 88
information provider, 102
information to communicate, 94
mechanistic process, 90
multiple communication tools, 101
New Zealand, 105
Olympic Games, 105, 106
organisations, 89
public and private sectors, 88
service and expertise, 89
social media, 95
social media communication, 107, 108
specialists, 95
tailored, 93
technologies, 88
temporal scales, 89
tools, 88, 103, 104
trust, 90, 97, 103, 107
uncertainty, 102, 103

Warnings, 2, 3, 49, 50, 71, 91, 93
continuous evaluation, 75
decision-maker, 2, 3
forecast, 2
in public and private sectors, 8
types, 58–60
as a value chain, 3
of weather-related hazards, 5
warning system, 4

Warning systems, 2, 4–6, 9, 29
timeliness, 64
behaviour, 64

Weather forecasting, 2
Weather forecasting process

accuracy, 175
evaluation, 174
machine learning algorithms, 172, 173

Index



270

Weather forecasting process (cont.)
nowcasting tools, 172
NWP models/ensembles, 170, 171
precision, 175
professional, 173
reliability, 175
resolution, 174, 175
statistical models, 172, 173

Weather radars, 220, 221
Weather-Ready Nation’ (WRN), 68, 69
Weather-related hazards, 2, 118

bias, 182
coastal marine, 156–158
cyclones, 161, 162
data and standards, 181, 182
evaluation, 170
extreme heat, 165, 166
extreme pollution, 166, 167
fire agencies, 190, 191
fog, 167
freezing rain, 152, 168
frost, 152, 168
gas and momentum fluxes, 183
heat and water, 183
high-resolution grids, 181
hydrology, 179, 180
ice and snow, 152, 168
institutional barriers, 178, 179

meteorology, 179–181
model integration, 183–185
multi-hazards, 169
natural environment, 150
oceanography, 180, 181
orographic windstorms, 162
post-processing, 181
prediction, 151, 154
river flood, 154, 156
severe convective storms, 163
shared situational awareness, 179
spatial and temporal scales, 182
surface water flood, 158, 159
uncertainty, 182, 183
user-oriented verification, 185, 186
wet landslide, 159, 161
wildfire, 164, 165

Weather-related impacts, 116
Weather satellites, 221, 235
Willingness to pay (WTP), 129
Wind, 156, 222
Winter, 151
Winter nowcasting, 209
WMO World Weather Research Programme 

(WWRP), 105
World Meteorological Organisation’s High 

Impact Weather (HIWeather) 
project, 2

Index


	Foreword
	Preface and Acknowledgements
	Towards the “Perfect” Weather Warning: Bridging Disciplinary Gaps Through Partnership and Communication

	Contents
	Chapter 1: Introduction
	References

	Chapter 2: Early Warning Systems and Their Role in Disaster Risk Reduction
	2.1 Introduction
	2.2 Disaster Risks and Impacts
	2.2.1 Hazard
	2.2.2 Vulnerability and Coping Capacity
	2.2.3 Exposure of People and Assets
	2.2.4 Impacts

	2.3 What Are Available Options to Deal with Disaster Risks?
	2.4 The Role of Early Warnings Systems in Disaster Risk Reduction
	2.4.1 The Emergence of Early Warning Systems
	2.4.2 Early Warning Systems: Definition and Components
	2.4.3 Early Warning Systems as Preparedness and Risk Reduction

	2.5 Gaps in Early Warning Systems
	2.6 Summary
	References

	Chapter 3: Connecting Warning with Decision and Action: A Partnership of Communicators and Users
	3.1 Introduction
	3.2 Needs of the Receiver
	3.2.1 Who Receives Warnings?
	3.2.2 The Nature of the Decision
	3.2.3 Which Information Sources Do Receivers Use?
	3.2.4 Behavioural Influences on Decision-Making

	3.3 Capabilities of the Warner
	3.3.1 Who Issues Warnings?
	3.3.2 Types of Warnings
	3.3.3 Communication Channels
	3.3.4 Influences on the Warner

	3.4 The Bridge Between Warner and Receiver
	3.4.1 Building a Relationship
	3.4.2 What Works?
	3.4.3 Measuring Success

	3.5 Example
	3.6 Summary
	References

	Chapter 4: Connecting Forecast and Warning: A Partnership Between Communicators and Scientists
	4.1 Introduction
	4.1.1 Warnings

	4.2 The Warner and Warning Information
	4.2.1 The Warner
	4.2.2 Warning Content
	4.2.3 Warning Creation
	4.2.4 Tailored Warnings
	4.2.5 Evaluating the Warning

	4.3 Capabilities of the Impact Forecast
	4.3.1 Sources of Impact Information
	4.3.2 Capabilities of Different Impact Estimation Methods
	4.3.3 Sector-Specific Impact Tools

	4.4 Structures that Facilitate Warning Information
	4.4.1 Relationship Between Information Provider and Warner
	4.4.2 Communicating Impacts and their Uncertainty
	4.4.3 Exchanging Information About Tools
	4.4.4 Challenges of Evaluating Tools

	4.5 Examples
	4.6 Summary
	References

	Chapter 5: Connecting Hazard and Impact: A Partnership between Physical and Human Science
	5.1 Introduction
	5.1.1 Impact and Risk

	5.2 Impact Forecasting
	5.2.1 Impact Data: Sources and Ethics
	5.2.2 Impact Relationships: Identifying Pathways from Hazards to People, Service and Financial Impacts
	5.2.3 Forward Modelling of Impacts

	5.3 Capabilities of the Hazard Forecast
	5.4 Bridging the Gap Between Impact Forecaster and Hazard Forecaster
	5.4.1 Matching Data Needs
	5.4.2 Evaluation

	5.5 Examples of Partnership
	5.6 Summary
	References

	Chapter 6: Connecting Weather and Hazard: A Partnership of Physical Scientists in Connected Disciplines
	6.1 Introduction
	6.2 Hazard Forecasting
	6.2.1 General Aspects of Hazard Prediction
	6.2.2 River Flood
	6.2.3 Coastal Marine Hazards
	6.2.4 Surface Water Flood
	6.2.5 Wet Landslide
	6.2.6 Extreme Winds in Cyclones
	6.2.7 Orographic Windstorms
	6.2.8 Extreme Winds, Lightning and Hail in Severe Convective Storms
	6.2.9 Wildfires
	6.2.10 Extreme Heat
	6.2.11 Extreme Pollution
	6.2.12 Fog
	6.2.13 Frost, Ice, Snow and Freezing Rain
	6.2.14 Multi-hazards
	6.2.15 Evaluation

	6.3 Capabilities of the Weather Forecast
	6.3.1 NWP Models/Ensembles
	6.3.2 Nowcasting Tools
	6.3.3 Statistical Models and Machine Learning Algorithms
	6.3.4 The Professional Weather Forecaster
	6.3.5 Evaluating Weather Forecasts
	6.3.5.1 Resolution
	6.3.5.2 Precision and Accuracy
	6.3.5.3 Reliability

	6.3.6 Predictability of Hazard-Relevant Variables

	6.4 The Bridge Between Weather and Hazard
	6.4.1 Institutional Barriers
	6.4.2 Shared Situational Awareness
	6.4.3 Connecting Disciplinary Cultures
	6.4.3.1 Hydrology and Meteorology
	6.4.3.2 Oceanography and Meteorology
	6.4.3.3 Meteorology and Other Disciplines

	6.4.4 Technical Constraints
	6.4.4.1 Data and Standards
	6.4.4.2 Spatial and Temporal Scales
	6.4.4.3 Uncertainty and Bias
	6.4.4.4 Uncertainty
	6.4.4.5 Consistency of Heat, Water, Gas and Momentum Fluxes

	6.4.5 Model Integration
	6.4.6 User-Oriented Verification

	6.5 Examples of Partnerships
	6.6 Summary
	References

	Chapter 7: Predicting the Weather: A Partnership of Observation Scientists and Forecasters
	7.1 Introduction
	7.2 High-Impact Weather Forecasting
	7.2.1 Multiscale Forecasts
	7.2.2 Forecasters and Decision-Making
	7.2.2.1 The Forecaster Process

	7.2.3 Data-Driven Prediction
	7.2.3.1 Post-Processed Products
	7.2.3.2 Nowcasting
	Summer
	Winter

	7.2.3.3 Typhoon/Hurricane Nowcasting

	7.2.4 Numerical Prediction
	7.2.4.1 Kilometre-Scale Numerical Prediction

	7.2.5 Probabilistic Prediction
	7.2.6 Forecast Evaluation

	7.3 Observations for High-Impact Weather Monitoring and Prediction
	7.3.1 In Situ Observations
	7.3.2 Ground-Based Remote Sensing
	7.3.2.1 Land-Atmosphere Exchange
	7.3.2.2 Pre-Convective Environment
	7.3.2.3 Clouds and Precipitation

	7.3.3 Satellite Remote Sensing
	7.3.4 Aircraft Reconnaissance of Tropical Cyclones

	7.4 Bridges: To Forecasts from Observations
	7.4.1 Overview
	7.4.2 New Technology Development
	7.4.3 Demonstrations, Testbeds and Technology Transfer
	7.4.4 Strategic Planning: Integrated Observing Network Design

	7.5 Examples
	7.6 Summary
	References

	Chapter 8: Pulling It All Together, End-to-End
	8.1 Introduction
	8.2 An Integrated Warning Chain
	8.3 Evaluating the Warning Chain
	8.4 Sensitivity of the Outcome
	8.4.1 Precision
	8.4.2 Timeliness
	8.4.3 Accuracy
	8.4.4 Reliability and Trust
	8.4.5 Understandability
	8.4.6 Reach
	8.4.7 User-Specific Warnings

	8.5 Optimising the Outcome
	References

	Index

