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Welfare Data Society? Critical Evaluation 
of the Possibilities of Developing Data 
Infrastructure Literacy from User Data 

Workshops to Public Service Media

Jenni Hokka

IntroductIon

Datafication has changed society and the economy in fundamental ways, 
blurring long-established social and institutional divisions (Constantiou & 
Kallinikos, 2015). The whole of human life is transmuted into data streams 
and is in danger of being exposed to continuous tracking either by profit- 
seeking companies (Couldry & Mejias, 2018) or government agencies 
(Dencik et al., 2016). Datafication allows companies to predict and even 
modify human behaviour as a means of producing revenue and gaining 
market control leading to what Shoshana Zuboff refers to as “surveillance 
capitalism” (Zuboff, 2015). Numerous scholars have raised concerns in 
regard to how this situation leads to surveillance and violations of the right 
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to privacy and how this may represent a serious threat to democracy and 
equality (Couldry & Mejias, 2018; van Dijk, 2014; Gangadharan, 2017; 
Gurumyrthy & Bharthur, 2018; Kennedy & Moss, 2015). It is very diffi-
cult, even impossible, for user-citizens to gain full knowledge of the per-
sonal data that corporations keep on them. As Zuboff notes, “Surveillance 
capitalism thrives on the public’s ignorance” (2015: 83). However, in a 
datafied society in which data-intensive logics and practices have pene-
trated every aspect of human life (Mayer-Schonberger & Cukier, 2013), 
people have become accustomed to applications that make everyday life 
more convenient or even offer ways of earning a living. As Mai suggests, it 
is now virtually impossible to perform daily activities without giving away 
personal information which is then capitalised upon by either private 
enterprises, such as data brokers, or used by public organisations (Mai, 
2006). The European Union has tried to protect its citizens by establish-
ing the General Data Protection Regulation (GDPR), which went into 
effect in 2018. A number of earlier research projects (Selwyn & Pangrazio, 
2018; Büchi et al., 2017; Park, 2013) have shown how people, on aver-
age, have a very weak understanding of exactly how their personal data is 
collected, linked, used, sold, and re-sold. Furthermore, as personal data is 
combined into data packages and sold to different parties by data brokers, 
it is nearly impossible for even a knowledgeable user to comprehend which 
parties have access to his or her data. As Micheli et al. (2018) suggest, the 
ability to protect his or her private data and minimise their ‘digital foot-
prints’ should now be understood as an essential part of digital equality 
along with digital skills and online access. At present, only people with 
high levels of computational skills and expertise in data mining have access 
to data and data analytics tools which means that data power is concen-
trated within just a few, elite commercial companies such as Google, 
Facebook, and Amazon (Kennedy & Moss, 2015). Consequently, the 
GDPR regulation does not help if users do not understand that their data 
is being tracked and re-sold or how exactly this is done and give their 
informed consent without knowing what that actually means.

Because of the non-transparent nature of practices such as data mining 
and user tracking by online applications and platforms, there is, as a num-
ber of researchers have suggested, an urgent need to increase the level of 
digital literacy (Gray et al., 2018; Pybus et al., 2015; Park, 2013). The 
definition of digital literacy varies a great deal. According to Iordache 
et al. (2017), the concept of digital literacy most often includes three fac-
ets: knowledge, skills, and competence, in which knowledge refers to an 
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understanding of the available digital tools, skills to the practical capabili-
ties to use them and competence to the ability to use the knowledge and 
skills in different situations. Digital literacy is now seen as a crucial citizen-
ship capability and most European countries have made digital compe-
tence a part of basic education, though, not so often as an independent 
subject but as a cross-curricular theme. Nearly thirty European education 
systems also mention data and privacy as one aspect of digital competence. 
For this reason, data privacy and the protection of personal data have 
recently become an ever more present and valued part of digital literacy 
(Iordache et al., 2017: 20). Yet, how data and privacy issues are taught in 
schools varies a great deal between European countries, districts, and even 
among individual schools depending both on the interpretations of the 
concept and on teachers’ own digital abilities. The practical examples from 
the European Commission report on digital competence teaching in 
European education vary from strong passwords to legal issues in sharing 
information (European Commission/EACEA/Eurydice, 2019: 41–42).

Alternatively, there have been a number of public pleas from both the 
public and private sectors to develop not just digital literacy but data lit-
eracy. Nowadays, many European curricula also mention data literacy, but 
in basic education data literacy is understood simply as skills “to analyse, 
compare and critically evaluate the credibility and reliability of sources of 
data, information and digital content” (European Commission/EACEA/
Eurydice, 2019: 38). According to this simplified definition, data literacy 
could be conceived as part of digital literacy. Yet, to be precise, data liter-
acy overlaps digital literacy to some extent but comprises a different com-
bination of skills and knowledge. A certain level of digital skills is inherently 
necessary to improve data literacy. However, while digital literacy empha-
sises general digital skills that are needed for creating, finding, and analys-
ing digital content by using different kinds of software (Iordache et al., 
2017), data literacy refers to the technical skills and statistical and informa-
tional literacy needed to produce, use, and interpret computational data 
(Gray et al., 2018). Data literacy is not a skill that can be learned over-
night: it is a complicated knowledge framework that also requires statisti-
cal literacy, an understanding of the ethics of using data, and the ability to 
change the tools used according to purpose or discipline (Wolff et  al., 
2016). Because of this complexity it does not seem probable that data 
literacy would become a general skillset in the near future

It is certainly reasonable to try to improve a population’s digital liter-
acy. Yet, digital literacy skills alone do not contribute to people’s 

 WELFARE DATA SOCIETY? CRITICAL EVALUATION OF THE POSSIBILITIES… 



270

understanding of datafication’s political, economic, and legislative condi-
tions. As proposed by Gray et al., there is a clear need for data infrastruc-
ture literacy that would “not only equip people with data skills and data 
science but also to cultivate sensibilities for data sociology, data culture, 
and data politics” (2018: 1). This is a vastly different skill to data literacy, 
as it requires more political and economic knowledge rather than more 
technical knowledge such as statistical literacy or coding skills. Data infra-
structure literacy is essential in light of data justice (Dencik et al., 2016; 
Taylor, 2017), as it would help citizens of all ages, genders, and educa-
tional backgrounds grasp the full societal effects of datafication and then 
take a stand on fair conditions in data practices. Only through a more 
widespread understanding of datafication among the general public do 
awareness of the significance and vastness of data-gathering in our present 
societies, political discussion, and democratic decision-making about the 
conditions and regulation of datafication become possible. In a Nordic 
welfare society, the state has traditionally played a significant role in pro-
moting equality and democracy among its citizens. By providing universal 
public services such as low-cost childcare and free education, the Nordic 
welfare society aims to help people gain skills and abilities that enable 
them to become full members of society (Holmwood, 2000; Kangas & 
Kvist, 2013). According to Hänninen et al., the Nordic welfare state has 
four dimensions: personal autonomy, participation, inclusion, and sustain-
ability. “Autonomy refers to human condition […] in which she is able to 
master and manage her own life and decisions. […] Participation refers to 
a mode of action which influences people in a common endeavour to 
change their circumstances. […] Inclusion refers to a state of circum-
stances in which all involved are so related that they belong together in 
such a fashion that they contribute to according to their own capacities. 
Sustainability refers to complex processes which relate people to each 
other and balance their relations with the environment helping them face 
(with precaution) uncertainty and contingency” (2019: 5).

How can welfare state thinking be applied to a datafied society, then? In 
a welfare data society the citizen should be free to master and manage 
her/his personal data. S/he should be capable of taking part in decisions 
on how data gathering practices are organised, regulated, and supervised 
as they now form one of society’s key functions. All citizens’ capability to 
participate in decision-making about the rules of datafication should be 
ensured through universal education provided by the public sector. 
Through digital literacy and data infrastructure literacy education, citizens 
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would be more capable of taking precautions to protect their privacy and 
control the use of their personal data.

Well before the more intense datafication of everyday life Nordic coun-
tries have constituted a special model of the “media welfare state” 
(Syvertsen et al., 2014). In practice, the media welfare state has meant a 
policy in which all citizens have been granted universal access to education 
and information so that there exists equal opportunity for the understand-
ing of the society in which they live. The policy has been successful in the 
sense that even in the present, platformised media environment, Nordic 
public service companies, such as NRK (Norway), DR (Denmark), and 
YLE (Finland) all reach a clear majority (roughly 60–90 per cent depend-
ing on the way of counting) of the population on a daily basis (Enerhaug, 
2019; DR’s public-service redegorelse, 2019; Nokela et al., 2019). Public 
service media have been an essential part of the (media) welfare state, as 
they should encourage participation and the inclusion of all citizens in the 
political and cultural public spheres (Syvertsen et  al., 2014: 7). 
Furthermore, public service media have been an essential part of cultural 
policy that has aimed to diminish the influence of global market forces 
(ibid.: 25–28). In the previous period of mass media, global market forces 
have mostly referred to international cable channels and production com-
panies. Now, in the present datafied and platformised media environment, 
the strongest global market forces are undoubtedly the so-called ‘Big 
Tech’ firms such as Google, Amazon, Facebook, Apple, and Microsoft 
(collectively known under the acronym GAFAM).

In this chapter, I claim that European public service media should take 
on new responsibilities in light of the datafied and platformised society. It 
should fulfil its mission by educating people of all ages to increase their 
general levels of digital literacy and data infrastructure literacy, and in this 
way, empower citizens to take part in determining how datafication could 
operate equitably. By ensuring that citizens understand the social and 
political effects of datafication, PSM could enhance citizens’ capability to 
make informed decisions and protect themselves as users, and more impor-
tantly, to form an informed opinion on how data tracking and sharing 
should be regulated. In the long term, citizens should be able take part in 
discussing new options that pertain to the present situation in which a user 
is quite powerless in relation to data mining. In this chapter, I discuss the 
opportunities for PSM to raise the general level of digital and data infra-
structure literacy. Although most other European public service broad-
casters (such as ARD/ZDF or France TV) apart from the BBC play a 
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somewhat minor role in their media market than their Nordic counter-
parts, they too could adopt a new role in providing adult populations both 
practical, digital literacy skills and a nuanced understanding of the politi-
cal, societal, and cultural conditions and outcomes of datafication.

I first present the results from our research workshops organised in 
cooperation with the Finnish Broadcasting Company, YLE, in which par-
ticipants were both educated on datafication and interviewed about their 
thoughts and experiences regarding datafication. The results of the work-
shops reveal the wealth of challenges faced by digital literacy education. In 
the second part, I describe what kind of educational content YLE already 
provides for adult citizens related to datafication and digital literacy. I then 
discuss whether using public service media to increase awareness of datafi-
cation and to develop data infrastructure literacy could be one of the 
essential large-scale practical solutions needed to tackle the imbalanced 
power structure between social media platforms and users.

notIons of dIgItal lIteracy Based on user 
data Workshops

The first part of the collaboration with YLE was to organise workshops 
with ‘average’ users who had no special education related to ‘big data’ 
such as programming or data-analytics. Methodologically, the research 
followed an emancipatory and educational action research approach (Carr 
& Kemmis, 2009). The workshops had several, overlapping features. First, 
the aim was to discuss with the participants their worries, thoughts, and 
hopes about datafication, especially in regard to the use of their personal 
data. Second, we wanted to examine how well participants protected their 
privacy and how willing they were or capable of doing that. In this way, we 
wanted to increase qualitative understanding, building on previous 
research (Büchi et al., 2017; Park, 2013; Kennedy et al., 2017; Selwyn & 
Pangrazio, 2018; Ruckenstein & Granroth, 2019), on users’ perceptions 
of datafication and their digital capabilities. Third, we provided education 
on data collection practices and instructions on how to protect privacy 
online if participants were interested in learning those skills. Fourth, YLE 
examined what topics and perspectives of datafication interested different 
audiences. This had the further intention of producing educational media 
content about datafication to develop digital literacy, and I will discuss this 
aspect further in the second section. Fifth, we wanted to raise users’ 

 J. HOKKA



273

general awareness of datafication and data collection practices to increase 
their level of data infrastructure literacy. Sixth, we wanted to discuss and 
develop with the participants the possibilities of alternative data regimes 
and practices by offering them three alternative visions.

There was a total of six workshops which were partly organised in coop-
eration with the YLE Creative Content Unit and, more specifically, the 
Head of Development at YLE, Raimo Lång. The first two workshops were 
more experimental and concentrated more on acquiring knowledge on 
users’ interest in YLE’s potential datafication content, but they also 
included some of the same questions as the last four workshops. In the last 
four workshops, which were led by our researcher group and constitute 
the main research material in this section, we had an identical pattern of 
action. Each of the four workshops had four to seven participants, both 
female and male, adding to a total of twenty-five participants. Most were 
young adults of varying educational backgrounds, but one workshop was 
arranged for people in their seventies. Even though the participants dif-
fered in gender, age, and education, their answers and reactions exhibited 
similar patterns.

During these workshops, users were asked to familiarise themselves step 
by step with their Google account’s privacy settings and the data that 
Google had collected on them. In addition, the participants were asked to 
try the Disconnect application, which informs users on how many third 
parties were gathering data on them through the websites they visited. 
After each section, the participants were asked to answer related questions 
on a Google Forms questionnaire. The reason for asking them to answer 
in a literal form first was to diminish the effect of participants’ views on 
each other. After participants had sent their answers online to us after each 
section, they were also asked to discuss their answers with us and other 
participants. The questions concerned their thoughts and feelings regard-
ing the data that Google collected on them and if they now wanted (or did 
not want) to change their privacy settings and why. There were also ques-
tions about their thoughts on the results of the Lightbeam and Disconnect 
applications that show the number of third-party requests on each site. In 
the end, the participants were given a more complex question on their 
vision for data collection practices of platforms, online applications, and 
websites in the future.

At the beginning of each workshop, we asked participants if they were 
slightly, very, or not at all concerned about the gathering of private data 
on the web. Most people were slightly concerned, except for the group of 
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women in their seventies, who were in the main very concerned. During 
the workshops in which participants were introduced to how their online 
behaviour was tracked, the participants described a range of feelings, 
including contradictory ones. Nearly half the participants (eleven) 
described feeling frightened, concerned, confused, shocked, startled, and 
even angry upon learning the amount of data that Google or third parties 
were collecting online. In particular, the data from Google Maps, their 
Google browsing history and/or the results of the Lightbeam and 
Disconnect applications seemed to be unpleasant for many participants.

After looking at her browsing history in Google’s My Activity section, 
one participant commented:

I am slightly frightened, as all the search words that I have used tell some-
thing about me and my life situation, and I am concerned where this data 
can be further transmitted.

A participant in her twenties expressed her concerns on Google Maps:

It is awful how well Google knows where I have been. Somebody could eas-
ily follow my movements through Google. I started feeling insecure.

Another participant in her twenties commented on her Disconnect 
results:

Confusingly, many parties follow my every step on the web. There are some 
parties that, luckily, I am able to prevent from gathering data, but there are 
way too many parties that I can’t prevent from doing that. I would like for 
the Internet to be the anonymous world that people still describe it as being. 
This feels like a rough coming back to reality.

A participant in his thirties responded to his Disconnect results 
by saying:

This is very confusing! It was not surprising that advertising or data analysis 
companies were tracking data on popular web sites, but I was really con-
fused to notice that Imgur was in contact with a Russian news site. What 
should I think about this?

In two answers, the participants stated that they were not concerned on 
behalf of themselves and their own data but saw the vastness of 
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data- gathering practices as worrying or interesting on a more general, 
sociopolitical level, especially regarding attempts to influence and/or 
interfere with elections. One respondent stated a feeling that “there is a 
risk that at some point, delivering private data may go too far” but felt that 
the limit had not yet been surpassed. One participant stated that she would 
have been devastated by this kind of data collection if she had been asked 
before the present situation, but she was now used to it. In addition, ten 
respondents had already changed their My Activity settings in some respect 
to protect their privacy. Two participants stated that they used the incog-
nito setting when browsing, and one had already installed an ad-blocking 
application.

However, concern and upset were not the only feelings people experi-
enced when looking at their Google data. Nine respondents felt indiffer-
ent about at least part of their results, stating that they did not consider 
this kind of information dangerous, or alternatively, that they were already 
aware of these data collection practices. It was mainly browsing and loca-
tion history that these respondents felt were safe to give to Google. Yet it 
is noteworthy that feelings related to privacy could vary according to the 
type of information. For example, one participant did not consider loca-
tion history to be dangerous, but was startled to find that Google had a 
recording of her voice and that Google was still exchanging data with 
some third-party applications, such as games, that she had removed from 
her mobile phone long before: “Why does a mobile game have access to 
my Google Drive?”

A few respondents underlined the convenience to the user that data 
collection practices enabled and wanted to continue providing this data in 
the future as well. Google Maps was seen as especially helpful, for example, 
when jogging or driving. Many participants considered the location his-
tory aspect of Google Maps beneficial because they could see which places 
or restaurants they had been to, and for many of them the location history 
acted as a kind of personal diary that stirred pleasant memories. As Mark 
Andrejevic already stated in 2011, Google has come to be treated much 
like a public service both by users and institutions. The participants’ 
responses demonstrate how Google Maps especially, along with Google 
Search, has become a necessary and unquestionable part of everyday life.

The Ads personalisation section in particular generated mixed feelings 
from the respondents. The results from our workshops are in line with a 
previous study by Ruckenstein and Granroth (2019). Similar to their 
interviewees, targeted advertising was, in the first place, the main or even 
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the only feature from which people could observe that their actions online 
were being tracked. In our workshops, a number of respondents were 
amused by their list of interests for Ads personalisation either because of 
its accuracy or non-accuracy, but it could cause strong negative emotions 
too. Over half (fourteen) of the respondents, even those participants who 
were concerned about their privacy, wanted to have personalised rather 
than non-personalised advertising. When seeing their lists, many revised 
them to better correspond with their interests. Participants were, there-
fore, voluntarily providing more data to Google and in a more targeted 
way. It appeared that the users responded emotionally to their list of (com-
mercial) interests as markers of their identity and, because of that, felt a 
need to make it correspond to their ‘real’ interests. One participant was 
very irritated when seeing her presumed list of interests because she had 
thought that she had changed her settings to prevent personalisation but 
also because her profile was “generic and erroneous”.

Several times during the workshops, participants expressed their sur-
prise about their own Google settings that they thought they had set oth-
erwise or for which they did not recall taking any action. Several 
respondents were also surprised that some third-party applications they 
had used still had access to their Google account, and they either did not 
remember or had not realised they were giving this permission when using 
their Google account for some third-party applications. In everyday use, 
people easily forget or are not capable of protecting their privacy even if 
they would consider that important on a more general level. As Park et al. 
(2018) have noted, privacy regulations are based on the assumption of a 
rational user—but for the most part, people do not actively and rationally 
weigh the consequences of their every step online from a privacy point of 
view, especially when the online environment is structured to provide all 
kinds of pleasurable feelings from sharing one’s personal data.

Furthermore, especially in the group in which the participants were in 
their seventies, the practical skills to protect one’s privacy were quite low. 
For a few, basic skills such as using several different browser windows at 
the same time were difficult, and some had not realised how a simple 
online toggle button works—even though they actively used many kinds 
of online applications and services. Many of them had difficulties manag-
ing junk mail, and they asked us, the organisers, what they should do to 
block it. To be able to protect one’s privacy, therefore, a user should have 
fairly good digital skills (Büchi et al., 2017). The participants in this group 
felt great unease with these practical problems the logic of which they did 
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not understand. As a previous study shows (Schreus et  al., 2017), the 
socio-emotional aspects and the level of self-efficacy are crucial factors to 
bear in mind when thinking of digital literacy education among older 
users. This is challenging but still very important, as, especially when 
thinking of users with low digital skills, the idea of users’ ‘informed con-
sent’ seems very unrealistic.

In general, participants were suspicious about the data-gathering prac-
tices of social media platforms such as Facebook or Instagram but had 
little knowledge of the data collection practices carried out by third parties 
on ordinary websites. This is probably related to the fact that news media 
have reported many of the privacy scandals related to social media applica-
tions; a few participants even mentioned that they had become more cau-
tious after the scandal related to Facebook and Cambridge Analytica. 
However, the news media, which itself takes part in data collection through 
its own sites and applications (Helberger, 2016; Turow, 2011; Ruohonen 
& Leppänen, 2017), have not been so eager to inform people of the regu-
lar practices of data-selling to third parties that they also use.

Even for those who had adjusted their Google settings in efforts to 
protect their privacy in some ways, the vast nature of data collection by 
third parties through ordinary websites came as a surprise. This particu-
larly held true for the youngest and the oldest participants. Even in the 
group of the most educated participants (who had all completed their 
master’s studies at university), many had no prior knowledge of how much 
personal data Google had about them and had not checked their My 
Activity information before. Research from the last decade shows that, on 
a general level, most users do not fully comprehend how cookies work (Ha 
et  al., 2006; Jensen et  al., 2005), and users grossly overestimate their 
knowledge of cookies on a research survey (Jensen et al., 2005). In addi-
tion, many people tend to think that if one wants to use a certain site, one 
has no other option than to accept all the cookies (Selwyn & Pangrazio, 
2018). Our preliminary findings based on workshops suggest that even 
though people are capable of linking privacy notices and cookies, they 
mostly do not realise that cookies do not only share data with the provider 
of the site but also with a number of other data analysis and advertising 
companies. As noted (Luzak, 2014), there is no point in asking users for 
their ‘informed consent’ to share their data if a majority of users are not 
aware of cookies or do not understand how they work.

At the end of the two-hour workshops, the participants were intro-
duced to three options for organising their online world if the internet 
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were invented now and there were no personal data already shared through 
applications and services. The reason for setting the imaginary frame was 
to create free space for the participants to consider an ideal scenario with-
out cynically figuring out how much of their data is already available to 
outside interests. The idea was that this kind of ideal scenario would offer 
guidelines for future discussions on how to make the present situation bet-
ter, both for present and future user generations. The three options were:

 1. As the user, I share my data so that I can use the applications and sites 
I want. My personal data can also be shared with third parties. The 
service provider may come from any country, and it acts upon its infor-
mation security legislation regarding my data.

 2. Service providers have permission to sell my personal data to third par-
ties, but I am able to see what kind of data each service provider and 
company have about me through my personal data bank. Through my 
data bank, I am able to remove my data from these companies and 
service providers when I stop using their services or applications.

 3. All the online services and applications work through subscriptions. I 
pay a monthly fee for each service and application, and my data is not 
sold to third parties. However, I understand that this would make the 
innovation of new applications and services more difficult.

The first option responds to the situation before the GDPR. The sec-
ond option was developed by the research group from the ideas of the My 
Data movement (Lehtiniemi, 2017; Lehtiniemi & Ruckenstein, 2019). 
The third offers a realistic option in which no data would be exchanged 
for services and applications, but these would be financed through user 
payments.

With the exception of four respondents, every participant chose the 
second option. The second option was often considered as a reasonable 
compromise. Most participants commented that they still wanted to use 
free services, but at the same time they wanted to know about the use of 
their data. Many comments underlined that users should have the right to 
control the use of their data:

I think that the user whose data forms part of service providers’ increase in 
value, should have a right to know what data is collected and to have a right 
to control its use. Overall, it is important that data collection is done accord-
ing to lawful principles. Preventing the irresponsible data gathering by ser-
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vice providers should not only be users’ responsibility. Even though data 
collection would be performed according to the rules, the user should have 
the right to control their data.

This option would secure that service providers would compete with 
each other to offer better services surrounding shared data. So, users could 
directly influence service providers.

Even those participants who, in general, did not consider sharing their 
personal data to be harmful stated that they felt uneasy about the option 
that service providers would act according to the information security leg-
islation of the provider’s origin. Apparently, many of these participants 
had not realised that this was the situation before the GDPR.

Younger participants in particular noted that they would not have 
enough money to pay for every application, and a few respondents also 
thought that subscribing and paying for every application would be very 
inconvenient. Two participants said that they did not choose the third 
option but the second because they regarded it as important that there still 
exists the possibility of developing new applications through data collec-
tion; one mentioned that she would happily share her data to be used by 
health companies. Projects in which organisations or companies have 
donated their data for the public good have been implemented (Susha 
et  al., 2019; Petersen, 2019; Taylor, 2016), and the participant might 
have been aware of the idea, as in Finland The Finnish Institute for Health 
and Welfare already openly shares their anonymous statistical health data 
concerning, for example, the number of visits and different procedures in 
each county (THL Open Data). However, when private companies seek-
ing profit develop innovations from open data, the definition of ‘public 
good’ might become tenuous, and again, it is questionable as to whether 
or not most users really understand how revealing their data might be 
when giving their consent (Taylor, 2016; Lindman & Kuk, 2015).

Yet, some respondents also criticised the second option, even though 
they had chosen it. Since they thought the data bank option would also be 
very risky, they offered a new, more developed version of this option:

I would choose the second option, if I could choose a data bank that agrees 
with third parties that they would have access to my personal data but would 
not own it. This way data could really be removed so that I would vanish 
and cease to exist from everybody. I would also like to limit in advance the 
selling of my data to third parties. I would also like to have the possibility of 
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making several agreements with different data banks so that the data in dif-
ferent banks could not be linked with one another.

Another participant would have added an obligation for all service pro-
viders to report to the user the data they had collected on them. He would 
have also included all the health companies to service providers that a user 
could check through a data bank.

One participant considered all the options confusing, including the 
prevailing situation with present data tracking practices, saying that she 
“would regard them as absurd if she hadn’t got used to them”. She 
doubted that the second option could be technically feasible. She also 
criticised all the options for being commercially orientated and reminded 
us that originally the internet was not a commercial space. This comment 
also reminded us researchers how adjusting to the present neoliberal 
online environment can narrow the ability to imagine other kinds of sys-
tems. Furthermore, the idea of a ‘non-commercial internet’ is not only 
utopian; the BBC, for example, as well as other public service actors, have 
already taken initiatives to build a “public service internet” (Building a 
Public Service Internet, BBC Research & Development; Nikunen & 
Hokka, 2020, see also Fuchs, 2018).

In general, there was a strong tendency among our respondents, cor-
responding with findings by Selwyn and Pangrazio (2018), that the bur-
den of protecting online privacy should not be left to the user alone. When 
choosing the second option, many participants explained that that they 
would need some reliable party to take care of privacy protections on their 
behalf. Some of the youngest and oldest participants considered it particu-
larly unfair that they were left to personally take care of protecting their 
personal data against parties they had not even realised were tracking their 
actions. This is noteworthy, as the traditional understanding of digital lit-
eracy places pressure on the individual and underlines the skills that the 
user should learn to protect herself.

Our workshops also showed that when people with average ICT- 
knowledge were shown in practice how data-gathering practices work and 
taught how and why their data is sold by third parties, they were perfectly 
capable of forming an opinion, and few of them even developed new ideas 
based on the three options about how they would like data gathering to 
be organised and regulated. Similar to the results of a study by Kennedy 
et  al. (2017), many respondents thought that they would need more 
information on how this system works and that there should be more 
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public discussion on data collection. Offering practical knowledge on 
data-gathering practices is a good starting point for increased data infra-
structure literacy that, in turn, could help average users/citizens better 
participate in the discussion about the conditions of datafication. As Gray 
et al. (2018: 9) suggest:

Drawing attention to the politics and making of data and data infrastruc-
tures could open up new sites of contestation and controversy as well as 
creating opportunities for new forms of mobilization, intervention and 
activism around what they account for. […] Gaining a sense of diversity of 
actors involved in the production of digital data (and their interests, which 
may not align with the providers of infrastructures that they use) is crucial 
when assessing not only the representational capacities of digital data but 
also its performative character and role in shaping collective life.

The results mentioned above reassert the ideas of a ‘welfare data soci-
ety’. Users feel insecure and burdened by the requirement that is built into 
online environments requiring all users to be solely responsible for her/his 
own safety against the large platforms or the third parties whose actions 
were mostly hidden from a user. They long for help from some kind of 
organisation or institution that they could trust. Fairer user environments 
can be achieved along two paths that a ‘welfare data society’ should offer: 
(1) practical digital literacy education to help people grasp the ways in 
which data gathering works and (2) more analytical data infrastructure 
education that would help people understand, discuss, and even demand 
new options to the present situation in which global giants monopolise 
the online user environment.

In sum, there is a clear need for better data infrastructure literacy so 
that average users and citizens can be capable of having a political discus-
sion on the ethical aspects of datafication and appropriate regulation. 
Raising awareness through workshops is effective for small groups, but 
they are very time-consuming. At the same time, it is urgent to raise gen-
eral awareness of datafication practices, as a growing number applications 
that use personal data are continually developed. As Selwyn and Pangrazio 
(2018) have proposed, there is a strong need for more structural, large- 
scale solutions to raise the level of digital and data infrastructure literacy. 
In Finland, one of the major actors in digital literacy education is the 
Finnish Broadcasting Company  YLE.  In the next section I analyse the 
YLE Learning’s content and the actions they have taken in pursuit of 
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raising data infrastructure literacy and discuss whether European public 
service media could play a major role in achieving this goal.

yle learnIng as a content provIder for dIgItal 
and data Infrastructure lIteracy

The YLE Learning (Oppiminen)1 editorial staff includes an executive edi-
tor, a producer, a subeditor, a community manager, and four journalists. 
As part of the general organisational structure of YLE, it is part of YLE’s 
Creative Content Unit. For this chapter I have interviewed YLE Learning’s 
producer Anna-Leena Lappalainen, with whom we cooperated during the 
project. According to Lappalainen,

YLE Learning’s main task is to promote lifelong learning. It covers catego-
ries ranging from digital and media skills, learning skills, school environ-
ment, well-being and human relationships, to how society and economics 
works, and how to develop oneself as a citizen. We approach our topics in an 
experimental and exploratory spirit.

Unlike many of its European public service counterparts such as BBC 
Learning2 or NRK Skole,3 YLE Learning is not focused on providing con-
tent for schoolchildren but to citizens of every age in the spirit of lifelong 
learning. YLE Learning provides feature articles, educational videos, and 
quizzes. It has provided digital skills education for several years already 
and has been producing practical ‘digital skills training’ content since 
2016. In this way, YLE fulfils the traditional public service mission: it pro-
vides universal access to education on digital literacy and in this way seeks 
to empower all kinds of citizens so that they might better cope in a digi-
talised environment, even if their background education had been left 
wanting in this respect.

During our cooperation, YLE Learning took datafication as one of 
their major topics. The decision was grounded in our joint preliminary 
workshops and YLE’s own user workshops in which participants expressed 
a strong interest in datafication as a journalistic topic. From August 2019 

1 https://yle.fi/aihe/oppiminen.
2 https://www.bbcstudioslearning.com/index.html, https://www.bbc.co.uk/pro-

grammes/articles/37gYmkZ17J23P5cxFSL7Q9W/about-the-learning-zone.
3 https://www.nrk.no/skole/.
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to May 2020, YLE Learning produced seven exploratory pieces that shed 
light on datafication from different perspectives.

When looking at the seven pieces by YLE Learning analytically, they 
can be divided into those that support digital literacy and those that could 
increase data infrastructure literacy. The first group mainly comprises quiz-
zes or short informational packages. In terms of digital literacy (Iordache 
et al., 2017: 23), they teach users the operational, technical, and formal 
skills related to digital use and provide guidance in the analysis and evalu-
ation of digital content—a skill that is considered central to digital literacy 
but also a necessary step in gaining data infrastructure literacy (Büchi 
et  al., 2017; Gray et  al., 2018). The second group comprises generally 
lengthy articles that provide detailed analysis of their topics. Those articles 
are relevant content for increasing data infrastructure literacy: they help in 
providing understanding of the present political, social, and economic 
situation, the “actors involved in the production of data” and their inter-
ests, and how digital data now shape everyday life (Gray et al., 2018).

Most of YLE Learning’s datafication pieces are published as pairs, so 
one piece gives practical advice while the other offers deeper insight into 
the matter. For example, the first and, so far, the most popular piece is a 
feature article of an ordinary young woman who tests the GDPR for her 
own online data. The article explains how she requested that fifteen com-
panies and organisations, from Airbnb to the city of Lahti, provide her 
with the personal data that they have on her, and explains, in a thriller-like 
narrative, how each company responded. The article also includes a fact 
box on how and why companies and organisations gather personal data 
and what kind of rights the GDPR grants to a private citizen regarding 
their data. The first story is linked with a second, more practical piece that 
explains how one can make a request for his or her personal data based on 
GDPR regulations.

Another pair of YLE Learning’s datafication pieces is a quiz and an 
educational article related to digital footprints. The quiz, named “What 
kind of a trace do you leave online?” is made up of questions like, “Do you 
switch off location data from your mobile phone if you are not using an 
application that needs it?” or “Have you changed your privacy settings to 
correspond with your needs in the applications you use?” The quiz has a 
somewhat similar approach to the user workshops in our research in that 
it asks the user about her privacy settings. After each answer, YLE’s digital 
footprint quiz provides a short explanation of why this is important and 
what option would be useful in light of privacy protections. The quiz is 
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linked with an educational article that provides nine grounded tips on how 
to minimise the amount of personal data one shares online.

When we believe that the ability to manage digital footprints is an 
essential part of digital equality (see Micheli et  al., 2018), this kind of 
accessible content may be quite valuable when trying to raise broad aware-
ness of how to protect personal data. In particular, quizzes may act as 
effective routes taken to raising awareness of data-gathering practices—
such as checking one’s own privacy settings and data, as in our user work-
shops—though, in face-to-face workshops, users are provided with the 
opportunity to ask more questions. In addition, the practical tips offered 
in educational pieces will certainly provide a few more digital skills that 
will help individuals protect their privacy online.

The fifth article has a slightly different approach as it sheds light on 
YLE’s own data-gathering practices. The article begins by describing what 
technically happens when the user opens this webpage and how cookies 
start to gather data about his or her movements on the site. The article 
explains which data YLE gathers, why it gathers data, and for what pur-
poses. It also explains that if the user reads the article through Facebook, 
then Facebook will obtain data about that visit to YLE’s site and use it 
according to Facebook’s own privacy rules. Again, it expounds the idea 
that if a YLE news story includes a tweet, Twitter also obtains some user 
data. The article reveals, on YLE’s behalf, how and why media companies 
gather user data. This helps the user to understand the now prevalent 
practices of datafied media with the aim of improving their data infrastruc-
ture literacy.

The sixth and seventh articles are again connected to one another. First, 
YLE Learning has published a nine-minute-long video on the topic “The 
Internet wants to know everything about you—why should you bother to 
take interest?” The video features Laura Kankaala, an information security 
expert who is also known from YLE’s TV series Team Whack, in which 
three ‘white hat hackers’ demonstrate through different case studies how 
easy it is to hack someone’s personal data. In the video, which also illus-
trates its points using actors and storytelling, Kankaala explains in detail 
the many aspects of datafication: why personal data is valuable, how algo-
rithms work through profiling, how algorithms try to make users addicted 
to social media content, how they may even expose users to political pro-
paganda, and so on. In the end, she urges everyone to take a critical stance 
towards online incitements and take care of their personal privacy. The 
seventh article is a profile of Laura Kankaala, in which she also describes 
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what everyone should take into account when using social media and 
other online applications. The video sheds light on data-gathering prac-
tices but also on the underlying models and the thinking behind data 
gathering, offering insight into the “politics and making of data” (Gray 
et al., 2018: 9) and underlying data infrastructures. Content-wise, YLE 
Learning has much to offer in its attempt to raise the general level of data 
infrastructure literacy.

Like the first story of the young woman tracing her personal data, the 
articles on datafication explained by Laura Kankaala have been widely 
shared on Facebook, and both have managed to reach many readers. In 
addition, the article providing information on how to make a request for 
one’s own data based on the GDPR was also very widespread. YLE’s arti-
cle on data-gathering practices was not so popular among average users 
but, according to producer Anna-Leena Lappalainen, has gained a lot of 
positive attention on LinkedIn among IT professionals. Furthermore, 
Lappalainen noted that unlike regular news articles, YLE Learning’s arti-
cles have a long lifespan and are typically found through search engines 
long after publication by people looking for information on digital skills, 
digital media, and datafication.

Lappalainen has admitted that datafication is a complicated issue and it 
is not easy to find story angles that would make datafication interesting to 
the average reader. However, along with the central PSM ideas of egali-
tarianism and universalism (Hokka, 2018; Brevini, 2013), they also try to 
reach those people who are not interested in datafication in the first place 
and/or have limited education on the subject that could help them under-
stand what datafication and data gathering mean in practice. Yet, what 
YLE Learning has noticed through their work is that certain storytelling 
techniques help make datafication a more comprehensible topic. 
Datafication needs to be linked to everyday life in a very concrete way and 
the article has to offer something that seems useful, not just something 
interesting. It helps to explain datafication through an individual and per-
sonal perspective, such as in the story of the young woman who requested 
her own data or through the perspective of some fairly well-known char-
acter such as ‘white hat hacker’ Laura Kankaala. Naturally, quizzes that 
reveal something about the user also pique readers’ interest. However, 
Lappalainen noted that even though many people, such as the respon-
dents in the user workshops, claim that mere information is enough to get 
their attention, reader statistics from YLE Learning show that in real 
terms, sharing pure facts does not induce average readers to get to know 
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more about datafication; most need some kind of journalistic “kicker” to 
get started. The insights of YLE Learning’s journalists correspond with 
previous journalism audience research (Costera Meijer, 2012) in which 
news readers not only valued journalism that improved the ‘quality’ of 
their lives but also innovative narrative forms that would increase the plea-
sure of reading.

Still, when looking at reader statistics at the level of the whole popula-
tion, the effect of YLE Learning is probably still fairly modest. YLE’s 
online site,4 where YLE Learning’s content is published, reaches 37 per 
cent of Finns over fifteen-years-old weekly (Nokela et al., 2019), which is 
impressive when compared to many other European public service media 
(Schulz et  al., 2019: 13). But the average number of readers of YLE 
Learning’s content is lower, approximately 4 per cent of the Finnish popu-
lation. The user workshops from our research project indicate that datafi-
cation as a topic interests mainly those people who are already somehow 
familiar with the subject. Despite the positive outcomes of YLE Learning, 
the question is, what measures could be taken to raise data infrastructure 
literacy to the level that would make possible a well-informed political 
discussion on datafication and the democratic decision-making that arises 
from that newly gained knowledge?

The answer partly lies in what YLE Learning already does. YLE is well- 
connected with adult education institutes, community high schools and 
libraries, and they also advertise their content to grammar and high school 
teachers. In this way, the content helps build digital literacy, and data infra-
structure literacy gradually spreads beyond the regular readers of YLE’s 
website. Furthermore, unlike commercial media, YLE, as a public service 
media organisation, is free to talk about present data-gathering practices, 
as their financial stability is not dependent on them unlike more profit- 
oriented media companies. However, the spread of educational and jour-
nalistic content related to datafication currently reaches only those who 
are seeking out such information. The question remains of how to reach 
the majority who have trouble allocating the time and/or effort to under-
standing datafication as a phenomenon with the tremendous effects it has 
on the development of societies. While public service media are clearly 
able to produce material that could increase data infrastructure literacy 
and be an important part of the solution, there is still a need for more 
coordinated cooperation between different kinds of public organisations 

4 https://yle.fi/.

 J. HOKKA

https://yle.fi/


287

and educational institutions. We clearly need more structural, large-scale 
solutions for increasing the level of digital literacy (Selwyn & Pangrazio, 
2018) and data infrastructure literacy, but the experiences from both user 
workshops and YLE Learning show that no single actor will manage that 
mission on their own.

conclusIon

Work in the field of critical data studies has recently made great strides in 
highlighting the many downsides of datafication: surveillance capitalism 
and dataveillance (Zuboff, 2015; Andrejevic, 2019, Lee, 2019), data colo-
nialism (Couldry & Mejias, 2018; Ricaurte, 2019), data mining, digital 
footprints and digital traces (Kennedy et al., 2017; Breiter & Hepp, 2018; 
Micheli et  al., 2018), anxieties caused by datafication (Ruckenstein & 
Granroth, 2019; Lupton, 2019) or the power that algorithms and auto-
matic decision-making possess (Andrejevic, 2020). This remains, however, 
a work in progress as developing technologies and new products and sys-
tems will always force us to confront new ethical dilemmas. Yet, critical 
data studies should also seek solutions to those dilemmas. That work has 
already started as many researchers develop new methods and practices 
that aim to help users as citizens protect their privacy and to look for ways 
to handle data so that it would benefit users more than it does now (Selwyn 
& Pangrazio, 2018; Jarke, 2019; Pybus et al., 2015; Kennedy & Moss, 
2015; Markham, 2020). In my article, I also attempt to take part in find-
ing solutions for the problems of datafication. As datafication inevitability 
proceeds, it should be asked, what kind of data society takes care of all citi-
zens’ wellbeing and treats citizens in a fair way. How could a datafied 
society become a welfare data society?

In a welfare  data society, the rights and wellbeing of citizens are 
strengthened through education: by increasing the level of digital and data 
infrastructure literacy the user/citizen knows her rights and is capable of 
using them. European countries have already made efforts to improve 
digital literacy in schooling, but education on digital literacy and especially 
data infrastructure literacy should also reach those who have not gained 
this kind of education or whose knowledge is outdated. In my chapter I 
propose that public service media should also reinforce citizenship through 
education in an age of datafication.

The EU has taken a leading role in regulating data gathering and grant-
ing European citizens the opportunity to manage and control the use of 
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their personal data. However, for the regulation to be as effective as it 
should, European citizens need to be more aware of the practices and 
outcomes of data collection. The results from the user workshops in this 
study showed how even highly educated users often do not know the 
amount and type of personal online data about them that is gathered by 
many kinds of private companies and institutions. Instead, half of the par-
ticipants were astonished, confused, shocked, and even angry when they 
realised how much personal data different online services have on them 
and how detailed it is. Taking care of online privacy requires a certain level 
of digital literacy that most people do not possess. This leads to digital 
inequality at the level of the individual when only those users with a fairly 
good technological education are able to control their digital footprints 
and protect their privacy online. But, more importantly, it results in an 
imbalanced and unfair power structure between the ‘Big Tech’ companies 
and users.

To strengthen the position of users and citizens and to transform the 
data infrastructures so that they may be fairer towards users, citizens 
should be informed about the present legal conditions of data gathering 
so that they might gain reasonable understanding of the political, societal, 
and cultural consequences of datafication. While this may sound ambi-
tious, our workshops demonstrated that on average, people are capable of 
forming a thoroughly considered opinion on fair data-gathering practices. 
Furthermore, they were able to discuss and develop “alternative data 
regimes and practices” (Kennedy & Moss, 2015) after being introduced 
to data collection in practice.

In Finland, the public service broadcaster YLE has taken on an educa-
tional role as far as the subject of datafication is concerned. The results 
from our cooperation with YLE Learning show that public service media 
already possess inventive means through which different kinds of users can 
be reached—even those users who are not learning digital skills at school 
or university. Still, more controlled cooperation is needed among different 
public institutions to increase the number of people who can access the 
necessary information.

At the same time, work and solutions to increase the level of data infra-
structure literacy cannot be left to the cooperation of national institutions 
only. The average user faces an online environment that is fundamentally 
global. If we really want to support citizens’ right to be informed and, 
therefore, able to value the conditions of datafication, there needs to be 
European-wide cooperation. European public service media organisations 
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could work together and bring to the fore topical issues related to datafica-
tion so that the social and political questions of datafication would not 
only be discussed by political and academic elites, but by the public at 
large as well. Possibly, through European-level discussion, new data 
regimes and practices, such as the data banks that participants preferred, 
this proposal could be taken forward.

It should also be discussed whether the EBU (European Broadcasting 
Union) should actively encourage the European PSM organisations to 
integrate education in digital literacy and data infrastructure into their 
regular content. At the very least, the EBU should actively support fair 
and transparent data collection and data use by European PSM compa-
nies—and not just to advise PSM organisations to benefit from their user 
data, as their AI and Data Initiative seems to do.5 Only through raising 
awareness of current data mining practices and their threat to privacy and 
democracy will citizens be capable of imagining and insisting on new and 
possible options for the present online environment that GAFAM corpo-
rations dominate. The EBU could also take an active role in supporting 
the initiatives that some PSM organisations have already begun to put into 
practice, such as the BBC’s public service internet model.

If the EU wants its citizens to appreciate and effectively use the GDPR 
and have more control over their rights to their personal data—or even 
judge companies and institutions by their ethical standards in data gather-
ing—it should take an active role in increasing the level of data infrastruc-
ture literacy among citizens. As our experiences from the user workshops 
demonstrate, education cannot be left to schools and universities alone, as 
all kinds of users, and users of every age, need help in gaining the neces-
sary digital skills and data infrastructure literacy. Public service media must 
also be considered as part of the solution.
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