
CHAPTER 13

Self-regulation and Discretion

Nicolas Suzor and Rosalie Gillett

Introduction

Who should decide what content is permissible online? There is increasing
pressure on platforms to do more to remove harmful speech, avoid
removing legitimate speech, and ensure that their moderation systems
are free from bias. Global communications platforms wield an inordi-
nate degree of power and govern their networks with almost-absolute
discretion (Suzor 2019). Clearly, there is unease about platforms making
ad-hoc decisions and applying rules that they make up as they go along
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(Barrett 2020; Buni and Chemaly 2016). Although platforms have been
improving their content moderation processes, industry self-regulation is
often thought of as far too weak to bring real accountability to platform
governance (Helberger et al. 2018). There is, accordingly, an understand-
able desire among commentators to see more democratic oversight for
digital platforms (Winseck 2020; Haggart and Keller 2021).

We share the view that democratic rule-making is increasingly impor-
tant to regulate the power of digital platforms. There are strong argu-
ments in favour of public regulation based on clear and enforceable legal
standards, properly made by legitimate bodies in accordance with demo-
cratic processes and constitutional limitations (Haggart 2020). Good
public regulation of platforms likely also requires adapting antitrust to
the platform economy (Khan 2016; Teachout 2020) and more targeted
regulation of infrastructure (Frischmann 2012), the flow of private
information, and trade practices (de Streel et al. 2020).

In this Chapter, we argue that improving the self-regulation of internal
governance practices of platforms is a critical component of any regulatory
project. Discussions about platform governance sometimes treat regu-
latory approaches as a choice between apparently distinct and exclusive
models: self-regulation, co-regulation, multi-stakeholderism, or demo-
cratic rule (Haggart and Keller 2021). We suggest that self-regulation
does not displace the need for greater scholarly attention to demo-
cratic regulation of platforms. These are not exclusive concepts (Marsden
2011). Industry self- and co-regulation may not be sufficient to bring
legitimacy to platform governance (Haggart and Keller 2021), but plat-
forms will always exercise discretion, and convincing platforms to exercise
their discretionary powers responsibly is a large part of making gover-
nance legitimate (Suzor 2018).

We make our case based on the results of a qualitative study involving
a broad group of participants who actively work to influence how plat-
forms govern their users. We understand governance in broad terms as
‘organized efforts to manage the course of events in a social system’
(Burris, Kempa, and Shearing 2008). In this sense, platforms govern
their users (Klonick 2017) and are subject to influence through overlap-
ping ‘polycentric’ (Black 2008) formal and informal regulatory regimes.
We interviewed 25 participants from across business, civil society, and
government to understand how they sought to influence the discre-
tionary powers that platforms wield. We investigate how ‘hard’ law is
often enforced informally, through pressure exerted by regulators, NGOs,
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and private actors. We also examine how (often conflicting) demands for
platforms to address ‘lawful but harmful’ conduct and material play out in
practice. In both cases, we highlight the importance, consistently empha-
sized by our participants, of strong relationships between stakeholders and
individual representatives of platforms who have a degree of influence and
discretion to effect change or at least to broker connections to those who
can.

Our argument is that platforms must always have a role in regu-
lating lawful speech—that platforms must influence cultures, affordances,
and social norms—and that regulating ordinary, lawful speech is critical
to addressing harm. Here, we make two claims: self-regulation is both
necessary and good. Necessary, in that in any regulatory regime, there
are always zones of discretion within which platforms will interpret and
enforce the rules they create and impose on users. And we argue that this
discretion is good, in that private platforms should govern in ways that are
appropriate for their unique cultures (and, for the majority of platforms,
their business interests). We offer a simple proof in the moral responsibil-
ities that platforms bear to address the pressing need for cultural change
in violence against women – responsibilities that cannot fully be carried
out or overseen by states or other external actors.

Because platforms exercise discretion and are influenced by a wide
array of social actors, we suggest that finding ways to improve the daily
practice of self-regulation by technology companies is still a necessary
and important goal that will persist regardless of any formal regula-
tory schemes that apply. Our findings show how governance in practice,
whether backed by formal law or not, involves a great deal of discretionary
power and external influence. We conclude that understanding how loose
networks of civil society, businesses, journalists, regulators, users, and
others can effectively exert pressure on platforms for prosocial ends, and
the limits at which these efforts fail, continues to be a fundamentally
important challenge. Understanding how platforms respond to external
demands that are judged to be positive or negative by and for different
societies at different points in time is, accordingly, a key pre-requisite
to understanding how democratic processes could effectively promote
public interests in a global pluralistic networked environment. This is the
ongoing challenge of ‘digital constitutionalism’, (Celeste 2019) which
builds on the insights from regulatory theory that ‘constitutionalizing
self-regulation’ (Black 1996) is necessary to bring legitimacy to systems of
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governance that are partially autonomous while also expected to account
to diverse groupings of state and private actors.

Background

Most major digital platforms have grown up under the wide protection
of US law. The protections introduced by the Communications Decency
Act, codified in 47 U.S.C. § 230, ensures that platforms are gener-
ally not legally liable for content posted by their users and are free to
moderate as they see fit (Klonick 2017). Platforms have individual poli-
cies and community standards that set the rules for conduct—frequently
set out in ways that are vague or unclear to users (West 2018). These
rules are enforced through complicated content moderation processes,
often including a mix of outsourced workers reviewing content; machine
learning classifiers and hash matching tools that detect, prioritise, and
remove material; and internal policy teams that set standards, oversee
moderation, and make final decisions in some cases (Roberts 2019).

Platforms also operate various additional procedures to handle take-
down requests from external users, in addition to internal flagging
procedures. For example, any major platform will have a system for
receiving large volumes of copyright takedown notices; direct connec-
tions with police and coordinating organisations for identifying child
abuse material (Holt et al. 2020); other channels for receiving requests
for information or content removal from law enforcement agencies; and
channels to receive other requests for content removal, whether autho-
rised under law or not. When the number or severity of incoming requests
becomes high enough, platforms will usually build dedicated workflows—
for example, specific processes to handle non-consensual explicit imagery
(Gillespie 2017) or requests under the European Right to be Forgotten.
Some incoming requests are processed wholly automatically, some are
dealt with by legal teams, and others handled by other parts of the
company. In some cases, decisions based on these requests are also used
to train automated systems to detect similar content in the future.

At a large enough scale, the content moderation systems of major plat-
forms quickly become extraordinarily complex. For many years, activists,
academics, and journalists have criticized the bias, arbitrary rules, bad
decisions, and the lack of clarity and certainty in the commercial content
moderation systems of major platforms (e.g. York 2021; MacKinnon
2012; Suzor 2011; Buni and Chemaly 2016). While many platforms
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have improved over the years in response to heavy public and media
pressure (see, for example, WAM! 2013), these are all still major prob-
lems. When measured against the norms of legitimate governance that
are routinely applied to nation states, platforms fare extremely poorly
(Suzor 2018). When evaluated against substantive human rights concerns,
content moderation systems also fail spectacularly in many ways (Kaye
2019). And no major commercial platforms provide serious democratic
processes for developing editorial rules and overseeing their enforcement
(Haggart 2020).

The pressure on platforms to change their content governance
processes is strong and intensifying. There is clear demand for platforms
to do more to suppress harmful speech and to avoid suppressing valu-
able speech—even if there is less consensus about where these categories
begin and end. In terms of public policy, a dizzying array of policy
reports, law suits, and legislative proposals are under various stages of
development and debate across the world (Puppis and Winseck 2021;
Flew and Gillett 2021). These proposals vary widely; the range of public
policy options for platform governance is broad (Heldt 2019a). Some
are based in the familiar realm of intermediary liability, where platforms
are legally responsible for facilitating harms caused by their users. Some
impose new obligations on platforms to remove unlawful or prohibited
content upon receiving a complaint, like the German Network Enforce-
ment Act (NetzDG) (Heldt 2019b; Schulz 2018). Others invest public
regulators with powers to require platforms to remove content—like the
new Australian Online Safety Act. Some approaches include requirements
for transparency reporting (Wagner et al. 2020). Other approaches focus
on encouraging or facilitating industry self-regulation (Bridy 2019), like
the ‘Christchurch Call’, developed in the aftermath of the live-streamed
massacre in 2019 (Hoverd et al. 2020). Some seek to create new, gener-
alized duties of care on platforms to address foreseeable harm (Woods
2019). Others look to telecommunications and competition policy to
inform public accountability and structural changes to internet industries
(Winseck 2020). Still more options include extending media classifica-
tion standards to internet platforms (Flew et al. 2019), or developing
new public–private partnerships to create co-regulatory standards for
acceptable content (Haggart et al. 2021).

No matter what form they take, however, all these legal obligations
on platforms will be interpreted through each platform’s priorities and
implemented through their own processes. Some forms of regulation will
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impose greater accountability for how platforms choose to comply, but
compliance is never perfect, nor is it automatic. The danger of empha-
sizing public regulation over private action is that it can lead to a false
binary. Global platforms operate across many different legal systems, and
their practices are influenced by an extremely broad range of actors—
including states and their constituent components; their business partners,
competitors, suppliers, and customers; their public audiences, NGOs, and
media organisations. Some scholars have suggested recently that plat-
form governance scholarship has perhaps paid insufficient attention to the
work of those stakeholders in governance, particularly outside of formal
multi-stakeholder regimes (Papaevangelou 2021). Developing a better
understanding of how networked platform governance works in practice,
and how it can be improved, is the problem to which we now turn.

Research Methods

This study relies on qualitative interviews with a broad range of stake-
holders who actively work to influence how platforms govern their
networks. We draw on Gorwa’s (2019) ‘platform governance trian-
gle’ to group interview participants into three groups of institutional
actors: firms, NGOs, and government. We recruited regulators who exer-
cised legal authority to compel compliance and regulators who worked
informally; lawyers who represented platforms dealing with incoming
complaints; community managers; journalists; NGOs advocating for
stronger rules for removal of harmful speech and the protection of
counterspeech; and firms that specialize in ‘reputation defence’, by scrub-
bing or burying negative material online. Our groupings are kept at
a high level; the focus of this study on platforms does not require
comparison across groups of external stakeholders. The strength of this
broad methodology is that it helps to contrast how different regulatory
approaches are experienced in practice; the unavoidable limitation is that
our data should not be used to generalize across particular forms of
regulation, social issues, or stakeholders.

Between 2017 and 2018, we conducted 25 interviews with people
who are involved in seeking the preservation or removal of internet
content. In ‘firms’ (n = 11), we include representatives of companies,
groups of companies, and industry associations. Second, ‘NGO’ (n =
11), comprises non-government organizations, civil society, academics,
and private individuals who identify as advocates or activists. Finally, we
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include representatives from regulatory agencies, government officials,
and inter-governmental organizations in the ‘regulator’ grouping (n =
3). To protect the identities of the interview participants, we have with-
held their names and the organisations that they work for. The following
sections thematically represent participants’ experiences attempting to
convince platforms to remove or protect online content.

We conducted this research primarily in Australia, where the laws
that apply to digital platforms vary extraordinarily in their approach
(Pappalardo and Suzor 2018). Australian intermediary liability regimes
differ widely in the strength of the incentives they provide platforms
to comply with demands of our participants. The range of legal conse-
quences includes severe criminal sanctions, established takedown regimes,
threats of civil liability, and issues that are only dealt with in the public
arena, not through law. This variety of rules provides a useful opportunity
to understand how people dealing with platform governance issues expe-
rience different regulatory approaches. Some participants were outside
of Australia; their experiences are used particularly for the analysis of
extra-legal moderation of lawful content that is not jurisdiction-specific.

Legal Rules Are Routinely Enforced Informally

The first thing to note about calls for greater public regulation is that
legal regimes differ in how much discretion they expect platforms to
exercise. Some regimes, like copyright takedowns, are highly standard-
ised, requiring little or no exercise of discretion by platforms (Urban
et al. 2016). Others, like defamation law, place the burden of assessing
the merits of complaints on platforms (Pappalardo and Suzor 2018).
Where platforms are required to exercise their judgment about whether
to remove content, the decisions they make can vary to the point of
appearing arbitrary or incoherent. Our interview participants, including
both public regulators and private advocacy organisations, explained how
they have had to develop informal relationships with platforms in order
to be able to effectively request removal of unlawful content. Partic-
ipants most often described developing and maintaining rapport and
meaningful relationships with those who worked at large social media
platforms. Several of our participants noted that these established relation-
ships meant they were often much more successful at requesting platforms
to remove unlawful content than police were.
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Platforms have developed formal processes specifically for responding
to requests from law enforcement agencies and for dealing with common
private legal demands. These are often much more onerous and slower
than informal channels can be: “[Platforms are] extremely slow to respond
to law enforcement requests”. To avoid the overheads of formal processes,
we heard that sometimes law enforcement officers would refer material to
NGOs to report to platforms, rather than take formal action under law:

We’ve been in the situation where we’ve had police come to us with
content, saying: Can you help us get a response to this? And that’s
happened quite often, actually […] this is the role that civil society plays,
particularly in the US-focused context where distrust of government is
part of the culture. And therefore civil society actually helps bridge the
gap, that platforms can be notified in a manner that is voluntary, where
the platforms, any response the platform takes, when it’s coming from
civil society, is the platform’s own decision. It’s not under government
compulsion. (NGO)

Even our participants from regulatory agencies told us that their usual
mechanisms for enforcement were informal. An official from a public
regulator who asked us to paraphrase their comments explained that when
dealing with social media companies, even though they have some legal
enforcement powers, they had never sought to use them in court. Their
main tool was ‘reputational damage’: they would ask platforms to remove
content, and if they did not, the regulator would make a public statement
that the company has not complied.

The extra formalities for legal requests exist in part because plat-
forms have been under heavy criticism for many years for acceding too
readily demands that they remove content or hand over personal informa-
tion. In democracies and authoritarian states, law enforcement agencies
have worked to exploit informal pressure and tacit agreements (“invis-
ible handshakes”: Birnhack and Elkin-Koren 2003) to circumvent fetters
on government power and due process safeguards (Elkin-Koren and
Haber 2016). Private actors too exert informal pressure on platforms
and develop mutual agreements to enforce their legal rights. Intellec-
tual property owners, for example, have a long history of working with
internet infrastructure companies, banks and credit card processors, and
others to shut down or financially strangle sites that traffic counterfeit
(and sometimes legal) pharmaceuticals, luxury goods, media, and other
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goods—often with ‘non-regulatory’ support from public agencies (Bridy
2014). Criticisms of these practices have led platforms to develop stricter
procedures for appraising incoming legal requests that allow platforms to
make a considered decision about whether to comply or resist (Eichensehr
2018).

Not all legal enforcement mechanisms are slow. For child abuse mate-
rial (which is universally condemned) and copyright infringement (where
complaints are very high in volume), moderation by platforms is routinely
automated. But the platform response time for non-automated takedown
requests varies widely. Even for a participant whose role in a public agency
concerned child abuse material, the effectiveness of takedown requests to
platforms for clearly unlawful material often depended ‘on the personal
relationships that exist between investigators and key representatives of
those companies.’

Effective corporate regulation frequently requires a long-term relation-
ship between the corporation and the regulator that is sensitive to the
internal processes and culture of the firm (Black and Baldwin 2010).
Informal enforcement can be effective in securing compliance, but it relies
on the threat of potential penalties and on the moral force of the law
(Parker 2006). Several regulators in our study explained how they were
able to escalate serious issues to internal contacts within major platforms,
and at least where they could be dealt with locally, the platform’s response
time would often be within a few hours. One regulator told us that they
found platforms were ‘pretty responsive’ to requests ‘where there’s a real
direct threat of harm to a person, whether a child or an adult’. But regu-
lators struggled with ‘grey area’ content that was less clearly unlawful or
harmful, noting that takedown requests ‘are dealt with inconsistently, I
think, and sometimes perhaps not in a way that we would say accords
with our reasonable expectations’ (Regulator).

Some regulators expressed discomfort about the potential legitimacy
problems that arise from the informal use of their powers. For example,
when legislation imposes penalties on platforms for failing to remove
image-based abuse, but the main channel for enforcement is informal,
one of our participants worried that their role might be ‘playing judge
and jury’—a challenge to due process that they recognised was at odds
with the need to act quickly:

That’s a lot for a government body […] when time is of the essence. If a
naked picture of me is on the internet and I haven’t consented to that [...]
You can’t wait for a court process, you need that taken down, my mental
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health is at stake, my life could very much be at stake, and depending
on what community I come from, so could the lives of my loved ones.
(Regulator)

Despite these legitimacy concerns, however, broader legal scholarship
suggests that legal rules are frequently enforced informally across many
different areas of regulation. Law is always experienced differently in
practice than it is written—and it is informal practices, not the courts,
that govern most interactions (Ellickson 1991). Regulators often seek
to procure compliance through light-touch informal channels before
escalating to more formal rules and penalties (Ayres and Braithwaite
1992). ven to the extent that laws set minimum standards for content
or processes for determining and enforcing the rules, platforms still exer-
cise a great deal of discretion in applying those rules (Douek 2020).
This is true for private legal demands too; our private sector participants,
including lawyers and representatives from reputation management firms,
noted that the platforms they dealt with or represented would often take
a risk-management approach to demands for content removal based on
formal law.

In a practical sense, then, a substantial zone of discretion is inevitable.
At any reasonable scale, the full due process of state institutions becomes
unworkable in terms of time, cost, and complexity. Routine enforcement
of speech law online will likely continue to be done largely by platforms,
who will continue to exercise discretion in deciding whether and how
to fulfil their various legal obligations. In the past, platforms have struc-
tured their businesses to concentrate their people, assets, and income in
jurisdictions that provide them more legal protections (and frequently,
lower tax). Given the complex geopolitical struggles between states and
regional authorities that underpin different approaches to platform regu-
lation (Gray 2021), these zones of jurisdictional conflict and associated
discretion are unlikely to disappear in the foreseeable future. It is also
important to note that we should not aim for perfect compliance; there
are many cases where we expect technology companies not to defer to
legal demands from states (often for personal information or censorship)
in order to protect the rights of users worldwide (Svantesson 2014).
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Regulating ‘Lawful but Harmful’ Content
The discretion of platforms to enforce their own rules is strongly subject
to influence from stakeholders. Many of our participants told us about
how, in the absence of binding legal obligations on platforms, they lever-
aged their relationships to draw attention to material that contravened the
platform’s rules or legitimate content that had been wrongfully removed.
Some of our participants from regulatory agencies explained how they
used informal channels to request that platforms remove content that the
regulator was not legally empowered to compel the platform to remove.
One regulator, for example, explained how they were able to ask an
imageboard provider to remove sexual material that violated the privacy
of a local complainant, even though the imageboard was known for its
limited rules and was well outside of the territorial jurisdiction. They
explained their work in terms of providing reasons and evidence to the
platform to regulate themselves—noting that ‘the rules that they estab-
lish can, in fact, be enforced…’. They went on, however, to explain that
this approach primarily worked for material that was obviously already
prohibited under the platform’s own rules.

What content is, and ought to be, prohibited by platforms is deeply
contested. Platforms are frequently criticized for not sufficiently under-
standing local contexts and cultures when they enforce their rules—which
means they often misunderstand hateful content or wrongly remove coun-
terspeech, particularly speech by, or targeted at, marginalized groups
(Matamoros-Fernández 2017). Our participants reported that they often
struggled to convince platforms to take action where the content was
ambiguous, the harm was less visible, or additional context was required.
Both regulators and NGOs noted that platforms are less responsive to
take down requests that fall within the “grey area of determining whether
or not some kind of protection attaches to that speech” (Regulator).
An NGO representative who tackles hate speech said: “the threshold for
what’s considered offensive is incredibly high, both legally and quite often
from the members of the public. So casual racist comments, although they
may be grossly offensive, are unlikely to get removed.” At the same time,
participants were often concerned about platforms applying their rules in
an overly restrictive way that silenced the voices of marginalized users:

Facebook in particular has a history of ignoring what is flat-out violence,
pages devoted to violence against women, and meanwhile taking down
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pages where women are owning their own sexuality or showing post-
surgery breast cancer photos and those kinds of things. (NGO)

Some NGO representatives who advocated for marginalized groups
explained that without a deep understanding of diverse cultures and
languages, platforms cannot adequately moderate their users’ content.
These participants leveraged their organization’s profile and expertise to
show platforms how they could better address the needs of their users.
One NGO representative observed the important role they played in
using their organization’s experience and expertise ‘teaching’ platforms—
and their machine learning classifiers—‘to recognize the subtleties of hate
speech.’

Platforms rely heavily on the labour of external organisations to
help them identify and prioritize harmful content. Content moderation
requires users to report (‘flag’) content they find objectionable (Craw-
ford and Gillespie 2014). But the accuracy of user reports, measured
against the platform’s rules, is typically quite bad; users frequently flag
content that is not prohibited (Matias et al. 2015). Our NGO participants
explained how they provide platforms with a trusted source for vetted
flags. They undertake the work of investigating and triaging complaints,
understanding context, and identifying those that are most serious. Some
of our participants also told us how they do the additional painstaking
work of ‘translating’ the complaints of users into the rather technical cate-
gories of rules that platforms use—without which, they felt, user concerns
were much more likely to be ignored.

There are major limits to the influence of civil society actors on
the policies of platforms. Even though platforms were often responsive
to specific removal requests where there was clear harm, participants
described the game of “whack-a-mole” they played with social media
companies to keep content down. One NGO representative described
their efforts to get image-based abuse removed from YouTube: “it would
pop up again and we would have to intervene again because YouTube
was not responding the way that they were supposed to” (NGO).
Some participants thought that their takedown requests were unsuccessful
because they competed with platforms’ business interests: “And so, I
think, whether or not they’re receptive has a direct correlation to whether
or not what we’re asking for goes directly to their business model or to
their bottom line.” (NGO).
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One of the major challenges of informal content regulation is that it
is difficult to drive longer-term policy change. Participants complained
that even where platforms acted on the individual reports they made,
‘there’s been very little concrete action beyond that … at a policy level
and not just individual case levels, we’ve seen that there hasn’t been much
apart from rhetoric at the moment.’ (NGO) Some platforms have explicit
‘trusted flagger’ programs that are designed to prioritise complaints from
experienced NGOs and regulators, and some of our participants found
these programs to be quite effective in terms of receiving quick responses
from platforms. Other NGO actors in our study, however, thought that
their relationships with platforms were tokenistic. An NGO representa-
tive who advocated for women online believed that this tokenism meant
platforms did not fully understand the concerns of their users:

This is part of why I think they aren’t really listening to the stakeholders
that they invite to the table or really asking them the right questions,
because if they did, some of these things that they roll out and then roll
back they wouldn’t be doing. (NGO)

Another NGO representative explained how the organization they
worked for was a member of a social media platform’s safety board, but
that they doubted the meaningfulness of this partnership and understood
it as a public relations stunt: “we knew that they were just using us to
look good.”

Platforms are perhaps most responsive when faced with public crises.
Policy changes and promises are frequently made in response to ‘public
shocks’ (Ananny and Gillespie 2017), but lasting change is more chal-
lenging. One of our participants explained their experience as an editor of
a major news publication featuring Indigenous writers discussing discrim-
ination and abuse. The editor and the writers repeatedly had their articles
removed and their personal accounts suspended from major social media
platforms for sharing links to their published articles about racism. The
editor explained that their complaints to these platforms had been repeat-
edly ignored, and it was only after they were able to turn one incident
into a major news story that the platform concerned was willing to
engage. Even then, the editor characterized the platform’s response as
a public relations exercise by people ‘who are not genuine, they just
genuinely want the problem to go away.’ When the editor re-shared the
same content a year later, the platform again suspended their account,
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suggesting the platform’s initial response was an isolated reaction to a
crisis, not an attempt to address underlying problems: ‘if you were sensi-
tive to Aboriginal customs, then you would work out a way to fix it, but
they haven’t.’ (Firm).

Platforms play an important but fraught role in setting and enforcing
the boundaries of acceptable speech. Informal pressure on platforms to
regulate lawful speech is common, but some public regulators or law
enforcement officials respondents expressed concern about the legitimacy
of asking platforms to enforce rules that are not provided by law. One of
the regulators we spoke to explained that they routinely approach plat-
forms with complaints under their terms of service, but were concerned
about the implications:

When it comes to adults, where do you draw the line between robust
discussion and disagreement, such as vile disagreement and conduct that
should be regarded as worthy of regulation… (Regulator)

The regulator continued, articulating a concern that is core to the rule of
law: that rules ought to be clear, validly made, and fairly enforced: ‘if it’s
worthy of regulation, why aren’t the police properly granted that role?’.

The Necessity of Private Discretion

There is clearly something deeply troubling about relying on the extra-
legal enforcement of non-democratic prohibitions on speech by unac-
countable private platforms. But the set of rules that platforms enforce—
and are frequently expected to enforce—is necessarily much broader than
what laws require. Platforms are not ‘common carriers’: they are legally
entitled to determine their rules and enforcement procedures, and with
limited exceptions, they are not prohibited from discriminating for or
against certain types of content or groups of speakers. This, we suggest, is
a Good Thing. Policy that would limit the ability of platforms to discrim-
inate against different types of lawful speech and different speakers would
not only flatten competitive differences between platforms but likely
drown us all in cesspits of spam, abuse, disinformation, and irrelevance.

At any rate, pragmatically, we are not heading towards a future where
platforms are required to moderate less. Platforms are under increasing
pressure to do much more to regulate ‘lawful but harmful’ speech online.
Take, for example, the demands on platforms to address toxic and hateful
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content on their networks. Ordinary hateful speech that does not rise
to the level of explicit hate speech is generally not prohibited, but
it nevertheless creates and reinforces the foundations for violence and
discrimination. Harmful criminal acts that we view as aberrant are made
possible by the normalization of ordinary abusive behavior (Kelly 1988).
Part of the link is explicit; malicious actors use covert and coordinated
hate campaigns (Lewis et al. 2020; Marwick and Caplan 2018) to spread
and reinforce harmful attitudes toward marginalized groups (Shifman
and Lemish 2011; Matamoros-Fernández 2020). Users learn to deliber-
ately skirt legal rules and develop strategies to avoid content moderation
systems (Matamoros-Fernández 2020; Bhat and Klein 2020). A great deal
of discrimination is propagated and normalized through everyday sexism
and misogynistic views (Jones et al. 2019) and sexist humour (Shifman
and Lemish 2011). But the perpetuation of oppression is also implicit in
ordinary expressions of prejudice and acts of discrimination that enable
widespread abuse and harassment to become normalized online (Gillett
2019). Much of this harmful speech is not and should not be regulated
by law—the abilities of states to create laws that make content unlawful
to distribute are necessarily restricted in scope and subject matter. This
does not mean that hateful speech should not be regulated; rather, that
it should be regulated through social norms and private approbation
(Matsuda 1989). This likely includes rules set by platforms which, we have
suggested elsewhere, have a responsibility to address systemic inequalities
that are perpetuated, at least in part, by these types of speech on their
networks (Suzor et al. 2018).

Strong government regulation of digital platforms is more demo-
cratic (Haggart 2020) and better aligned with the rule of law and
constitutionality (Winseck 2020) than private ordering, self-regulation,
and discretionary power. But legal rules cannot cover the entire field
of decisions that platforms make. The interpretation of rules is always
imprecise – rules expressed in natural language are necessarily open to
interpretation (Hart 1994). Even where they are clear, rules are never
perfectly enforced; there is a great deal of content on major platforms that
might be prohibited but has never been reported. Users are less likely to
report prohibited content that they do not perceive to be highly harmful
or routine, and platforms often choose not to enforce their rules strictly.

The answer is not to try to remove discretion. The limits that societies
impose on the ability of states to exercise coercive power do not translate
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directly to digital platforms. Discretionary power is fundamentally neces-
sary to platforms as we know them. In a world of information abundance,
content moderation and curation is the commodity that platforms offer to
their users (Gillespie 2018). Digital platforms implement extensive rules
designed to protect their business interests, meet the expectations of their
users, and shape their own distinct cultures (Burgess and Baym 2020).
They need a degree of discretion to align their rules, affordances, and
processes to their distinct cultures and priorities (Klonick 2017). Plat-
forms also need discretion to create and enforce timely rules that respond
to harmful lawful content and reinforce prosocial norms on the limits of
socially acceptable speech.

We suggest instead that one of the critical tasks ahead for scholars of
platform governance is to better understand how discretionary power can
and should be appropriately limited and made accountable – what regu-
latory scholars call ‘throughput legitimacy’ (Haggart and Keller 2021).
Discretion is legitimate where it is constrained within a zone of autonomy;
generally speaking, platforms currently enjoy ‘broad’ discretion: power
without effective oversight (Suzor 2011). The development of new mech-
anisms to limit – or ‘constitutionalize’ – the discretionary power of
platforms is critical to improving platform governance (Celeste 2021;
Suzor 2019). But for global platforms enmeshed in many varied contro-
versies with a great many stakeholders over the governance of their
networks, this is no easy task. From the little we know so far about
the rapidly changing decision-making of platforms, whatever legal limits
we might seek to impose on platforms, internal commitment, effec-
tive self-regulation, and extra-legal pressure will have a major impact on
compliance. As with so much else, cultural change is key.
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