
Chapter 15
Privacy and Vulnerable Populations

Nora McDonald and Andrea Forte

Abstract Vulnerable populations face unique privacy risks that not only challenge
designers’ preconceptions about privacy, these challenges are also frequently
overlooked in decisions about privacy design and policy. This chapter defines
and describes vulnerable populations and the challenges they face, as well as the
research approaches that have traditionally been used to understand and design
technologies that respect the privacy needs of vulnerable people. It describes
how existing frameworks fail to account for the privacy concerns of people who
experience heightened risk. It then introduces alternative ways of thinking about
privacy that can help technologists, researchers, policy makers, and designers do
a better job of serving the needs of the most vulnerable users of technology. We
conclude with concrete guidance around identifying and integrating vulnerable
populations into technology design for privacy.

15.1 Introduction

Section Highlights

• We define vulnerable individuals as those who, because of their race, class,
gender or sexual identity, religion, or other intersectional characteristics
or circumstances, are more susceptible to privacy violations that result in
emotional, financial, or physical harm or neglect.

• We consider some of these identities (e.g., LGBTQ, survivors of domestic
abuse, andminority individuals and their intersections) in depth, particularly
the way these identities create some pressing and unique challenges.
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• This chapter is comprised of six sections, exploring how technologies exacer-
bate existing inequalities; what the specific privacy concerns and needs of certain
vulnerable populations might encompass and current gaps in research; the role
that social norms play in shaping privacy theory; a way forward that proposes
intersectional approaches to some of the biggest challenges for vulnerable com-
munities; and finally how technologists can identify and incorporate vulnerable
populations into requirements gathering, testing, and policy making, including
a thought experiment to help guide readers as they consider how to incorporate
vulnerable users into their design process.

In this chapter, we define vulnerable individuals as people who are more
susceptible to privacy violations that result in emotional, financial, or physical
harm or neglect as a consequence of their race, class, gender or sexual identity,
religion, or other intersectional characteristics or circumstances that marginalize
them from society. While some legal scholars have identified misconceptions about
privacy that traverse socioeconomic status, they also suggest that low-income,
marginalized, and immigrant (particularly, foreign-born) communities are uniquely
susceptible [1, 2] to these forms of privacy risk. We expand on this view of
vulnerability to also include survivors of domestic abuse [3–5], people who have
been incarcerated, immigrants [1, 6], activists, journalists [7], those who have been
politically oppressed by society or their culture, those with HIV [8], LGBTQ [9–
12], as well as the very young [13, 14] and very old [15], which are discussed in
depth in Chapters 13 and 14. In this chapter, we demonstrate how the needs and
experiences of these various identities are unique and often require different kinds
of privacy protections than the general population.

Designing for privacy of any individuals poses considerable challenges for
researchers and businesses who provide digital tools and infrastructure for users.
Yet recent research on technology and privacy has surfaced what we already knew
or intuited about vulnerable populations: inequalities that make people vulnerable
offline are often replicated (or exacerbated) by networked technologies (cf. [2, 16–
19]). The unique sensitivities that put vulnerable populations at risk frequently
break designers’ assumptions, which is compounded by our concern that vulnerable
people are often overlooked (or not fully examined) as stakeholders in the design
process—from requirements gathering, to ideation, to implementation and testing,
and ultimately to policy making. In this chapter, we discuss why it is important to
understand and empower vulnerable people and how to reflect their needs in policy
and design.

In Chap. 2, the authors introduced various privacy frameworks applicable to
digital spaces. Here, we focus on the evolution from individual-based theories, to
norm-based theories, and, finally, to identity-based theories that consider structures
of inequality. Identity-based theories and frameworks are useful for studying and
designing for privacy with vulnerable populations because they are more attuned to
the structural inequalities that make some individuals more susceptible to privacy
violations. They also help explain why violations of privacy may be more dire for
vulnerable individuals.

http://dx.doi.org/10.1007/978-3-030-82786-1_13
http://dx.doi.org/10.1007/978-3-030-82786-1_14
http://dx.doi.org/10.1007/978-3-030-82786-1_2
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This chapter is comprised of six main sections. In the second section below, we
explore how technologies exacerbate existing inequalities. In the third, we go on to
explore what the privacy concerns and needs of certain vulnerable populations might
encompass and discuss current gaps in research that supports more equitable and
more universally effective design. In the fourth section, we review the role that social
norms play in shaping privacy theory. In the fifth section, we propose intersectional
approaches to some of the biggest challenges for vulnerable communities. We
go on in the sixth section to give concrete examples of how technologists can
identify and incorporate vulnerable populations into requirements gathering, testing,
and policy making. We explore potential applications of our recommendations
through a thought experiment and offer closing thoughts about current design
recommendations and future challenges.

15.2 How Technology Reinforces and Promotes Inequality

Section Highlights

• Service providers (e.g., social networks and apps) have exacerbated inequal-
ities by adopting policies that remove (pseudo)anonymity and potentially harm
vulnerable populations.

• In particular, the popular “real-name” policies and secondary authentica-
tion (e.g., with email or phone) limit individuals’ ability to remain anonymous.
These policies result in censorship and opportunity loss and may, indeed, be
easily hacked.

• Algorithms that have become ubiquitous in our society, which profile and
harm low-income and marginalized individuals, unleash discrimination in
virtually every aspect of their lives from their social networks, to their shopping,
to their jobs and job searches.

We are only beginning to learn how technologies can reinforce and/or exacerbate
existing inequalities. Below, we discuss three key ways technology has changed
in the last decade that influence inequitable outcomes. First, policies that remove
the safety of (pseudo)anonymity that may be desired by vulnerable populations.
Second, one specific way that service providers (those who provide the platform
and tools for online networks) regulate identity information is by requiring the use of
secondary authentication (e.g., with email or phone) or real names—even requesting
that users verify accounts with mobile or photo ID—which limits individuals’ ability
to control their privacy. These measures have become standard under the rubric of
safety and security. Developers and, perhaps, others with privileged identities may
take for granted that relinquishing identity information to social networks (when
they request ID verification) or apps is an accepted norm. Third, algorithmic biases
reinforce existing inequalities and can even propagate discriminatory practices.

Research on anonymity offers some insight into how privacy can be critical in
providing opportunities for safe disclosure and interaction that are not otherwise
available [20–25]. Anonymity provides avenues for overcoming ineluctable social
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norms embedded in existing (offline) social structures. Research on adolescents
who use Ask.fm found that anonymity created opportunities for authentic self-
expression and self-discovery among other social goals [26]. Pseudonymity can also
facilitate self-disclosures [21, 22] on a range of topics that are critical to a person’s
psychological well-being [27–29], for example, by sexual abuse survivors [20]
and domestic abuse survivors [25]. Environments that provide (pseudo)anonymous
safe havens for identity exploration seem to be diminishing. Sites like Reddit
no longer make throwaway accounts an obvious (pseudo)anonymity strategy, and
subreddits regularly remove posts from new accounts, making it difficult to post
(pseudo)anonymously with a throwaway account. At the same time, platforms that
promote more ephemeral communications [30] are gaining in popularity.

Meanwhile, the trend toward more “authentic” [31] Internet participation requir-
ing the use of real names raises concerns for vulnerable groups. For example,
Facebook’s real name policy requires that people can be identified with all content
they post; because of this constraint, people may refrain from discussing sensitive
topics [32]. German courts have ruled Facebook’s policy illegal, finding that it
surreptitiously allows Facebook to obtain users’ consent to share their real names
[33]. As they are currently constructed and governed, it has been argued that social
platforms require vulnerable individuals to “perform” their identity according to
norms that have been established by primarily white, privileged systems designers
and policy makers or else risk opportunity loss [34]. In peer-production projects
like open source software or Wikipedia, obscuring identity may be viewed by
contributors as self-protection against opportunity loss, harassment, and threats of
violence [35]. Moreover, many services require users to provide email or phone
number for authentication and security. These policies are packaged as standard
security measures but assume more is better to provide security and customer
service. Indeed, the two-factor authentication adopted by major services like Google
and Yahoo has been demonstrated to be hackable.

Additionally, government agencies can employ technologies that remove human
decision-makers from social service administration, which has been shown to
accelerate discriminatory practices [17]. Stereotypes about welfare recipients being
“lazy” can be reinscribed in automated social welfare or healthcare systems that use
failure to comply as signal of ineligibility in a way that increases the probability
that welfare recipients will be rejected for beneficial services and subject to invasive
visits by government officials and services [17]. For instance, Eubanks describes
how a disabled girl loses Medicaid benefits for failing to cooperate in establishing
eligibility—what amounts to a minor computer mistake—or how parents are flagged
by social services for neglect because of an ignorant or vindictive neighbor or for
failure to pay for medications: in other words, their crime was having a disabled
child and being poor.

Other examples include the way in which technologies of surveillance, such as
gang databases, re-encode perceptions of black and Latino young men as “deviant.”
That has consequences for arrests and sentencing but also affects the mindset
of individuals who are criminalized [36]. Rios describes a system of ubiquitous
punitive social control where family, schools, police, and prohibition systems
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interact to systematically criminalize marginalized youth in a way that shapes their
worldview and identities [36]. Other literature also points to differences in how
people engage with technologies along socioeconomic dimensions (e.g., [37, 38]).
Ames and Burrell [39] found that even when trying to compensate for inequities in
access to Internet technologies, individuals still face structural challenges stemming
from socioeconomic circumstances, as well as bias because of their race and gender
identities in their experience of technologies.

These same biases or stereotypes baked into algorithms can also undermine
privacy design, for example, when low-income mothers are required to share
irrelevant information about their sexual history and personal relationships as a
requirement of receiving social services [16]. For example, Bridges describes how
some states justify invasive questionnaires given to low-income mothers applying
for benefits arguing that a history of drug abuse or domestic violence is a proxy for
child neglect or abuse. Biases (including dirty policing and civil rights violations)
make their way into invasive predictive policing technologies more often than not
[40].

Pervasive surveillance technologies that rely on algorithms are required merely
to take part in many aspects of society. Examples include systems that track indi-
viduals’ online purchases [41, 42], social networks [2], job seekers [43], workplace
[44, 45], and social services [2, 16, 17], and they inevitably disproportionately harm
vulnerable and low-income populations.

The ways in which identities that are linked to race, sexuality, and socioeconomic
status are often used to profile and punish and deny privacy rights are an insight
that should lead us to consider the role that identities have in shaping vulnerable
individuals’ privacy needs and strategies. If we wish to develop technologies that do
not exacerbate inequalities, it is critical to understand what kinds of unique privacy
concerns vulnerable populations bring to their use of technology. In the next section,
we will talk through some privacy concerns that can help orient technologists, policy
makers, researchers, and designers to unique privacy vulnerabilities.

15.3 Who Is Vulnerable: Defining Unique Privacy Concerns

Section Highlights

• The risks of emotional harm and physical violence loom large for LGBTQ
individuals even though the Internet has created new safe places for historically
marginalized or stigmatized sexual identities.

• Privacy is a challenge for domestic abuse victims and survivors because it is
easy for the target’s partner to get access to their technology.

• Being black and Hispanic is correlated with privacy vulnerabilities and lack
of trust in institutions that collect and store data.

• A number of intersecting factors can compound the vulnerabilities of already
vulnerable groups.
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There are many reasons why vulnerable individuals may require more privacy. In
this section, we specifically consider examples related to sexuality, domestic abuse,
and race that represent some of the most widespread experiences of vulnerability.
Other vulnerabilities that are often adjacent include, but are not limited to, poverty,
homelessness [46, 47], immigration [1, 6], stigmatized illnesses like HIV [8],
and age—for instance, when it contributes to limited familiarity with scams or
workplace technologies as discussed in Chap. 13. You will see that, in fact, in
this section, discussions of race, ethnicity, and sexual identity (in particular) are
inextricable with experiences of poverty and homelessness such that the research
we cite inevitably (or unavoidably) captures those intersections. Notably, some of
the most important research on privacy vulnerabilities sees poverty (in particular)
and race as central [1, 2]. Privacy challenges for youth and aging populations are
covered in Chapters 13 and 14.

15.3.1 Sexuality as Vulnerability

Gender identity and sexual orientation create vulnerabilities for individuals offline
and online. For instance, simply being LGBTQ or female can cause individuals
to seek more privacy or withdraw altogether [35, 48]. For their part, some social
networks have become more inclusive when it comes to gender identification, with
Facebook introducing over 50 gender options in 2014 [49] and Tinder allowing
users to type in their own description of their gender identity [50]. But research has
demonstrated that sexual orientation creates struggles of all kinds that require strict
privacy management and even then still invite enhanced risks. That is, simply being
more inclusive does not safeguard users against abuse and privacy risks. For this
section, we focus primarily on LGBTQ as a vulnerability as they are often subject
to the greatest harms. Other sexual preferences and gender identities exist that make
people vulnerable but are not covered in this section.

LGTBQ populations are more likely to intersect with low-income populations,
and these conditions of poverty are more often tied to experiences of discrimination
in the workplace [51]. LGBTQ youths report overwhelmingly that they are not
accepted in their community, and nine in ten experience negative messages about
being LGBTQ but find that they can be more honest about themselves online (73%)
[52]. For LGBTQ individuals, disclosure of sexual identity is carefully considered,
and context collapse—when people from different social worlds interact, for
example, when family meet friends—presents complex privacy challenges both
online and offline [53].

Some research has looked at the disclosure strategies of LGBTQ young adults
[10, 54] and parents [53]. Scheuerman et al. found that transgender individuals’
experience of harm through social media is complex and multi-fronted arising as
either targeted or incidental and both from insiders (those who are consider part of
the “community”) and from outsiders (those on the Internet who spread vitriol) [12].
According to Blackwell et al., LGBTQ parents worry about accidental disclosures to

http://dx.doi.org/10.1007/978-3-030-82786-1_13
http://dx.doi.org/10.1007/978-3-030-82786-1_13
http://dx.doi.org/10.1007/978-3-030-82786-1_14
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family, friends, and coworkers (some of whom are not even on these social networks
but learn secondhand through those who are) [53]. LGBTQ parents feel both an
obligation to be open about their lifestyle and an obligation to a collective social
movement, to shoulder advocacy and the risk of their safety and privacy. On the one
hand, broadcasting positive experiences, sharing adversity, and publicly “coming
out” are all forms of advocacy—and part of an obligation to a politicized identity. On
the other hand, in an environment where social views and values are in flux, “privacy
stewardship” takes on greater urgency. LGBTQ parents worry that ever-shifting
social views and dynamic networks leave them (and their children) susceptible to
unforeseen future threats. As networks evolve, parents find themselves constantly
on the lookout for “disapproval” within those social networks, and therefore, what
constitutes a “safe space” online requires perpetual reassessment. Consequently,
LGBTQ parents feel compelled to be both more private and more public than others.

Other studies have point to the risks faced by LGBTQ individuals that can lead
to censorship online [55]. Notably, researchers in the Human-computer Interaction
(HCI) and Computer-supported Cooperative Work (CSCW) community also point
out that little research has focused on the specific harms transgender individuals
(historically, some of the most vulnerable populations in the LGBTQ community)
face online [12].

While the Internet has created new safe places for historically marginalized
or stigmatized sexual identities, the risks of emotional harm and even violence
loom large. Some HCI and CSCW researchers have argued that service providers
consider accessibility of posts and user control [55]. According to Scheuerman et
al., transgender individuals point to platforms like Twitter as examples of designs
that do not take into account their needs, arguing that they allow for “trolling.” They
also point to the way that Facebook unwittingly (or not) can out individuals through
its advertising (i.e., if others were to see their screen). While giving users greater
control over their privacy settings is certainly critical, it is important that designers
also not place burden on individuals to police others and safeguard themselves.
Moreover, it is critical to understand these experiences from the perspective of these
individuals since policies like those adopted by Twitter and Facebook (while perhaps
well placed) have not offered sufficient protection from or remediation for harm.

15.3.2 Domestic Abuse as Vulnerability

One in four women and one in nine men have experienced intimate partner
(physical) violence [56]. In addition to this intersection with gender, intimate partner
violence may disproportionately affect LGBTQ individuals but has been somewhat
little studied among this group [57]. Yet the ways in which this group has historically
been underserved are most obviously in providing them with the protection they
need as well as sensitivity to the nuanced issues that prevent women from seeking
or finding help [58].
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Domestic abuse victims and survivors represent challenging cases precisely
because it is so easy for the target’s partner to get access to their technology
with little technological effort [4], which increasingly allows them to stalk and
track. A high-profile example of design that failed to take into account potential
vulnerabilities emerged in 2010 when Google introduced Buzz, a social network site
that was intended to compete with Facebook. To overcome the critical mass problem
of starting with an empty network, Google used frequent contacts from their other
services like Gmail and chat to populate users’ public list of connections. The
practice of testing products only with Google employees rendered many vulnerable
populations invisible in the process [59]. For example, one blogger noted that
when she signed up, her abusive ex-husband suddenly had access to her location
and recent online activity [60]. Users feared that contact with lawyers, doctors,
psychologists, and other sensitive relationships might suddenly become public
information.

Domestic abuse victims require specific technology training to ensure their
physical safety [3–5]; however, designs like Buzz and the process that produced
it exacerbate the problem. Google scholars note that despite the obvious life-
threatening concerns, this particular group is not readily represented in technology
design [5]. While domestic violence shelters have worked together with the
anonymous browser, Tor, to provide victims with a reliable form of protection [3],
more needs to be done to include the needs of the 10 million people in the United
States who experience intimate partner violence each year [56].

15.3.3 Race as Vulnerability

Being black and Hispanic is correlated with privacy vulnerabilities and lack of trust
among institutions that collect and store data and often intersects with being low
income [1]. Indeed, race is at the intersection of so many central vulnerabilities that
it can be hard to parse from any of those we explore in this section—and certainly
with respect to amplified risk, which is why we later introduce intersectionality as
such an important way of thinking about privacy. Even while the findings discussed
in this section about minority populations and privacy intersect ineluctably with low
socioeconomic status and other vulnerabilities, qualitative research that includes
intersections of race, gender, and class/socioeconomics also seems to suggest that
race alone can, for instance, impact online strategies for self-presentation and
censorship [34].

Another intersection is race, crime, and socioeconomics. In their study of young
people with low socioeconomic status, predominately of color, Marwick et al. (who
even caveat “the pitfall of conflating race and class”) find that marginalized social
positions amplify risks online and contribute to avoidance of social media and
self-censorship [61]. They make a parallel finding that youths of color with low
socioeconomic status often experience structural racism in the form of policing
and physical surveillance. Their study portrays these youth as well aware of the
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connection between Facebook posts and online or offline consequences (e.g., being
doxed, bullied, or fired) but nevertheless prone to take the normative stance that
they have “nothing to hide” [62, 63]. As a consequence, these youths self-censor or
disengage altogether. Marwick et al. contrast this “individual responsibility,” which
makes teens censor online, with the paradoxical experience (shared by these same
young adults) of being exposed to police surveillance and brutality from which
there is no escape. They are aware that they have everything to fear because privacy
violations are inevitable. This framing, the authors argue, helps to circumvent the
“victim-blaming narrative of some media literacy efforts” that have traditionally
placed responsibility on individuals to secure their privacy [61]. We echo Marwick
et al. in arguing that designers should not place so much burden on users to remedy
their own privacy concerns.

Recent research has suggested that people of color and people from high-crime
neighborhoods may be more worried than white or higher-income counterparts
about police use of social media in crime prevention [64]. Underlying these concerns
is a heightened sense of fear about the repercussions of violating social norms, the
consequences of being perceived of as a snitch or of information getting into the
wrong hands, and abuse of power.

Yet another intersection is race and gender. Pitcan et al. [34] found that to avoid
opportunity loss, black women downplay sexuality and try to otherwise appear
non-threatening to avoid white American stereotypes. In their findings, white and
privileged class appear inextricable, suggesting that designers need to consider
how their perspective-taking shapes their designs—in this case to mitigate risks of
opportunity loss for women of color.

15.3.4 Intersections of Vulnerabilities

A number of intersecting factors can compound the vulnerabilities of already
vulnerable groups. Those who are LGBTQ and black are also more likely to
experience violence and encounter the highest incidence of fatal violence within the
LGBTQ community [65]. Black children of same-sex couples are twice as likely as
black children in heterosexual households to experience poverty and over four times
as likely as white children of heterosexual households [65]. LGBTQ young adults
are more likely to experience homelessness than their non-LGBTQ counterparts.1

Homelessness presents a whole host of impediments to privacy (e.g., inability to
find quarters that secure physical privacy, dependence on facilities for their access
to services and info, and often that access is public and potentially less secure).

1 Limitations on education and income, which themselves constitute vulnerability, are also major
predictors of homelessness [66]. Poverty alone goes hand in hand with certain vulnerabilities, for
example, greater reliance on mobile technologies.
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While the privacy concerns and needs of an LGBTQ person or a person of color
are not necessarily the same as, for instance, a victim of domestic abuse, the expe-
rience of more than one of these identities increases your chances of experiencing
poverty, homelessness, discrimination, violence, and other inequalities.

In the face of a growing privacy literature that focuses on technology users who
are young, privileged, white, and cisgender, some researchers have undertaken the
task of examining the challenges for those who fall outside of those privileged
categories. Instruments for measuring technology literacy (e.g., [67–69]) have been
used to explore what kinds of knowledge are associated with privacy practices (e.g.,
[70, 71]), which can have huge implications for vulnerable communities [6]. But
this perspective potentially overlooks the way in which structural inequalities and
experience conspire to make privacy threats and practices fundamentally different,
not better or worse. For instance, living in poverty can amplify the consequences
of a privacy violation; if, for example, a potential employer can find embarrassing
(or simply unedited) information about a job seeker, the economic impact of
opportunity loss may have devastating consequences for someone who is just getting
by. The severity of the threat emanates not from a limited set of skills but from
the condition of poverty associated with these identities. To come at privacy with
a literacy framing is to suggest that if only users who are vulnerable had better
skills, they would be fine, but the real difference is that privacy violations impact
vulnerable groups in qualitatively different ways.

Consider the user who experiences or hears of a privacy scam that results in a
loss of $4000 [71]. For someone living below the poverty line, that could be nearly
half of their income. Perhaps it goes without saying that anything you do to mitigate
against that threat will far surpass the type of activities we assign to the “digitally
literate.” These are potentially life-altering events that might leave fearful of ever
using the Internet again. Measuring the effects of these events with “digital literacy”
as a tool misses critical motivations and user experiences.

The experiences of those who are subject to surveillance and privacy threats on a
daily basis because of their race and class can serve as a starting point for reframing
privacy in ways that relieve victims of responsibility for privacy violations [61].
Instead of blaming people for the way they use limited privacy toolkits and for their
reliance on shared infrastructures that mimic other oppressive systems, a growing
narrative in the research literature suggests that infrastructures and services can be
designed to better serve the needs of vulnerable groups. Thinking out of the box,
could service providers offer insurance or compensation for users abused on their
platform? The idea is not so radical given that other vendors are responsible for user
experience.



15 Privacy and Vulnerable Populations 347

15.4 Privacy, the Self and Social Norms

Section Highlights

• Individualistic privacy theories, which focus on how people regulate infor-
mation about themselves, give way to normative approaches, ways of thinking
about shared privacy expectations.

• However, norm-based approaches overlook the increasingly ubiquitously
networked environments in which we live, in which boundaries are permeable
and overlapping, and the way in which normative frames fail to meet the needs
of individuals who reside outside the norm.

• We challenge the view that privacy vulnerabilities are the result of lack
of literacy so much as sense of loss of agency and overwhelming exposure
to less expensive and, by extension, vulnerable technologies, scams, predatory
marketing, and exploitative sites [2].

• Privacy threats are highly idiosyncratic, suggesting that frameworks for
addressing privacy problems should be sensitive to the stigma of vulnerable
identities as well as the intersectional circumstances of individuals.

As discussed in Chap. 2 of this book, interpersonal boundary regulation [72, 73]
lays a foundation for individualistic privacy theories that focus on understanding
how people regulate information about the self, with an emphasis on personal
exploration and self-presentation. For instance, Altman’s framework of interper-
sonal boundary regulation characterizes privacy in an analog, pre-Internet world
[72]. Taking ownership of privacy as an individual becomes more complicated as
we consider the move to mediated interactions and as online systems become more
complex, interconnected, and extensible [73]. Scholars have found that tending
boundaries is part of everyday online practice [74], but that these strategies are
complex and unique to the individual [75–80]. There is an inherent tension between
the concerns of individuals seeking to protect their personal information (e.g.,
in order to safely self-disclose or participate in online spaces without fear of
harassment) and the degree to which online platforms appear willing or able to
afford those protections, leading to potential constraints on participation and self-
censorship.

Approaches that emphasize social norms as a way of understanding privacy
expectations are challenged by the permeable overlapping nature of online spaces.
Yao explains that “in the physical world, for example, observable objects and
symbols usually mark the boundaries between private and public domains, and
the size of personal space can be neared in units of distance. . . . in the virtual
online world, the concept of ‘space’ is merely a metaphor . . . To make things more
complicated, people from different cultures, often with drastically different privacy
beliefs and norms, co-occupy this abstract and metaphorical space. In such a virtual
environment, the normative rules and expectations related to personal privacy are
irrelevant” (p. 114) [81]. Even when privacy norms in online environments become
established, they cannot take into account the values (or realities) of all individuals
who inhabit them.

http://dx.doi.org/10.1007/978-3-030-82786-1_2
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The difficulty of using traditional physical analogies, social norms, and common
approaches like threat modeling to inform thinking about privacy for people with
heightened risk is evident in the ways that technologies fail to meet the needs of
vulnerable populations. For example, intimate partner violence (IPV) defies typical
threat models because abusers often have access to victims’ phones and can carry
out injurious, albeit unsophisticated, attacks by directly accessing their devices and
information, rather than through installing malicious software [4]. The challenges
for IPV victims provide an analogy to the broader problems for privacy and security
faced by experts: Privacy threats are highly idiosyncratic, and as a result, so too
are the specific mitigation strategies that individuals at risk must employ to counter
them. Mitigation strategies must, therefore, take account of not only the stigma or
vulnerability that creates the need for heightened privacy but also other aspects of
their individual circumstances, including their personal history, needs, and use of
technology.

15.4.1 How Existing Privacy Frameworks Are Inadequate

The challenge of adapting a general theory of privacy in the face of rapidly changing
networked information technologies gives way to new group and communitarian
perspectives. For example, Lampinen et al. shift attention to the idea that boundaries
are regulated as part of a group process [82–84]. Group perspectives allow participa-
tion in popular networked communities to be conceptualized as a trade-off between
aspirations of personal privacy and benefits of social or participatory optimization.
For example, to avoid tensions between different groups, individuals might divide
the platform into separate spaces, creating private groups for some interactions.
People might also self-censor or choose other channels (private or elsewhere) if
they perceive a communication might be problematic.

As discussed extensively in Chap. 2, contextual integrity, an approach to thinking
about privacy introduced by Helen Nissenbaum, describes privacy as a function
of the social expectations of a given context, pushing beyond individual privacy
to privacy as a function of norms in distinct situations [85]. Contextual integrity
expands privacy theories to account for contexts in which social expectations dictate
privacy violations, how information should flow, and who should have access to it.
For example, Nissenbaum uses the example of healthcare environments, in which
a healthcare provider may appropriately inquire about a patients’ sexual behavior
while that same inquiry would not be acceptable directed to the provider by the
patient. Contextual integrity treats social norms as expectations of what people
ought to do or what is socially appropriate to do, in contrast with a descriptive
definition of norms, which are what people typically do.

Still, others point out that the two ideas (privacy and social participation) need
not be positioned as alternative values if precautions are taken on an individual
level. For example, when social network sites tailor privacy to fit the specific needs
of individual users, they feel more socially connected [86]. This is reassuring news.

http://dx.doi.org/10.1007/978-3-030-82786-1_2
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There are aspects of our identity that might stigmatize or cause users to self-censor
or even abandon social networks [87, 88], and we might not be taking account
of them and thus designing for them. Interestingly, scholars have argued for the
queering of communitarian theories to account for unique (and radical individual
identity) while also supporting local norms [89]. In our final section, we hope to
resolve this tension between individual and group or communitarian needs.

What all these theories or research frameworks have in common is that they
do not provide tools for considering vulnerabilities, for example, class- and race-
based struggles. We are primarily concerned with theories and frameworks that
directly address the privacy concerns reported by vulnerable individuals (e.g., non-
white [90] and LGBTQ [91, 92]) whose vulnerability to online harassment has been
documented. Only then can we design platforms that are hospitable to vulnerable
individuals. We believe that frameworks that rely on social norms (e.g., that I
have nothing to fear by giving up my identity to strangers) fall short because
prevailing social norms assume that, for instance, one’s identity does not make
them the target for privacy violations that lead to threats and opportunity loss
[93]. Recently scholars have questioned whether indeed frameworks based on
norms about consumer pragmatism (like those introduced by Westin [94]) should
not be reevaluated as stemming from vulnerabilities (particularly, socioeconomic
vulnerabilities) which leads them to “misunderstand the scope of data collection
and falsely believe that relevant privacy rights are enshrined in privacy policies and
guaranteed by law” [95]. We hypothesize, however, that these vulnerabilities are
not so much about literacies as sense of agency and overwhelming exposure to less
expensive and, by extension, vulnerable technologies, scams, predatory marketing,
and exploitative sites [2]. We readily give up identity information when applying for
jobs and social services or simply picking up drugs at the pharmacy. As low-income,
marginalized Americans, many of these activities may be more likely to take place
over less secure WiFi and devices, the consequences of which are enhanced risk of
privacy violations or avoidance of financial and social institutions altogether [41].

To usefully augment these theories, designers and researchers must consciously
consider the experiences of those whose privacy concerns may not be captured by
the prevailing “norms.” Media scholar Mike Yao talks about how the invention
of printing technology made it easy to disperse private information and how,
later, electronic devices increased efficiency and speed of information sharing
[81]. Each of these innovations required a remapping of human boundaries and
a reconceptualization of personal privacy. Until now, privacy has been broadly
situated as tool of withdrawal from the public eye. Yet, Yao argues, online privacy
is not a normative or legal concept, but a personal, socio-technical strategy. Up
until now, shifts in privacy have assumed a shift in boundaries (which could be
intellectual and abstract or physical), but no such terrain exists on the Internet.
The lack of legal safeguards and also the permeable, ever-changing barriers of the
Internet present challenges for demarcating spheres according to old precepts having
to do with physical spaces and abstractions and almost always assume boundaries to
exist and be identifiable. To define a legal or technical terrain of privacy, Yao argues,
would be “relatively easy,” but the problem is that there is no cultural consensus,
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even in the United States, the constitution does not unambiguously guarantee the
right to privacy.

15.5 Better Frameworks for Vulnerable Populations

Section Highlights

• Feminist theories and queerMarxist theories offer a useful lens through which
to consider marginalized perspectives.

• Intersectionality helps us understand marginalized identities and the ways
in which they overlap to compound unique vulnerabilities in relation to
systems of oppression. It is understanding these unique relationships that, we
argue, will open up designers to new ways of thinking about privacy needs for
vulnerable populations.

• Recent scholarship is increasingly drawing on feminist intersectional lenses
to tackle design problems.

In the prior section, we talked about how thinking in terms of social norms can
fail to illuminate inequalities embedded in design and privacy policy. In this section,
we explain how theories that specifically take up identity are critical additions
to our understanding of privacy. Feminist intersectional theory is an important
lens through which to consider privacy design because it focuses on identity and
structures of power—the intersection of different identities and their experience of
institutions that we described in Sect. 15.3. Often those experiences coincide with
conditions brought on by social norms of discrimination, and these scenarios may
be challenging for designers and technologists to understand and grapple with. If
designers and technologists cannot imagine vulnerable users and do not seek them
out during requirements gathering, then they will be left out of design and policy.
We argue that designers of systems should think in terms of marginalized identities
to shape (or, at very least, inform) research and decision-making.

Feminism has long been concerned with privacy [96, 97], starting with an interest
in the States’ role in the family and violence within the home. Recent Marxist
feminist work has observed that capitalism imposes norms on counter-normative
sexual identities, making them feel welcome only within a monitored sphere [98].
We see this echoed in the way that, for instance, social networks have increasingly
spoken out against hate speech and bullying by portraying the victim as powerless
to defend themselves while at the same time calling on the community to defend
(weaker) others against attack. This kind of sanctioned, socially constructed peace-
keeping does not prompt better privacy or identity protections or tools; rather it
asks the community to help regulate and reform those who would openly ridicule
someone. Put another way, by focusing only on monitoring, this approach side-steps
design and policy-making that might protect these users at the outset.

Though feminist theories (especially those combined with queer or Marx-
ist thought) are helpful in revealing these design tensions, intersectional theory
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expands the single-issue, marginalized perspective represented by feminist theories
[99] to account for simultaneous identities that may not simply be additive but
multiplicative in relation to systems of discrimination. Kimberle Crenshaw is
credited with first introducing intersectional theory as a black feminist critique of
antidiscrimination doctrine and feminist theory [100]. Crenshaw describes the social
hierarchies of inequality (of the vulnerable) by describing individuals who stand on
each other’s shoulders, feet stacked in a deep basement. In this metaphor, Crenshaw
asks us to imagine “a basement which contains all people who are disadvantaged
on the basis of race, sex, class, sexual preference, age and/or physical ability. These
people are stacked—feet standing on shoulders—with those on the bottom being
disadvantaged by the full array of factors, up to the very top, where the heads
of all those disadvantaged by a singular factor brush up against the ceiling. Their
ceiling is actually the floor above which only those who are not disadvantaged in
any way reside” [100]. This metaphor renders intersectionality as consideration for
the multiplicity of vulnerabilities within the context of structures of inequality.

It is important to remember that how we investigate people’s privacy concerns
should take into account the defining context for intersectional identities. Taking
an intersectional lens requires that we appreciate the way in which the deck can
be stacked against individuals down to the basement floor and that it gets uniquely
worse the further down you go. We propose that intersectional frameworks are often
needed to address the complex layering of vulnerabilities and their consequences—
for instance, the implications of being a black trans woman as opposed to just black
[101]—in order to fully comprehend the nature and magnitude of risk and identify
ways to mitigate risk through improved design [12].

Identity vulnerabilities and their historical relationship to policy-making are
something to consider when contemplating the stakes involved with user identity
information. An intersectional perspective allows us to see how multiple vulner-
abilities can create heightened risks and also how policies have historically not
been calibrated to address these risks—that is, exposing deeply embedded structural
inequalities. In a way, it seems simple: only design that is grounded in lived
political and social experience can serve the real-world needs and privacy threats
faced by individuals. It is important to note that both feminist and intersectional
inquiries (especially) are equipped with a critical lens that is focused on social
change, power and economic structures, and empowerment and may disavow
concepts that seem to perpetuate injustices the research is looking to overcome
[102]. For example, feminist researchers seeking to challenge hegemonic categories
of available knowledge and to privilege marginal perspectives have permission to
discard traditional frameworks [103, 104]. The researchers’ goal is thus to work
through experience and perception and privilege the users’ perspective.

Shaowen Bardzell introduces feminist design criteria that are committed to
“agency, fulfillment, identity and the self, equity, empowerment, diversity, and social
justice” [105]. Bardzell identifies a number of studies that integrated gender per-
spectives in the study of design and highlighted opportunities to draw on feminism
in design research. In particular, Bardzell argues that homes are often dominated
by gender norms and that “feminist approaches can bring clarity to the way that
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subjectivity and experience with technology are gendered” [105]. She argues further
that feminism could support inquiries into practical technology requirements while
also avoiding pitfalls that propagate marginalization of women or any other group.
Feminism does this through critique of dominant epistemologies, elevation of those
on the margins, critical stance toward local norms, and the user identity as being
prescribed by gender and other dominant norms.

Intersectional frames (maybe by contrast) invite new analytical approaches in
their quest to challenge the systems that reproduce inequality [102]. Yet Schlesinger
et al. find that as of 2016, identity-focused research tends only to look at one facet of
identity [106] as opposed to considering where overlaps create additional vectors of
vulnerabilities and how. What we learn from intersectional scholar Patricia Collins
is that what counts as intersectionality is far from settled [102].

Recent scholarship has drawn on intersectional theories to support new ways of
thinking about research and design. Blackwell et al. [107] argued for the relevance of
feminist intersectional theory in thinking about HeartMob, a platform where victims
of harassment can describe their experience by submitting a harassment case and
then request help from volunteers. Finding that users might perceive themselves
as “outsiders” because their experiences do not fit within typical categories, they
contend that to fully address online harassment, platforms must consider the needs
of marginalized users into the design (e.g., classification systems) and moderation
policies of platforms.

15.6 Actionable Guidelines

Section Highlights

• Designers should consider, at minimum, what kind of identity policy is
reasonable for their services and what kind of vulnerable communities are
part of their requirements gathering and design phases.

• Additionally, designers might consider how these identities might be harmed
by their services and what obvious technical solutions might mitigate these
harms. Also, are there channels for experiences to be voiced? Are there
opportunities to incorporate those voices into design—even after product launch?

• Are there ways that identities intersect to create added and more complex
burdens? What are the burdens and risks and how can they be addressed?

So how can intersectional design thinking be accomplished? We see a few places
to start. First, we recommend that designers actively develop personas of vulnerable
users with associated key information flows and risks. Personas are a description of
a fictional person that are a composite of attributes of a user segment either based on
assumptions or data [108]. At minimum, we encourage designers to build personas
to guide design.
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We have also discussed in Sect. 15.2 the way in which technologies tend to exac-
erbate existing (offline) inequalities that harm vulnerable users in disproportionate
ways. At minimum, we suggest designers consider the following:

• What kind of identity policy is reasonable and required for the services you offer?
What are the trade-offs between anonymity, pseudonymity, and real names for
users of your system?

• What vulnerable communities are you including in your requirements gathering
and design explorations (e.g., minorities, LGBTQ, etc.)?

In Sect. 15.3, we talk about specific vulnerabilities and intersections and invite
service providers and designers to consider how the harms potentially outweigh the
benefits of “real-name” policies, when user pseudonyms connected to user histories
would suffice. More broadly, we ask that designers and policy makers consider the
trade-offs whenever they introduce solutions for one vulnerable population that
may harm or overlook another. One way to do this may be to keep vulnerable
communities engaged in the process in a way that creates a potential channel for
outreach as problems arise. Further, we encourage those seeking to design systems
for diverse communities to go a step further and consider the following when
designing their research:

• What communities are included among your end users and who are most vulner-
able? How might these vulnerable users potentially be harmed by data (e.g., “real
name”) policies and what are the trade-offs and possible workarounds?

• Whose voices are you hearing and whose voices are getting left out of policy
and norm articulation process? Are you considering obvious technical solutions
that serve your bottom line (knowing about, customizing for, creating history of,
while empowering) . . . your user?

• How does your design process and outreach create comfortable opportunities
for divergent opinions and experiences to be voiced? . . . When you incorporate
these voices, are you giving them ample opportunity to follow design scenarios
to their logical conclusion?

We have described the importance of considering the array of end users and,
in particular, asking what voices have, in the past, been left out of technology and
policy decisions, what the means for current design norms, and what (minimally
disruptive) technical solutions might solve the problem. An important and critical
step to overcoming this challenge is having designers consider or talk with users
who are vulnerable and thus face privacy challenges. Another easy and obvious
place to start would be to involve those with vulnerable demographics in the design
process, both hiring them as designers and interviewing them as potential users.
We advocate for caution, however, as this risks what queer theorist Holly Lewis
describes as “tokenism” whereby “minor changes within the composition of the
group . . . short-circuit the possibility of” changing the way the group interacts or
solves problems (p. 68 [89]).

In Sects. 15.4 and 15.5, we talk about the inadequacy of existing frameworks
and the importance of considering how identity and structures of discrimination
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can compound vulnerabilities. While the above questions are aimed at a more
intersectional approach to design thinking, we recommend that designers and
technologists also consider the following:

• What are some of the ways the identities that intersect create added burdens
for users of your system? For example, it may be common practice to ensure
that women are represented in design processes, but are there specific concerns
from women of color, trans women, women who are living in poverty, who have
survived domestic abuse, or all of the above?

• What risks does your technology introduce for people with intersectional identi-
ties?

15.6.1 A Thought Experiment

Section Highlights

• Our thought experiment about a ride-sharing service highlights the way
in which identity raises the stakes for those using services and about the
information flows that services may take for granted, especially when what works
for one individual potentially harms another.

• Intersectionality allows designers to think about facets of identity in relation
to risks created by local norms and institutions.

To help designers think through some of these questions, we developed a thought
experiment using a hypothetical ride-sharing service. We chose this example
because this is a technology that is not only becoming mainstream and ubiquitous,
the use of location-based and identity information that has become central to these
services presents obvious and not so obvious (as we will see) privacy challenges.

Ride sharing scenario: Consider that you are designing a ride-share service app with a
carpool feature. What information would you collect and display about users? Would you
share their name with other riders? Their destination? Their Spotify playlist? All of these
pieces of identity information are available on ride-sharing app, and the first two are readily
shared. None of these are pieces of information that were part of the standard hailing cab
services of yore, yet they have become the norm. Contextual norms dictate that we give up
or confirm our name to our driver through their window, or as soon as we get in the car—
much like how we used to tell a cab service where we were going at those two junctures.
This is how, without a hailing signal or a yellow-checkered cab, we make sure we do not
pick up the wrong person or step into the wrong vehicle. Yet when you share a ride, who has
access to this information spreads and norm-based theories cannot sufficiently interrogate
these seemingly benign incursions—or these shift-shaping norms.

We have been conditioned to think that our legal identities somehow make our
interactions more authentic. Is there any social value in requiring real names for use
of a ride-share service? When hailing a cab, was it customary to give one’s name
to the driver? Authentication could be separated from name identity information.
What are the trade-offs of such an approach?
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Further complicating this assessment is the recent murder of a student by a person
posing as a Uber driver that spawned the hashtag campaign #WhatsMyName [109].
The idea behind this campaign is to encourage ride-sharing users to immediately
asked drivers, “What’s my name?” Although this does not specify other riders, it
does swing the pendulum in the other direction where the use of name identity
information is essential for safety. These types of trade-offs introduced by this
incident must be part of the ongoing design and policy-making process.

Identity and experience play a huge role in driving privacy strategies [110] and
in ways that are potentially at odds. For some, giving your name might be a matter
of life or death; for others, the opposite might be true [111]. What is important is
that we gather these perspectives and be aware of the implications for the kinds of
nuanced control people need over their identity knowledge [112] even if that means
that one solution for a certain group might be in opposition to another.

Consider a rider who is not just female but who has multiple vulnerabilities. How
does that raise the stakes for ensuring that end user identity links were sufficiently
anonymous? For example, in addition to obscuring name information, should this
ride-share company provide a set of tools for riders to get picked up and dropped
off near but not at their destination? The normative frame is that riders want the
convenience of door-to-door service and are annoyed when they are not picked up
and dropped off at the exact address. Ride-share companies do offer pick-ups and
drop-offs to nearby locations, but this is for the incentive to save time and money;
it is not an advertised safety feature. The designers likely did not anticipate that
offering nearby location pick-up and drop-off service could potentially be a safer
alternative; rather, they thought of it as a cost savings. Intersectionality allows us
to think about facets of identity in relationship to risks created by local norms and
institutions.

15.6.2 Reimagining Privacy for Inclusivity

Section Highlights

• We argue for design of systems that not only provide ways to report harm
but strive not to enable it.

• Intersectional identities introduce unique avenues for harm and thus require
unique solutions. The ride-sharing thought experiment usefully describes a
situation where mitigating harm for one group enhances it for another and solving
one problem potentially benefits a whole category of vulnerable users. These
nuances present privacy design challenges, but they are surmountable.

• We are all at risk of being the privacy “underclass” [113]. But the privacy
needs of vulnerable populations are nevertheless highly nuanced and require
careful, individual attention to ensure they are addressed.

• It is hard to know what challenges one will uncover until they use the system.
We suggest designers start, however, by asking: What are some examples of
vulnerable people who may be interested in using your product, and how can you



356 N. McDonald and A. Forte

engage them in systems design from requirements gathering to implementation
and testing? How can you leave open channels for vulnerable individuals to voice
their concerns as they arise?

There is ample opportunity for designers to reimagine spaces [114]. Some have
suggested that designers better understand bad actors as a way of mitigating abuse
and that cisgender, privileged individuals stick up for their vulnerable counterparts.
In fact, addressing the abuse post hoc cannot be the only answer. We must design
systems that strive to not enable harm (and certainly not amplify it). This requires
that we radically rethink representation on social media as well as forms of
participation that support different kinds of anonymity and ephemerality [30].

What the ride-sharing example illustrates is that sometimes the solution for one
group is not appropriate for another. It is important that platform designers consider
what tools users need to have to make sure they can make informed decisions that
support their privacy goals and adequately protect them against privacy threats with
research, design, and policy.

If certain classes of contributors are being excluded, or if their concerns are
superseded by the concerns of a less vulnerable class of contributor, then the
experiences of people with vulnerable or marginalized identities may be systemati-
cally excluded from the development of community norms and effectively rendered
“invisible” on the Internet. As we come to terms with the darker implications of
“surveillance capitalism” [113, 115], we might imagine that threats are also more
opaque and harder to define as simply a bully, a perpetrator of hate, or an abusive
domestic partner. If Shoshana Zuboff is, in fact, correct that all “users” are all
the underclass (the property of tech companies), then fighting for the privacy of
the most vulnerable becomes urgent for all [113]. This sets off a new “axis of
inequality” which, Zuboff argues, puts at risk not just the overtly vulnerable but
those not formally perceived as such. The privacy needs of vulnerable populations
are nevertheless highly nuanced and require careful, individual attention to ensure
they are addressed.

Privacy is the ultimate negative right. It is the right not to be exposed to public
scrutiny, to limit incursions of the state or attempts of others to know what an
individual is doing. There is no easy syllogism between privacy and democracy or
freedom; that makes it challenging to understanding privacy. There is no universal
definition of privacy. Privacy is culturally and individually defined and therefore
not universally valued; nor are violations and consequences of those violations
perceived or experienced by all individuals in the same way. In a society where
access to technology and information requires all of us to relinquish some privacy,
we must understand that the terms and conditions of that loss are inherently unequal
and the consequences especially grave for some. Technology gatekeepers need to
play a critical role in extending protections to those most vulnerable, guided by an
empathetic and well-informed perspective on what protections are required.

There are simple steps that technologists can take to begin hearing vulnerable
voices and including them in design and research. We suggest that designers ask
themselves the questions we have outlined, considering broadly the way that certain
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design trade-offs can harm vulnerable users and also thinking more specifically
about what communities are impacted by the design of specific technologies. For
instance, what are some examples of vulnerable people who may be interested
in using your product, and how can you engage them in systems design from
requirements gathering to implementation and testing? Moreover, it is essential that
designers leave open channels for vulnerable individuals to voice their concerns
as they arise. It is hard to know what challenges one will uncover until they use
the system. In addition to involving target vulnerable groups in prototyping and
testing, they should be targeted sources of feedback for new products as they enter
the market—and existing ones.
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