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Performance-Based Evaluation Metrics: 

Influence at the Macro, Meso, and Micro 
Level

Gustaf Nelhans

�Introduction

Performance-based research evaluation using quantitative indicators has 
many purposes. But regardless of their use for ranking purposes, quality 
evaluation, or the distribution of funding, from a research policy perspec-
tive, quantitative indicators are thought of as tools to evaluate research 
without steering it directly. Often, these metrics (such as citation counts) 
are interpreted as indicators of “quality.” In bibliometric research, the 
sociological basis of their use is founded on the Mertonian so-called 
CUDOS norms. This acronym stands for “Commun[al]ism, Universalism, 
Disinterestedness, and Organized Skepticism” and is often described as a 
role model for how research should be conducted. But norms do not 
determine actual practice, and even though quantitative indicators are 
often claimed represent notions of quality, it could be argued that several 
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prerequisites have to be met for the fulfillment of such claims. For exam-
ple, it is expected that the indicators chosen should be distinct objective 
measures, and that data is unobtrusively collected so that those who are 
evaluated are not influenced or affected directly by the measurement. In 
this view, the use of quantitative indicators makes it (relatively) easy to 
operationalize performance goals based on bibliometric indicators.

In this chapter the following lines of thought are pursued: Firstly, it is 
argued that the so-called representational model of bibliometric indica-
tors as described above is questionable in practice because goal displace-
ment over time will alter which representation should be chosen, but also 
that in the light of future developments, representations tend to lose their 
stability and become contingent on external factors. And secondly, that 
the uncertainty in relevant choices is not merely a technical problem that 
is solved by larger samples, better accuracy, or more sophisticated statis-
tics, but that it is inherent in the kind of linear model that is used as the 
basis for measurement. It is therefore argued that a performative notion 
on scientometric indicators needs to be developed that takes account of 
the variability and uncertainty of the aspects of research that is to be 
evaluated.

This performativity will be investigated using empirical examples at 
three levels of scale from the perspective of the Swedish research policy. 
At the macro level, the Swedish performance-based funding system 
(PRFS) for reallocating parts of the national funding to universities using 
citation-based bibliometric indicators will be discussed against the back-
ground of other available PRFS at the time of its inception in 2009, 
predominantly, the Norwegian point-based system.

While controversial already at its inception, with suggestions that it 
should be evaluated after an initial period of use posed both by govern-
ment officials themselves and by actors across the university sector 
(Nelhans, 2013), the Swedish system has never been subjected to a for-
mal review (Kesselberg, 2015). Instead, this PRFS has been used rela-
tively untroubled as an established part of research policy (except for the 
years it has not been used; see below). At the meso level, there are both 
self-initialized evaluations within universities as well as their internal 
funding systems, where higher education institutions (HEIs) risk losing 
self-government due to the establishment of standardized 
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performance-based indicators, leading to a “hands-tied” situation for 
vice-chancellors when steering has to be negotiated in light of results. 
Finally, there is the micro level of the individual researcher, who in daily 
practice must navigate between different sets of norms and directives 
coming from the other levels as well as discipline-related notions and 
specific knowledge demands coming from the actual research field 
at hand.

�Algorithmic Historiography and the Birth 
of Scientometrics

Evaluation of academic research has been with us for a long time. For a 
century-based timeline, it is enough to go back to the early notions of 
evaluating American Men of Science (first printed in 1906, later renamed 
American Men and Women of Science) (Cattell, 1921). This volume, con-
taining biographical sketches for thousands of American scientists, also 
had a ranking system, whereby an asterisk was affixed to about a thou-
sand entries of scientists that were “supposed to be most important,” “by 
order of merit” (ibid.). The exact method of calculation was not disclosed, 
but it is stated that it involved the ranking of subjects within 1 of 12 dif-
ferent natural or exact sciences, ranging from chemistry physics and 
astronomy, past the biological and earth sciences, mathematics, psychol-
ogy, and medical sciences, to anthropology. The ranking was performed 
by ten “leading students of the science” (ibid.). Thereafter, statistical 
methods of ordering the names were used to finalize the ranking. The 
darker background for this exercise was to determine a group of leading 
“American men of science” for scientific study “[t]o secure data for a sta-
tistical study of the conditions, performance, traits, etc., of a large group 
of men of science.” While not clearly stated, it is could be implied that 
there was a nationalistic air to the endeavor that built on studies by one 
of his intellectual forefathers, Francis Galton, who published English Men 
of Science, with the subtitle “Their Nature and Nurture” (Galton, 1876).

Another work prompting for evaluation and distinction of scientific 
work was made by the first science policy adviser to President Franklin 
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D. Roosevelt, Vannevar Bush, who famously argued for increased sup-
port for basic research in public and private colleges in his recommenda-
tion for the instigation of a government agency called the National 
Research Foundation (NRF). Here, Bush argued for a balance between 
the Foundation’s adherence to the “complete independence and freedom 
for the nature, scope, and methodology of research carried on in the insti-
tutions receiving public funds”; at the same time he argued for the 
Foundation “retaining discretion in the allocation of funds among such 
institutions” (Bush, 1945, p. 27). Consequently, Bush suggested the cre-
ation of a permanent Science Advisory board composed of disinterested 
scientists without the intervention of either the legislative or the execu-
tive branch of the government. To a large extent, these views still perme-
ate the academic research system and are at heart in the argument for 
“academic freedom.”

In a parallel historical setting, 60 years ago, the citation index was 
founded as a means of analyzing the history of science by quantitative 
methods—for algorithmic historiography (Garfield, 1955). Its use was 
intended for information retrieval, although some form of evaluation was 
implied even from the start: ”[A] bibliographic system for science litera-
ture that can eliminate the uncritical citation of fraudulent, incomplete, 
or obsolete data by making it possible for the conscientious scholar to be 
aware of criticisms of earlier papers” (Garfield, 1955).

Although the incentive to measure scientific publications quantita-
tively was at least 30 years older (Lotka, 1926), it was not until a citation 
theory of sorts was formed that interest in the citation as a measure of 
scientific quality or the merits of research was introduced. Compare, for 
example, Urquhart’s ranking lists of loans of scientific periodicals 
(Urquhart, 1959) and Derek de Solla Price’s first notions of “Quantitative 
Measures of the Development of Science,” first published as early as in 
1951 but more generally known from his monographs Science Since 
Babylon and Little Science, Big Science (Price, 1951, 1961, 1963). In the 
sixties, together with the development of Sociology of Science and the 
studies of the institutional structure of science, with Cole and Cole, 
Zuckerman, and others as members (Cole & Cole, 1967; Zuckerman, 
1967), building on the works of Merton (1973a), a new view of the sci-
entific publication and the reference was formed that paved the way for 

  G. Nelhans



177

equating quantitative measures of references indexed as citations in the 
citation index (Kaplan, 1965; Price, 1963, pp. 78–79).

Soon the citation and the metrics that were derived from the practices 
of publishing within journals had come to use in very different settings. 
On the one hand, a new field, bibliometrics (Pritchard, 1969), or sciento-
metrics (from Naukometrija; Nalimov & Mul’chenko, 1969), had 
evolved from the older notion of “statistical bibliography” (Hulme, 
1923). To a large degree, this followed the notions from the earlier use of 
quantitative measures in the library field, both for classification purposes 
and for journal selection criteria.

Early bibliometrics focused on the network model of the structure of 
publications (Price, 1965) and the development of bibliographic cou-
pling and co-citation analysis at the article level for identifying “scientific 
specialties” (Griffith et al., 1974; Kessler, 1963; Small & Griffith, 1974). 
Co-citation analysis was subsequently developed into focusing on co-
citation at the authorship level (McCain, 1986; White & Griffith, 1981), 
and later at the journal level (McCain, 1991a, 1991b). Notions of co-
citations as a means of illustrating the intellectual base of a research area 
and bibliographic coupling for identifying research fronts have been sug-
gested (Persson, 1994).

On the other hand, the sociological interest in the bibliometric tools 
led to a closer relationship between bibliometrics and research policy 
studies. As noted above, the view of the citation as an indicator of quality 
stems very much from the Mertonian norm system of science. It is com-
monly owned; universal in terms of being valid everywhere and for any-
one; that scientists should be disinterested, meaning that they should not 
have personal bonds toward the research that they pursue; and they 
should strive for originality in their research, while at the same time they 
should hold a skeptical attitude toward all claims, both their own and 
those of fellow scientists (Merton, 1973b [1942]).

All this lays the ground for the peer review system, by which research 
is refereed before getting published, but it stands also as a guarantee for 
us, referring to previous research in a true and timely manner—“standing 
on the shoulders of giants,” meaning that science is a cumulative 
knowledge-making process and that we should always acknowledge our 
predecessors.
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Against this, there is another line of argument, stemming from the 
more critical stance of Science and Technology Studies, stating that, 
although the norms of doing research are important as the goal, for vari-
ous reasons they are impossible to follow to the letter in practice.

If we take the Mertonian norms for “how science should be done,” one 
could talk about a set of counter-norms (Mitroff, 1974), which substitute 
actual practices of research that many would attribute to problematic 
issues which limit academic freedom such as external influence or steer-
ing of research or more broadly: poor practice. It is not implied that this 
is a binary distinction, but rather that there is a continuum between the 
two end-points. These “counter-norms of scientific practice” have been 
spelled out by the British theorist of science John Ziman as PLACE: 
Proprietary, Local, Authoritarian, Commissioned, and Expert, as oppo-
sites to CUDOS. Ziman showed that in practice, for every virtue of the 
Mertonian “ideal scientist,” there is a contextual counterforce inter-
twined, which is hardly possible to break free from. Here, the elevated 
norms of science meet practice and we get to the first clash between how 
science “ought to be done” and the practical implication of research being 
performed in practice.

�Bibliometrics for the Evaluation of Research

The Journal Impact Factor (JIF) has become a testament to this duality. 
It was developed with a certain set of journals in focus, empirically tuned 
to the publication patterns of the coverage of Science Citation Index 
(SCI) in the latter half of the 1960s, where the bulk of citations for a 
paper were found to have been received within a two-year window from 
its publication (Garfield, 1972). Even though it was not created as a tool 
for evaluating research(ers), but for calculating the inclusion in SCI, it 
was almost immediately used in that way upon the publication of the first 
citation index. This led Eugene Garfield to write an early commentary 
about the sociological use of his invention, stating: “One purpose of this 
communication is to record my forewarning concerning the possible pro-
miscuous and careless use of quantitative citation data for sociological eval-
uations, including personnel and fellowship selection.” Furthermore, he 
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stated quite unequivocally that “[i]mpact is not the same as importance or 
significance” (Garfield, 1963).

Other bibliometricians even suggested that every bibliometric study 
should be accompanied by a warning:

The warning reads: “CAUTION! Any attempt to equate high frequency of 
citation with worth or excellence will end in disaster; nor can we say that 
low frequency of citation indicates lack of worth.” (Kessler & Heart, 1962)

But while there was stark criticism against this use, by the mid-1970s, 
there was already an established textbook on “the use of publication and 
citation analysis in the evaluation of scientific activity” (Narin, 1976).

�The Citation as Mediator: The Performativity 
of “Being Cited”

Here, I would like to briefly discuss the key arguments for and against 
using citations in evaluation by mentioning the two positions in the con-
troversy regarding indicator use in evaluation. On the one hand, there is 
the notion that citations indicate the actual use and influence of previous 
research, and that citation could be seen as a reward (Cole & Cole, 1967) 
or currency in a scholarly “quasi-economy.” On the other hand, there is 
the view that researchers cite persuasively, and that citation could be 
viewed as a rhetorical device (Cozzens, 1989; Gilbert, 1977; Gilbert & 
Woolgar, 1974). The implications of this perspective in the citation sys-
tem are important. On the one hand, it could be described as, although 
researchers cite the sources that have influenced them, giving credit where 
credit is due, on the other, there are other motivations for citing a refer-
ence. It could be done to note that the cited author is wrong (negative 
citations) or to cite authorities, for example.

Borrowing a notion from the Actor-Network Theory, a bibliometric 
indicator such as the citation can be described as either an intermediary 
or a mediator. In the first case, according to Michel Callon (Callon, 1986; 
Callon et al., 1991), an (1) intermediary only transmits the information 
from one point to the other without transforming it, while Bruno Latour 
(2005) has noticed the role of (2) mediators as entities that actually 
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transform the meaning and thus need to be explained in terms of “other 
activities” (such as the social realm), since these entities not only transfer 
meaning but translate it. We will not dig deeper into this, but to note that 
when Derek de Solla Price noted that citations were a viable way of mea-
suring impact in the 1960s, he regarded citations as “unobtrusive” indica-
tors (intermediaries) of scholarly activity, something that could be studied 
without exercising an influence on those who were to be measured. In 
this view, then, to theorize about the citation and its role as a mediator of 
scientific work would be not to view it as a representation of the research 
that is studied, but rather as a performative agent. The citation as mediator 
implies the notion of the citation being performative rather than represen-
tative in practice (let us leave nature out here).

So, to what consequences does this lead? Well, for one thing, it renders 
the citation into an object of sociological study and opens up an interest-
ing venue to act upon. Of course, it also brings into question that the 
quantity of citations implies quality. If we return to the classic debate, as 
noted above, traditionally, citations are given to research as a reward. This 
means that citation performance that is observed in the citation index 
could be viewed as a true representation of “true impact” or quality. From 
the perspective sketched here, it is more relevant to talk about the perfor-
mativity of “being cited,” and that we as researchers act both in accor-
dance to this dynamic and in a reflexive mode. In this view the different 
ways that research is published or the different practices of publishing 
and citing one’s results are not static, but instead are co-produced by both 
internal demands from research and the social and, in this internet-based 
world we live in, technical demands or affordances that are provided by 
such systems as the citation databases in Web of Science (WoS) or Google 
Scholar (GS).

�Consequences for Research Policy

Moving the discussion to research policy, we can make a similar trajec-
tory from a traditional “linear perspective” of the relationship between 
science and politics to one which includes multiple feedback loops. For 
this, we need to ask ourselves: Why would we evaluate research and allo-
cate funding resources based on indicator models?
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First of all, research policy needs tools to allocate funds without steer-
ing research directly. Secondly, there is also the idea that indicators would 
mean that evaluation would be based on notions of “quality.” According 
to the position that was sketched above, these would be the Mertonian 
CUDOS norms, which would ensure that this is the fact. Of course, this 
would build on the prerequisites that citation indicators are objective 
measures and that they are unobtrusive in their actions on researchers 
(Price, 1963). Lastly, quantitative models are (quite) easy to operational-
ize, meaning that they can easily be separated from the object under 
study. Still, they are not easy to interpret and play different roles in differ-
ent contexts.

In the following, I will make a historical account of research policy and 
paraphrase an argument made by science policy scholar and Emeritus 
Professor of Theory of Science Aant Elzinga (personal communication). 
After World War II three research policy “regimes” can be identified 
(Table 8.1). There is a move from a so-called linear model where, given 
enough funding and not disturbing researchers too much, the resulting 
knowledge could be directly implemented in technology. Next, by the 
1960s–1970s there was a notion that by focusing on funding in a specific 
strain, according to the needs of society, it would be possible to increase 
the output of useful knowledge. Then, at present, we are in a more het-
erogeneous constellation where science, technology, and society are much 
more interlinked and driven by the economic promises of future applica-
tion of research.

At the same time, there is a general sense in academia that its relation 
to society has shifted from a social contract of trust to mistrust with 
regard to control mechanisms being instigated. This is not least driven by 
governing phenomena such as New Public Management (NPM)—better 
called “outcome-oriented public management,” empowered by new 
bureaucratic layers, such as branding and high-ranking list scores—as 
well as digitalized audit society (Power, 1999), seeking to foster cultures 
of bibliometric compliance in academia.

Table 8.1  Three “regimes” of research policy after WWII

Politics for science – Science for politics – Science & Technology for economy
(basic research) (sectorialization) (commercialization)
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The concept of “epistemic drift” (Elzinga, 1984, 1997, 2010), first 
noted in connection with sectionalization policy, is relevant here. It states 
that politically driven agendas can crowd out internal quality control cri-
teria in favor of external relevance. With “economization” pressures now-
adays, we find the same risk. With regard to scientometric indicators, one 
could add the notion of “bibliometric creep,” where, in practice, biblio-
metric measures are constantly tuned to external needs not linked to 
internal research values or needs.

This situation could be explicated with the notion of the “co-
production” of science and society. Scientometric indicators play an 
increasing role in research, both by its design as a reflection of the act of 
citing scientific references and as a result of being constructed—and 
used—in valuation practices of perceived scientific quality. Therefore, it 
is important to study what is here labeled “the performative nature of 
citations,” either critically (1) from the outside, or as a more (2) reflexive 
endeavor within the metric community, taking into account that practi-
tioners in the scientometric community create or employ indicators in 
different ways that have an impact on those who are measured. Among 
other things, it is often argued that single indicators of research (such as 
the citation) could not be regarded as the actual representation of how 
research “is done.” Instead, it is important to establish their origin and 
subsequent development to get an understanding of how they work in 
practice.

�Co-production of Science and Society

From a constructivist position within science and technology studies 
(STS)—which generally has been highly critical to the use of quantitative 
indicators to represent research—what scientific research is and what it 
should be are empirical questions that are context dependent. This means 
that cognitive and social factors cannot be separated from each other. In 
this chapter, this critique is taken at face value in that the technical condi-
tions, society’s demands to measure research performance and research-
ers’ pursuit of knowledge, are treated as expressions of what has been 
described as a co-production (Jasanoff, 2004) between science, 
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technology, and society, wherein there is mutual interdependency 
between science/technology and society (Felt et al., 2017).

But there is yet another level that co-production works on that is rel-
evant to the topic of this chapter: At the policy level, governments and other 
policy-setting organizations introduce new indicators to evaluate research 
based on how it performs in the societal realm as “societal impact” or as 
“collaboration with society.” Today, it is even stated that “[s]ocietal impact 
should increase” (Prop. 2016/17: 1, 2016, p. 20). In later budgets, eco-
nomic incentives for collaboration with societal actors have been intro-
duced in the national funding of higher education institutions in Sweden 
(Prop. 2019/20: 1, 2019).

�Performance-Based Research Allocation 
Models at Three Levels

In the following, I will argue that the way indicators are implemented in 
different contexts means that the actors in the academic system are torn 
between different ways of evaluating the academic impact of research, 
which risks making it problematic for the individual researcher to navi-
gate the evaluational landscape. By taking the Swedish PRFS as an exam-
ple, we will pick three different levels of bibliometric evaluation for the 
allocation of funding: the macro level, the national renegotional model 
for funding HEIs; the meso level, within universities; and lastly, at the 
micro level, using the individual researcher as the object of study. It 
should also be noted that “evaluation” will be used as a term to describe 
the respective performance-based funding systems, since, in their presen-
tation, they are described as quality-based models (Prop. 2008/09: 50, 
2008, p. 55) (Universitets- og høgskolerådet, 2004, p. 35).

To contextualize the development of the Swedish PRFS, this section 
outlines the immediate research policy background against which it was 
developed. In this new era of epistemic drift, as proposed above, at the 
turn of the century, one could identify three means of using publication-
based evaluation indicators apart from a pure peer-review-based model 
(Hicks, 2012). Such a system had been used in the United Kingdom since 
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1986, using a purely qualitative evaluation system with peer review panels 
to evaluate the research within universities. The Research Assessment 
Exercise (RAE), generally performed every six years (since 2014, redevel-
oped into the Research Evaluation Framework) has, in review, been found 
to be resource-intensive and expensive (RAE, 2009). In the mid-1990s, 
Australia developed a publication-based indicator that evaluated HEIs 
based on the count of Web of Science (WoS)-indexed publications and 
award funding accordingly. It was not met favorably by experts. For exam-
ple, one influential study showed that while the numbers of publications 
rose in the Australian higher education system during the time, research-
ers seemed to publish their studies in lesser ranked journals, as measured 
with JIF (Butler, 2003). Notions such as salami slice publishing and Least 
Publishable Unit (LPU) became household terms during this time.

When it was time for the Nordic countries to select a model for evalu-
ating research, both the British RAE model and the Australian straight 
counting were dismissed. As will be shown below, different choices were 
made. On the one hand, in Norway, an evaluation model using the per-
ceived quality of the publication channel was introduced, while in 
Sweden, the perceived quality of the actual specimen using citation 
counts as an indicator was introduced. Arguably, it is only here that we 
can speak of bibliometric systems that involve calculations which attempt 
to compare the results between research fields. The next section presents 
the main features of the Norwegian and Swedish PRFS before we com-
pare some of their main characteristics.

�PRFS at the Macro Level: A Comparison Between 
the Norwegian and Swedish Systems

As noted above, in Norway, the funding model was developed in light of 
the Australian model and its perceived shortcomings regarding concerns 
of mass publishing of journal articles (Universitets- og høgskolerådet, 
2004). Therefore, it was found necessary to introduce a quality-based 
notion into the evaluation indicator. In its simplest form, it can be 
described as measuring impact based on publication “channel” and ”qual-
ity level,” where normal publication channels are evaluated at the basic 
level (1), and high-quality publication channels are evaluated at level 2. 
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For journals, in disciplines with a tradition of publishing in (double-blind) 
peer-reviewed journals found in citation indices such as WoS, these levels 
were based on JIF, and for other disciplines and publication channels such 
as book publishers, they were based on the degree of internationalization. 
Panels representing scholars from different fields were then in charge of 
evaluating the publication channels and suggest substitutions of sources at 
different levels. In Sweden, then, the performance-based allocation model 
for the bibliometric indicator used field normalized citations and Waring 
distributions of publications were used to evaluate the performance of uni-
versities. This model was inspired by a system used in the Flanders region 
at the same time. Here, only research publications indexed in WoS were 
included (Sandström & Sandström, 2009; Vetenskapsrådet, 2009). 
Additional features are that a four-year moving average is used, together 
with author fractionalization, and lastly, an additional (arbitrary) weight-
ing that awards different research areas differently so that Medicine and 
Technology are multiplied with 1.0, the Sciences with 1.5, the Social 
Sciences and the Humanities with 2.0, and other areas with 1.1. The 
source of this weighting scheme has not been recovered, but seems to be 
old-established in Swedish research policy (Nelhans, 2013; Prop. 2008/09: 
50, 2008; Prop. 2012/13: 30, 2012)

If we compare the Swedish and Norwegian models, we find several 
contrasting features (Table 8.2).

Table 8.2  Comparison between the Swedish and the Norwegian PRFS

Swedish model: Field-
normalized citation of 
specimen

Norwegian model: Publication 
channel (impact)

Selection Only published material that 
is indexed in WoS ISI

Broader publication channels 
(monographs, conf. proc, 
journal articles)

Source of 
data:

Already available data (WoS 
ISI)

An authorization index must be 
created (Cristin, NSB) and 
publication lists must be updated.

Measure of 
quality

Citation measures, field 
normalized

”Secondary peer review”

Transparency Variables in the calculated 
model are relative to the 
performance of each 
publication

Pre-determined “point system”
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First of all, the Norwegian model distributes 2% of the total funding 
(Hicks, 2012, p. 257), while the Swedish model first used 5% and later 
10% of the renegotiated funding. While both models are designed to 
measure the performance of the unit under study, the Swedish model 
evaluates performance based on received citations for each specimen in 
four years, the Norwegian uses an impact-factor-styled model, which 
evaluates the judged channel of the publication, rather than the actual 
impact in itself. These features result in differences concerning the selec-
tion, sources of data, measures of quality, and transparency of the evalu-
ation exercises. First of all, the underlying coverage of the Norwegian 
model consists of all publication channels, regardless the form of publica-
tions that are found to have a scientific, peer-reviewed status. Journals, 
monographs, and edited books can be eligible. An authoritative list of all 
channels is maintained and all publications that are reported by 
Norwegian researchers are matched against this list. The Swedish model, 
in turn, uses an external source, the WoS journal indices, which means 
that only publications in journals indexed by this database are covered. 
Concerning the actual quality indicator, the Swedish model uses field-
normalized citations to the (likewise) field-normalized publications from 
researchers at the respective HEIs. In Norway, as noted above, the evalu-
ated level of the publication impact, instead of the actual impact, is noted. 
Lastly, with regard to the transparency of each model, the Norwegian 
uses a pre-determined system of points (0.7, 1, 5 at level 1 and 1, 3, 8 
points respectively at level 2 for chapters in edited books, journal articles, 
and monographs). In the Swedish model, the indicators are not transpar-
ent but relate not only to the number of citations but also to the calcu-
lated weight factors for both citations and publications, as well as the 
total number of publications and citations in the whole model. Instead, 
the actual “worth” of one point in the Norwegian model could be estab-
lished quite easily and was calculated to the sum of about 40,030 NOK 
in the year 2007 (SOU, 2007, p. 81, 2007, p. 385). By dividing the total 
funding each year in Norway with the accrued number of points per-
formed in the Norwegian system, it can be found that there is a signifi-
cant devaluation of the performance of Norwegian researchers, as valued 
in funding per point. As shown in Fig. 8.1, for each year, a point is worth 
less, and in 2019, it was calculated to 23,572 NOK, based on data from 
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Kunnskapsdepartementet (Kunnskapsdepartementet, 2018). If con-
sumer price index is taken into account, a Norwegian publishing point is 
worth roughly 45% of the buying power of a Norwegian point in 2007.

On the other hand, while the Swedish model seems to be straightfor-
ward to calculate, in practice, there have been several issues that were 
reported at the outset, and that have never been corrected. Most impor-
tantly, the Swedish Research Council, which has been tasked with per-
forming the calculations, has reported every year that they are not able to 
calculate the Waring distribution for field-normalizing the publication 
counts (Swedish Research Council, 2009; Vetenskapsrådet, 2011). 
Instead, pre-set values as described already in 2007 have been used (SOU, 
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Fig. 8.1  Yearly amount in NOK for each Norwegian point. (Data from the 
Norwegian state budget (e.g. Kunnskapsdepartementet, 2018). The data calcu-
lated in 2019 consumer prices were found at Statistics Norway webpage (Consumer 
Price Index, 2020))
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2007, p.  81, 2007). Any new publications that have been introduced 
have been given the same reference value as the field that is most promi-
nent in the new sources’ reference lists (e.g. Vetenskapsrådet, 2012). 
While not properly documented, by inspecting each yearly budget, it can 
be found that the model has not been used for reallocating the basic 
funding in the Swedish budget since the year 2017 (Prop. 2016/17: 1, 
2016, p. 208).

The outcome of the Swedish PRFS analysis shows some unexpected 
systemic features that are relevant to note. Below, the renegotiated fund-
ing for four HEI types that are found in Sweden was calculated. For 
administrative uses, the Swedish HEI system is divided into comprehen-
sive universities (e.g. Uppsala and Lund), special universities, (e.g. 
Karolinska Institutet, KI, and Chalmers University of Technology), 
newly formed (~2005) universities (e.g. Karlstad and Linnaeus 
Universities), and university colleges, roughly correlating with polytech-
nics in the United Kingdom, which only have the right to award doctor-
ates in select subjects (Hansson et al., 2019).

As noted in Fig. 8.2, for the years 2010–2016, for which the renegotia-
tion model was used, an interesting feature could be noted. Only special 
universities and university colleges have a net positive performance in 
bibliometric performance as calculated in SEK, based on government 
data. These results are somewhat unexpected, given that basic funding is 
heavily weighted toward universities, with very small parts distributed to 
university colleges. That these latter perform so much better than expected 
is an open question that would need further attention. For instance, a 1 
MSEK in extra funding based on performance is a quite large sum for a 
university college with basic funding amounting to less than 100 MSEK 
on average, while it is a rather small sum for one of the comprehensive 
universities like Uppsala University with basic funding for research at 
about 2000 MSEK (e.g. Prop. 2016/17: 1, 2016).

A last feature of the Swedish performance-based renegotiation model 
needs to be described. By way of how it is presented in the annual bud-
gets, this model has never been recorded to render any significant nega-
tive economic impact for universities, regardless of their performance, a 
seemingly magical feat. This is due to how the results are presented, com-
bined with new funding added to the university sector each year. In all 
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the years the model has been used for renegotiation, the combined funds 
have shown a negative result just once, as shown in Table 8.3, where the 
university college in Kristianstad received net negative funding of 55,000 
SEK, about €5000 (Nelhans, 2015; Prop. 2011/12: 1, 2011, p 169).

�At the Meso Level, Within Universities

In two studies, we set out to map and describe different bibliometric 
models and indicators that are used in the allocation of funds within 
Swedish HEIs and the collective aim was to invite a critical discussion 

-50,000 -30,000 -10,000 10,000 30,000 50,000

Compr. univ.

Special univ.

Younger univ.

Univ. colleges

Fig. 8.2  Cumulative renegotiated funding by HEI type according to the state 
budget for the years 2010–2016. (Data graciously provided by Lars Olof Mikaelsson 
at the Swedish Government Offices)

Table 8.3  Combined ”new” funding and results of renegotiation for the 
University of Kristianstad in the budget for 2012. (Adapted from Prop. 2011/12: 
1, p. 169)

HEI (numbers in thousands 
of SEK)

Strengthening of basic 
funding Renegotiation Total

University of Kristianstad 636 −691 −55
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about the advantages and disadvantages and the relative value of using 
such indicators for allocation of funds within academia (Hammarfelt 
et al., 2016; Nelhans & Eklund, 2015).

We found that at the time, all HEIs in Sweden—except Stockholm 
School of Economics—used (or were in the process of start using, in the 
case of Chalmers University of Technology) bibliometric measures to 
some extent for resource allocation at one or several levels. On the other 
hand, it was found that the types of measures and models used differ 
considerably, but two types stood out:

•	 “Actual impact” calculated as the share of publications and citations 
(as used in the Swedish national allocation model

•	 “Point-based evaluation” of the number of publications, combined 
with an appraisal of the average impact of the publication channel 
(similar to the Norwegian/Danish/Finnish model).

Two specialized universities, Karolinska Institutet (KI) and Royal 
Institute of Technology in Stockholm (KTH), used state-of-the-art mod-
els, including field-normalization of citations at the aggregate level, for 
the performance-based model at department or school level. Additionally, 
comprehensive universities with a broad range of disciplines often use a 
range of measurements depending on faculty type.

�At the Micro Level, Individual Researchers

In our studies, we also found that, sometimes, performance-based fund-
ing models were used also at the micro level. Here we found several dis-
tinct ways in which bibliometric indicators were used for funding 
individual researchers. Three of these are mentioned here.

Even before the Swedish national PRFS was introduced, a performance-
based model including a bibliometric component has been used since 
2008 at the humanities faculty at Umeå University. Here, researchers and 
teachers apply for funds in competition, and publication measures are an 
important part of the application process. In an evaluation performed 
already in 2011, it was found that “[m]any believe that the system has a 
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negative impact on the work climate,” and that “many cite that they 
experience individual stress and press.” (Sjögren, 2011).

At Linnaeus University, 2.5% of the allotted research funding was 
distributed at the individual level using a “field-normalized publication 
point model” where publication points were translated to actual currency. 
Between 8000 and 150,000 SEK were distributed directly to the 
researcher based on publication performance. At the same time, publica-
tion points <8000 SEK were distributed to the department instead, prob-
ably so that the model would not stigmatize researchers who do not 
perform well. Additionally, an excellence share was distributed as a 
“bonus”; 20% of researchers with the highest share of publication points 
receive an additional 15,000 SEK per individual.

At Luleå Technical University, an “economic publishing support” was 
awarded at the departmental level, but directly based on a price tag per 
publication with an ISSN. At the Norwegian level 1, 35,000 SEK was 
awarded and double that amount for a publication at level 2 or indexed 
in WoS. An interesting feature of the model was that since there were set 
price tags, in 2016, researchers “broke the bank” when they performed 
better than the amount of funding allowed. The result was that for con-
ference papers with an ISSN at level 2, the lower amount was awarded, 
while at level 1 the support was removed (Luleå Technical University, 2016).

�Conclusions: The Performativity 
of Performance-Based Research Funding 
on Different Levels

Here I would like to reflect on how researchers are affected by the above-
mentioned examples and how the culture of bibliometric compliance is 
performed in practice, and what role does peer review play in this 
equation.

As noted above, peer review is at the center of the publication tradition 
mentioned here. In general, only peer-reviewed publications are used in 
the bibliometric evaluation and as a basis for PRFS. But that is not to say 
that peer review in itself has issues that may affect how it impacts 
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bibliometric compliance. While peer review in general is seen as a guar-
antee against unsubstantiated claims and subjective arguments, in prac-
tice, reviewers are also actors in the performative setting that involves the 
publication of research. Bibliometric data is seldom used without an 
evaluator that is using them, and, as discussed at several instances here, 
decisions are partly based on the data, but often in light of expected out-
comes and normative views about how it “should be.” For example, it is 
expected that bibliometric models are constructed so that all disciplines 
can perform “on par”; otherwise, there would be claims that the model is 
biased, even though we know that researchers in different disciplines and 
subspecialties publish in different ways. Some may output loads of short 
papers in collaboration, while others would call these working papers or 
even small studies for a manuscript in a book-length format that is pub-
lished by a respected publication house. Still, as in the Norwegian model, 
there is an inherent claim that you can compare between different kinds 
of research. And in Sweden, the citation-based system normalizes both 
the production and citation impacts with European averages at the disci-
pline level to make the numbers comparable. And when the numbers 
cannot be calculated, or when the government decides to add a weighting 
factor based on established ratings, an arbitrary factor is included, thus 
yielding the bibliometric system less effective.

While it is hard to directly pinpoint the effect of a single incentive on 
researchers’ publication practice, there is an extensive literature that dis-
cusses the issues (e.g. de Rijcke et al., 2016; Hammarfelt & de Rijcke, 
2015; Hicks et al., 2015; Wilsdon et al., 2015). These authors argue that 
there are visible effects on researchers’ publishing practice and that these 
could be related to the introduction of PRFS at different levels. Rather 
than reiterating their arguments, I will exemplify these issues with several 
practices that I have documented at different levels in academia.

First, at the individual level, let us start by making a Google search on 
the terms “Curriculum vitae” AND “H-index.” H-index is a measure of 
the rate of articles having a certain number of citations, which has become 
an increasingly used shorthand for scholarly excellence (Bar-Ilan, 2008). 
We find that researchers seemingly have gotten the incentive to add the 
H-index value to their CVs, sometimes even at the title level of the docu-
ment, such that it states: “Curriculum vitae for [name], [title], H-index = 
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[h].” Of course, this does not show a direct correspondence between the 
funding model and scholarly practice, but it does show that researchers 
are catching on when new indicators are constructed.

Many other activities are used to “game the system.” With regard to 
citation data, there is self- (or colleague-) citing of references to one’s own 
work or editor coercion, where editors or reviewers suggest references to 
articles published in the same journal or to themselves, for example, 
“Manuscript should refer to at least one article published in ‘*** Journal 
of *** Sciences’ [the title of the same journal]” (Nelhans, 2013). According 
to the ethics guidance for peer reviewers published by the Committee on 
Publication Ethics (COPE Council, 2017), reviewers should “refrain 
from suggesting that authors include citations to your (or an associate’s) 
work merely to increase citation counts or to enhance the visibility of 
your or your associate’s work; suggestions must be based on valid aca-
demic or technological reasons.”

Citation cartels, where editors join up to cite each other’s journals to 
artificially raise each journal’s JIF, have been identified (Davis, 2012) and, 
in some cases, this has led to the removal of the journals from citation 
indices.

At the meso level, the will to perform well in university rankings could 
lead to the following suggestions by administrators. ”[A]nother way of 
advancing on the list would be to appoint highly cited researchers since 
they ’bring with them’ their earlier citations”(Gunnarsson, 2013). This 
claim is not even true, since citations are linked to the affiliation at the 
time of publication and will not follow the researcher to a new institu-
tion. Other suggestions have been to publish review articles or methods 
papers, especially if these are cited extensively outside the specialty.

Finally, I would like to reflect on the consequences of using bibliomet-
ric indicators for evaluating and funding research. As already noted above, 
using indicators for evaluating research builds on the notion that (aspects 
of ) quality can be measured. The goal of this study has not been to show 
that indicators themselves are bad, and should be abolished altogether, 
but instead to critically engage with their performative nature and to 
explore ways in which they could influence scholarly practice at 
many levels.
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For instance, at the research policy level, the occurrence of bibliometric 
models has been regarded as a supposedly objective and unobtrusive tool 
to “tap” the research system for information about its intrinsic qualities, 
but without influencing the research analyzed. But here, unobtrusiveness 
has been questioned, at the individual level, not least in how new prac-
tices of searching for one’s publications in online search indices to find 
out how many references one’s works have received or to calculate one’s 
H-index.

For research in itself, it can be seen that different bibliometric models, 
such as publication-point-based models or citation-based models, suit 
some disciplines better, while others fare worse. Additionally, the intro-
duction of performance-based models creates incentives for researchers to 
publish according to the yardstick used, rather than to further knowledge 
as such. This creates false competition.

For researchers, performance-based evaluation incentives are forced on 
them in a top-down direction, as performance-based models have trick-
led down at all levels in the research practice. To conclude, the impact on 
individual researchers is discussed as they grapple with adapting their 
performance to different and sometimes contradictory quantitative 
benchmarks.

Indicators have been shown to work not only as intermediaries between 
research and research policy but, at the same time, as mediators, which 
add performative aspects in terms of incentives, shifted policy goals, and 
evaluation practices that act to change how research gets done.

To end on a somewhat more positive note, rather than arguing for the 
abolishment of metric indicators in evaluation and funding allocation 
altogether, I would like to argue for some sort of constructive pragmatism 
(echoing a call for methodological pragmatism by (Sivertsen, 2016)) in 
their use. The proposed program will build on what I label “meta-metric 
evaluation,” which adapts its use of indicators for evaluation in a specific 
situation or for a specific subject area from within a pool of possible mea-
sures that are combinable in creative ways. This would mean that the 
universalistic claim of having an indicator to evaluate them all would be 
lost in favor of lining up indicator-based measurements with skilled 
expertise that is trained to evaluate research using both qualitative and 
quantitative data. Instead, transparency and openness would be the 
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guiding principles, while at the same time, a communal agreement of 
what works best for the discipline or subspecialty at hand would be 
needed. While the latter is a setback for the prognosis of future metric 
performance, at the same time, it counteracts the use of gaming metrics 
or adapting to the scale, and instead helps researchers to focus on the 
“best possible research” regardless of whether its metric footprint will be 
the largest according to some external measure of past performance.

Still, since at the aggregate level, there is a quite good correlation 
between many scientometric indicators and peers’ evaluation of the 
underlying research, it would be counterintuitive to not use them at all. 
The mission instead is to curb the scientometric indicators to tailor them 
into measuring what we intend to measure instead of what we can 
measure.
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