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Metalearning Approaches for Algorithm Selection II

Summary. This chapter discusses different types of metalearning models, including re-
gression, classification and relative performance models. Regression models use a suit-
able regression algorithm, which is trained on the metadata and used to predict the per-
formance of given base-level algorithms. The predictions can in turn be used to order the
base-level algorithms and hence identify the best one. These models also play an impor-
tant role in the search for the potentially best hyperparameter configuration discussed in
the next chapter. Classification models identify which base-level algorithms are applica-
ble or non-applicable to the target classification task. Probabilistic classifiers can be used
to construct a ranking of potentially useful alternatives. Relative performance models
exploit information regarding the relative performance of base-level models, which can
be either in the form of rankings or pairwise comparisons. This chapter discusses various
methods that use this information in the search for the potentially best algorithm for the
target task.

5.1 Introduction

In this chapter we discuss different approaches to algorithm selection. Some of them
were used in early studies involving metalearning, but many methods have been up-
graded and represent quite competitive variants.

In Section 5.2 we discuss the use of suitable regression models within the algorithm
recommendation system. If we can predict the performance of a given set of base-level
algorithm (e.g., classifiers), we can order them and generate, in effect, a ranking. Then
we can use just the topmost element, or else use the top-N strategy discussed in Chap-
ter 2, to search for the potentially best algorithm.

An alternative approach is discussed in Section 5.3 which uses a classification algo-
rithm at a meta-level. Here the aim is to identify which of the base-level algorithms are
simply applicable to the target machine learning (e.g., classification) task.

If we use probabilistic classifiers at the meta-level, which provide not only the class
(e.g., applicable or non-applicable) but also numeric values related to the probability of
classification, then the probabilities can again be used to elaborate a ranking. As in the
previous case, the potentially best possible base-level algorithm can be identified.

!This part is based on pages 36—42 in the first edition of this book. The text has been
extended and upgraded.
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One important class of approaches is based on pairwise comparisons of the perfor-
mance of the base-level algorithms. In these approaches the algorithm recommendation
system converts the actual base-level performance into information that captures relative
performance. Pairwise models are discussed in Sections 5.4, 5.5, and 5.6.

Section 5.7 describes a two-stage approach. First, pairwise models are used to gen-
erate features, which are subsequently used to generate predictions.

Some of the methods discussed above conduct the pairwise tests in a kind of prepro-
cessing stage. However, this has a disadvantage, as not all of these tests may be needed
in the process of identifying the potentially best algorithm. Some methods use a more
intelligent way to identify the potentially useful tests. This method, referred to as active
testing, is discussed in Section 5.8.

Section 5.9 discusses the possibility of using non-propositional (i.e., relational or ILP-
based) representation for the description of datasets. In consequence, the corresponding
methods need to be upgraded to deal with such representations.

5.2 Using Regression Models in Metalearning Systems

In Chapter 2 we discussed a metalearning system that converted base-level performance
data into ranks, and the aim was to predict a ranking of base-level algorithms together
with their configurations. Let us for simplicity represent each combination ag simply by
0 € © and refer to it simply as a configuration. Symbol © is used to represent all possible
configurations, or the distribution of all possible configurations.

In some approaches, the basic idea is to estimate the performance of each base-
level configuration and select the one that leads to the best results. Some authors refer
to these models as empirical performance models (EPMs) (Leyton-Brown et al., 2009;
Hutter et al., 2014; Eggensperger et al., 2018).

5.2.1 Empirical Performance Models

The existing approaches can be divided into two groups, according to whether the re-
gressor uses metadata obtained from only the current dataset, or from other datasets as
well.

Using metadata from the current dataset

Let us analyze first the approaches that do not use metadata obtained on other datasets.
This approach forms the basis of Auto-WEKA system (Thornton et al., 2013).

When no metadata from other datasets is available, the only source of metadata
can be from earlier runs on the dataset itself. At first, several preselected configurations
are tested and the outcome constitutes the resulting metadata. These configurations can
either be selected at random or by initial design (see, e.g., Pfisterer et al. (2018); Feurer
et al. (2018)). The metadata consists of n cases (meta-examples) of the form

MetaD = (gl,Pl)n, (51)

where i = {1,2,...,n}, 6; represents the ‘" algorithm configuration, and P; is the

performance of this configuration. A suitable regressor can be trained on this metadata,
and this way we obtain a meta-level model MetaM:
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MetaM + Train(MetaD). (5.2)

As in all learning tasks, the performance depends on how many cases are available. So
we need a sufficient number of cases in MetaD to obtain a reasonable performance.
The empirical performance model MetaM can be used to predict (more precisely, esti-
mate) the performance for some new configuration that is not even a part of the existing
metadata MetaD:

By, < Predict(MetaM, 0y,). (5.3)

So different configurations can be queried, and the one with the estimated best perfor-
mance selected and evaluated on the current base-level dataset. More details regarding
this are given in Section 6.3.

Approaches that use metadata from other datasets

Some researchers used information on other datasets in the search for the best possible
configuration (Gama and Brazdil, 1995; Sohn, 1999; Kopf et al., 2000; Bensusan and
Kalousis, 2001; Feurer et al., 2014). Let us see how this works. First, let us extend the
notation in Eq. 5.1 to include also different datasets,

MetaD = (Oi,dj,Pi,j)?:’lf?:U 5.4)

where 6; represents a configuration and d; the dataset on which the performance P; ;
is measured. Each dataset is characterized by metafeatures mf(d;).> An exhaustive
overview of possible metafeatures is presented in Chapter 4.

The meta-level model, MetaM, can be trained as shown in Eq. 5.2. Obviously, con-
structing such a model is more complex, as in the previous case, as it involves various
datasets. Predictions can be done by invoking

Pk,t + Predict(MetaM, 0y, d;). (5.5)

The prediction task has two parameters, if we disregard MetaM itself. One is the con-
figuration 6. The aim is to find a configuration 6x that achieves the highest possible
performance on the target dataset d:. So one naive way to obtain this is to consider
various configurations generated by the meta-model and select the best one.

Various researchers have devised other, more effective approaches. Typically, the
search would be done in an iterative manner. The best configuration found in one it-
eration is used to update the meta-level model or else to condition the future search in
some way. This way the method requires less time to identify the potentially best solu-
tion. Some metalearning methods that follow this line are discussed further on in this
chapter (Sections 5.6 and 5.8) and in Chapter 6 (Sections 6.3 and 6.4).

Let us come back to Eq. 5.5 describing how the prediction is obtained. Another pa-
rameter in this process is the target dataset dj characterized by metafeatures mf(dy).
Although this parameter is fixed, it affects the performance of the meta-level model. So
one question is — how can it be exploited to boost up the performance?

This can be achieved by adapting the meta-level model MetaM, constructed on the
basis of the test results on different datasets in D = (d;)™. So one important part of

ZNote that the above notation implies that the configurations are represented in the
form of a finite list and hence can be enumerated. It is not required that a performance
result exists for every configuration and dataset pair.
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the adaptation process is to consider the similarity between the target dataset d: and
the individual datasets in D. Let us represent the similarity by Sim(d:, d;). Chapter 4
(Section 4.10) shows how the similarity can be calculated using the dataset measures.

Chapter 2 (Section 2.2) shows how the similarity can be exploited to adapt the rank-
ing approach to provide a specific ranking. As Brazdil et al. (2003) have shown, this
leads to enhanced performance. A similar adaptation process is described in Subsection
5.8.2 in relation to the active testing (AT) method.

5.2.2 Normalizing performance

Earlier we have shown the format of metadata MetaD (see Eq. 5.1). We see that it in-
volves performance results obtained on different datasets. However, as has already been
noted in Chapter 3, the range of performance values (in absolute terms) may vary sub-
stantially for different datasets. An accuracy of 90% may be quite high on a classification
problem but low on another one. If the aim is to exploit metadata from different datasets
in a metalearning system, it is useful to normalize the performance values in a kind of
preprocessing step. Chapter 3 (Section 3.1) describes some common approaches that
can be used to do this.

5.2.3 Performance models

Performance models can be represented in an extensional form or in an intensional one
(e.g. using a function). The former corresponds to enumeration of different cases, as in
instance-based learning (IBL) approaches to machine learning. This representation has
been used in many ranking approaches, where the cases are reordered according to the
chosen performance value.

Our aim in this chapter is to discuss models that use an intensional form. In principle,
it is possible to use any regression algorithms for the task of predicting performance.
However, some have proved more useful than others, when judged by the quality of
predictions.

In one rather early work by Gama and Brazdil (1995), the authors used linear re-
gression, regression trees, model trees, and IBL to estimate the error of a large number
of base-level algorithms.

In another study, a comparison between Cubist® and a kernel method was carried
out on a problem of estimating the error of ten classification algorithms (Bensusan and
Kalousis, 2001). Results showed a slight advantage for the kernel method.

Some researchers have adopted Gaussian processes (e.g., Rasmussen and Williams
(2006)), others random forests (RFs) (e.g. Eggensperger et al. (2018); Hutter et al.
(2014); Leyton-Brown et al. (2009)). As both types of meta-level models are discussed
in more detail in Chapter 6, we do not provide more details here.

Some proposals combined several models at the meta-level. One early metalearning
approach has been discussed by Gama and Brazdil (1995). They showed that a linear
combination of the meta-level models yields better results than any of these models
considered individually.

3Cubist combines rules with regression trees and can be seen as an extension of the
M5 model tree (Quinlan, 1992).
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Table 5.1: Examples of different forms of recommendation

Algorithms
a1 a2 a3 a4 a5 QG
(1) Estimates of performance 0.89 0.68 0.90 0.74 0.81 0.75

Rank
1 2 3 4 5 6
(2) Ranking (linear and complete) a3 a1 as as a4 a2

5.2.4 Clustering trees

Clustering trees can be used to induce a single model for several target variables and
hence provide multitarget prediction (Blockeel et al., 1998). In our case, the perfor-
mance of multiple base-algorithms represented in the form of the multiple targets.

Clustering trees are obtained with a common algorithm for top-down induction of
decision trees (TDIDT) that tries to minimize the variance of the target variables for the
cases in every leaf (and maximize the variance across different leaves). They have been
applied to the problem of estimating the performance of several algorithms (Todorovski
et al., 2002). The decision nodes represent tests on the values of metafeatures, and the
leaf nodes represent sets of performance estimates, one for each algorithm.

The results obtained with clustering trees are comparable to those obtained with the
approach using separate models, with the advantage of improved readability, because
the former approach generates a single model rather than several models (Todorovski
et al., 2002).

5.2.5 Transforming performance predictions into rankings

A set of performance estimates of different base-level algorithms can be transformed
into rankings by ordering the algorithms according to their expected performance (Sohn,
1999; Bensusan and Kalousis, 2001). This is illustrated in Table 5.1. The performance
values (line 1) can be used to reorder the corresponding algorithms to generate a ranking
(line 2). This ranking can be followed in a top-n fashion (as described in Chapter 2,
Section 2.2).

It could be argued that, in many cases, the user simply requires to identify the po-
tentially best algorithm and hence detailed information on performance has simply an
auxiliary role.

Not much work has been dedicated to empirical comparisons of different forms of
recommendation discussed here and in Chapter 2 (Section 2.1). One early study was
done by Bensusan and Kalousis (2001). However, it would be useful to conduct a new
study which would incorporate up-to-date approaches and methods.

5.2.6 Predicting performance for each example

A different approach to estimate the performance of an algorithm is based on the use of
metalearning model to predict the performance of a base-level algorithm on each indi-
vidual base-level example (Tsuda et al., 2001). For instance, in a classification problem,



82 5 Metalearning Approaches for Algorithm Selection II

the metalearning model predicts whether the base-level algorithm correctly predicts the
class for each test example. A prediction of the performance of the algorithm on the
dataset is obtained by aggregating the set of individual predictions that are obtained
with the metalearning model. In the classification setting, the predicted performance of
the algorithm could be given by the predicted accuracy.

5.2.7 Advantages and disadvantages of performance predictions
Advantages

By providing performance estimates for each algorithm rather than, for instance, a rank,
more information is provided. As we have argued earlier (Subsection 5.2.5), the perfor-
mance estimates can be converted into rankings quite easily.

Additionally, each regression problem can be solved independently, generating one
model for each base-algorithm. With this approach, it is easier to change the portfolio
comprising the set of base-algorithms. Removing an algorithm simply means eliminating
the corresponding meta-level model, while inserting a new one can be done by gener-
ating the corresponding meta-level model. In both cases, the meta-level models of the
remaining algorithms are not affected.

Disadvantages

Generating as many meta-level models as there are algorithms has a disadvantage. It is
not trivial to understand when an algorithm performs better than another one and vice
versa. Take, for instance, the rules presented in Table 5.2 that were selected from models
that predict the error of C4.5 and CN2 (Gama and Brazdil, 1995). The metafeatures
are: fractl, the first normalized eigenvalues of canonical discriminant matrix; cost, a
Boolean value indicating if errors have different costs; and H a, the entropy of attributes.
These models do not describe directly the conditions when C4.5 is better than CN2 and
vice versa.

Table 5.2: Four sample rules that predict the error of C4.5 and CN2 (Gama and
Brazdil, 1995).

Estimated
Algorithm Error Conditions
C4.5 22.5 < fractl > 0.2 Acost >0
c4.5 58.2 +— fractl < 0.2
CN2 8.5 <~ Ha <56
CN2 60.4 < Ha >5.6ANcost >0

It can be expected that predicting individual performance values is much harder than
discriminating between a finite number of classes or predicting rankings.

Additionally, the fact that several regression problems are solved independently can
be regarded as a disadvantage. In fact, the error in itself is not so important as the ques-
tion of whether it affects the relative order of the algorithms. This issue was addressed
by other researchers who have provided models for pairs of algorithms. One work on
this line is discussed in Section 5.4.
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Another disadvantage of this approach was that it provided a pointwise prediction.
It is well known that the performance of a given algorithm normally varies substantially
across different datasets. Some examples of this are shown in Chapter 16. Consequently,
interval prediction provides information about the variability of the performance, which
can be exploited in algorithm selection and configuration. The methods discussed in
Chapter 6 do just that.

5.3 Using Classification at Meta-level for the Prediction of
Applicability

In one early work of Brazdil et al. (1994), the aim was to predict whether a given base-
level classification algorithm was applicable (with relatively low error) or non-applicable
(with relatively high error) to a given target dataset. Following the notation introduced
in Section 5.2.1, the metadata MetaD of the form (6;,d;, P; ;);=,";—, was transformed
into metadata suitable for a classification algorithm. That is, each P; ; was discretized
into two possible categorical values, applicable and non-applicable.

A suitable classification algorithm was then used at the meta-level. Each dataset
was described using dataset characteristics (see Chapter 4 for details), and then dataset
similarity was also explored to generate a specific recommendation for the target dataset.

The fact that the prediction is categorical class value (e.g. applicable/non-applicable)
may seem as a limiting factor, as it is not possible to determine the order in which the
base-algorithms should be tried out. However, if we included P; ; as a feature and opted
for a probabilistic classifier at the meta-level, this limitation would be mitigated. The
class value generated by the probabilistic classifier could be accompanied by the estimate
of probability. Hence, it would be possible to order the base-level algorithms according
to this probability. So the effects could be similar to those obtained with classical ranking
approaches (see Chapter 2).

5.3.1 Classification algorithms used at meta-level

Given their wide availability, many different classification algorithms have been used in
meta-level learning. Early studies focused on the decision tree classifier (Brazdil et al.,
1994) or k-NN classifier (Brazdil et al., 2003).

An extreme example is to use the same set of base-level algorithms also at the meta-
level (Pfahringer et al., 2000; Bensusan and Giraud-Carrier, 2000). In this work, the
ten classification algorithms used were quite diverse, including decision trees, a linear
discriminant, and neural networks, among others. The authors compared pairs of meta-
level classifiers on several metalearning problems. The comparisons were not conclu-
sive in one of the studies (Bensusan and Giraud-Carrier, 2000), while in another study
(Pfahringer et al., 2000) the results indicated that decision tree- and rule-based mod-
els lead to better metalearning results. In another study (Kalousis, 2002; Kalousis and
Hilario, 2000), the authors compared four variants of decision tree classifiers, IBL, and
boosted C5.0 at the meta-level. The best results were obtained by boosted C5.0.

5.4 Methods Based on Pairwise Comparisons

Various authors have studied the issue of using pairwise models for the task of predicting
the potentially best algorithm, or alternatively, a ranking of algorithms. Some early work
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focused on the problem of predicting which of the two algorithms is likely to perform
better on a new dataset (Pfahringer et al., 2000; Fiirnkranz and Petrak, 2001; Soares
et al., 2001; Leite and Brazdil, 2004, 2005).

In subsequent years, some researchers have addressed the issue of how the method
of pairwise comparisons could be incorporated into a method that provides a ranking
of all algorithms, or else identify the first element, i.e., the potentially best-performing
algorithms (plus possibly all algorithms with equivalent performance).

Some of the methods generate various pairwise models, which are used afterwards
to obtain a ranking (Leite and Brazdil, 2010; Sun and Pfahringer, 2012, 2013).

Other methods use an iterative method which conducts pairwise tests as the method
proceeds. When this process is terminated, the potentially best algorithm is returned
(Leite and Brazdil, 2007; van Rijn et al., 2015). More details about these methods are
given in the following subsections.

5.4.1 Pairwise tests that exploit landmarkers

Pfahringer et al. (2000) proposed the use of simplified and fast versions of algorithms
referred to as landmarkers in pairwise comparisons (see Chapter 4, Section 4.2 for more
details on landmarkers). The authors have shown that landmarkers can be used for the
problem of predicting which of the two algorithms is likely to perform better on a new
dataset.

Other researchers have proposed that, apart from simplified versions of algorithms,
one could also use simplified versions of datasets. This concept was referred to as sub-
sampling landmarkers (Fiirnkranz and Petrak, 2001; Soares et al., 2001).

The experimental results carried out at the time did not seem to show a clear ad-
vantage of this approach. However, as was shown later (van Rijn et al., 2015; van Rijn,
2016), the method that uses the performance on a single subsample of the data to se-
lect the classifier that performs best is rather competitive and beats many more complex
methods. This method is referred to as the best-on-sample method. In other communi-
ties it is referred to as constant prediction or constant liar. This simple baseline gave
rise to complex methods, such as successive halving (Jamieson and Talwalkar, 2016) and
Hyperband (Li et al., 2017).

One surprising result of the early work cited earlier was that using more information
in the form of more samples did not lead to marked improvement. This led some re-
searchers (Leite and Brazdil, 2004, 2005) to investigate the reasons for this. This study
led to a new variant of the method which is discussed in the next subsection.

5.4.2 Pairwise method oriented towards partial learning curves

Leite and Brazdil (2004, 2005) proposed a variant of the pairwise method that used a
series of samples as data characteristics. The series of samples used represents, in effect,
a partial learning curve. The method relies on a meta-dataset that includes full learning
curves of all algorithms on historical datasets. On the new target dataset it is necessary
to obtain partial learning curves. This process typically takes less time than obtaining the
performance value on a full dataset.

Based on the partial learning curve on the target dataset, and full learning curves on
historical datasets, the meta-algorithm can determine which algorithm to recommend.

Figure 5.1 shows an example of learning curves. The z-axis shows the number of data
points; the y-axis shows the measured performance. We can see some typical behavior
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of learning curves: (i) most classifiers typically perform better when larger data samples
are available, (ii) this is not always the case, as sometimes performance may drop when
more data is available, and (iii) learning curves can cross, as some classifiers that do not
perform well on small samples can attain higher performance on larger data samples.
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Naive Bayes -
kNN -2
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Support Vector Machine (Polynomial kernel)
N?mal Network -- -e-- -
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Fig. 5.1: Learning curves of various Weka classifiers on the “letter” dataset.
Image taken from van Rijn (2016).

The method described can be used to solve the following problem: Given two algo-
rithms a, and a4, which of them will most likely perform best on the current dataset?
The method involves the following steps:

* Determine how to represent learning curves;

* Obtain a partial learning curve of both algorithms a, and a4 on the target dataset;

* Identify datasets with most similar curves while examining the meta-database of
past experiments;

* Use the retrieved curves to predict the performance a, and a, for the target dataset.
Predict which algorithm will achieve a higher performance.

The main idea of this method is to save time. A more expensive CV test is substituted
by a cheaper estimate, as is done when using surrogate models discussed in Chapter 6.

As this idea was reused in follow-up work (e.g., Leite and Brazdil (2010); van Rijn
et al. (2015)), the method is explained in some detail in the following subsections.

Representation of partial learning curves

Each partial learning curve is represented by a sequence of performance values of a given
algorithm on a given dataset on samples of increasing size. Formally, partial learning
curve P,, 4, is represented by a sequence of elements of the form p,,,q4; x, Where a,
represents an algorithm, d; a dataset, and k an index of a sample which varies from 1 to
kmaz-

Following previous work of Provost et al. (1999), the sizes follow a geometric pro-
gression. Leite and Brazdil (2005) have set the size of the k-th sample to the rounded
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value of 2670-5%* S0, the size of the first sample is set to 26°, giving 91 after rounding,
and the second sample is set to 27, i.e., 128, etc. This scheme was reused in various
subsequent papers.

Conducting tests on the target dataset

Tests are conducted with the aim of obtaining a partial learning curve of both algorithm
ap and a4 on the target dataset.

Identification of the most similar learning curve

In this step the aim is to identify datasets whose learning curves are most similar to
the partial learning curve elaborated for the target dataset. Once such curves have been
identified, the performance for any sample size can be retrieved and used for prediction.
The similarity between two learning curves is judged by an adaptation of the nearest
neighbor algorithm (k-NN). The distance measure used between datasets d; and d; for
a given pair of algorithms a, and a4 is defined by the sum of two distances, one for
algorithm a, and the other for a,:
(dz,d )—d (di,dj)-i-daq(di,dj). (5.6)

ap aq

The first term determines the distance between two learning curves of algorithm a,, one
on dataset d; and the other on dataset d;. It is calculated as follows:

kmaax

ap Z .7 Z (pap i,k — pap 7, k) (57)

As the learning curve has & points, Eq. 5.7 sums the individual distances for all £ points.
The second term, i.e. da, (d:, d;), is calculated in a similar way.

Adaptation of retrieved curves

Leite and Brazdil (2005) have observed that, although the retrieved learning curve may
often have the same shape, it may be shifted up (or down) with respect to the curve on
the target dataset. They have concluded that this may impair the quality of prediction. To
avoid this shortcoming the authors have proposed an additional adaptation step, related
to the notion of adaptation in case-based reasoning (Kolodner, 1993; Leake, 1996).

Here the adaptation procedure involves moving the retrieved performance curve P,
to the partial performance curve P; generated for the target dataset and obtaining P;.
Adaptation is done by multiplying each item in P, by the scale coefficient f. So the k-th
item in the curve relative to algorithm a is transformed as follows: p), ,. . = f X pa,rk-
The scale coefficient f is designed to minimize the Euclidean distance between the two
curves on the initial segment. The authors have used different weights for the different
items in the curve in accordance with the corresponding sample size. The following
equation shows how f is calculated:

kmu.z

(pathparkxwk)
kmaz
Z (P30 X WE)

The process of adaptation is illustrated in Figure 5.2, reproduced from earlier work
(Leite and Brazdil, 2005).

f= (5.8)
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Fig. 5.2: Adaptation of the retrieved learning curve

Carrying out predictions for k nearest datasets

Assuming that k nearest datasets have been identified for algorithm «a, using the method
described above, the next step is to obtain k predictions for the sample size S; corre-
sponding to the size of the target dataset. The authors then calculate a mean of the
k values, which is then used as the predicted performance value of a,. The predicted
performance value of a4 is calculated in a similar way. The two values are compared
to determine which of the two algorithms is better. In the experiments carried out the
setting of k... = 3 was used, determining that the partial learning curve should include
performance values for three data samples.

Main results

The authors have studied a pair of algorithms, which included C5 (Quinlan, 1998) and
SVM with radial basis kernel (the implementation in 1071 in R (Dimitriadou et al.,
2004)). The authors have compared the classification accuracy of the proposed method
(A-MDS) with the classical approach that used a set of dataset characteristics (MDC).
The performance of MDS that used just one sample (91 cases) was better than the one
obtained with MDC.

The authors have also shown that, if a learning curve with more samples was used,
the performance would increase. This is not true for a variant that does not use adapta-
tion in the process. This explains why Soares et al. (2001) obtained somewhat discour-
aging results earlier. As adaptation was not used, using a larger sample in the matching
process did not lead to improved results.

Recent work suggests that learning curves can also be used model-free to speed up a
cross-validation procedure (Domhan et al., 2015; Mohr and van Rijn, 2021).
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5.5 Pairwise Approach for a Set of Algorithms

The approach described in the previous subsection was incorporated into various other
methods that dealt with N algorithms. In this subsection we describe one of them, re-
ferred to as the SAM method (Leite and Brazdil, 2010). This method involves the fol-
lowing steps:

1. Select a pair of classification algorithms and determine which one of the two is
better using a pairwise method.

2. Repeat this for all pairs of algorithms and generate a partial order (a graph).

3. Process the partial order to identify the best algorithm(s).

The details are given in the following subsections.

Select a pair of algorithms and determine which one is better

This step can be achieved by a cross-validation test followed by a statistical significance
test. This method is referred to as C'Vgr by the authors. This method can be seen as
a function which returns +1 (-1) if algorithm a; achieves significantly better (worse)
performance than a;. The value 0 is returned if this cannot be established.

Repeat for all pairs and generate a partial order

This step involves applying this method to all algorithm pairs and constructing a graph.
When using the output of SAM, link a; < a; is drawn if a; is significantly better than a;.
An example of a partial ranking of algorithms generated this way is shown in Figure 5.3.
In Chapter 2 this type of ranking was referred to as quasi-linear ranking. We note that
the figure could include various other links that could be obtained by applying the rule
of transitivity. They were omitted so as not to overload the figure with too many links.

Identify the best algorithm(s)

This step concerns the analysis of the partially ordered set of items with the aim of
identifying the topmost item(s). The authors have identified three different aggregation
measures corresponding to three different strategies of aggregating the detailed infor-
mation:

* W, the sum of all wins (outgoing arrows)
* L, the sum of all losses (incoming arrows), each as a negative sign
e W+L, the sum of wins and losses

Let us examine what happens if we process the example shown in Figure 5.3. The algo-
rithm MLP, for instance, is significantly better than three other algorithms, and so the
measure W = 3. As it is not beaten by any algorithm, L = 0. Consequently, W+L is
3. The results for this algorithm and all the others used in our example are shown in
Table 5.3.

In this example all three aggregation methods identify the algorithms MLP and LogD as
the topmost two algorithms.
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Fig. 5.3: Example of a partial order of six classification algorithms (reproduced
from Leite and Brazdil (2010))

Table 5.3: Three different aggregation strategies applied to the example in
Fig. 5.3

Algorithm W L W+L

MLP 30 3
LogD 3 0 3
NB 3-1 2
J48 2-3 -1
JRip 0 -4 -4
IB1 0-4 -4

Evaluation

Leite and Brazdil (2010) also discussed the problem of evaluating the method described
above. We note that the method can, in general, return more than one algorithm. Let us
use A to refer to this set. In the example in Figure 5.3 the method returned two algo-
rithms. This may not coincide with the set A that is considered “correct”. So a question
arises as to how we should proceed to calculate the appropriate measure of success, Ms.

The method of Leite and Brazdil (2010) is based on an assumption that the items
(algorithms) in A could be considered equivalent. Consequently, as soon as A includes at
least one item of A, My returns 1. This is captured in the following equation:

_Ana|

Al
So, for instance, in a situation when A = {a;} and A = {a1, a2}, Ms returns 1. Should
A return several items, some of which are correct while others are not, Mg returns a

WE (5.9
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value corresponding to the proportion of correctly identified items in the set of correct
items. So, for instance, in a situation when A = {a1, a2} and A = {a:1}, My returns 0.5.
That is, if we chose one of the items from A at random, the probability of guessing right
would be 0.5.

Disadvantages of this approach

One disadvantage of this approach is that the number of pairwise models needed is
(N x (N —1))/2, where N represents the number of algorithms. When N is 20, the total
number of models is still manageable, i.e., 190. The method does not scale up well for
larger numbers.

This problem can be mitigated by identifying a subset of algorithm, Np as pivot
algorithms. Then the N algorithms are compared with the pivot algorithms Np. A study
determining whether this could lead to improvements in terms of accuracy and time
could be carried out in the future.

As is shown later in Section 5.6, this problem can be mitigated by adopting a search
method that identifies the best possible pairwise test in each step. This way, many pair-
wise tests are actually skipped.

Using a partial ranking for top-n execution

Partial rankings can be used to schedule tests, leading to the top-n execution discussed
in Chapter 2. Conceptually, we can view this as an activity that can be divided into
two phases. In the first phase, the algorithms are characterized by one of the possible
measures, such as W+L discussed earlier, and reordering all algorithms according to
this measure. The second phase involves following this reordered set using the top-n
execution (see Chapter 2).

Extending the average ranking method to partial rankings

The average ranking method discussed in Chapter 2 exploited a set of rankings, one
per dataset, and constructed average ranking. A question arises as to how this could be
extended to accept a set of partial rankings.

One possibility involves first annotating each item in each partial ranking with the
W+L measure, and then calculating an average value for each item (algorithm).

5.6 Iterative Approach of Conducting Pairwise Tests

In Section 5.5 we discussed an approach that exploits pairwise tests to identify the po-
tentially best algorithm in a set. In this approach, the pairwise tests were conducted in
a kind of preprocessing stage. One disadvantage of this approach is that not all pairwise
tests may be needed.

In a follow-up work (van Rijn et al., 2015; van Rijn, 2016), the pairwise approach
was improved in two different aspects. First, this method used a search method with
the aim of identifying the potentially best algorithm. In consequence, the pairwise tests
are conducted on demand, as the method proceeds. The method has, at any time, a
suggestion regarding what is the potentially best algorithm found so far. So time is not
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wasted by carrying out useless pairwise tests in a preparatory phase. This aspect is similar
to the active testing method discussed further on in Section 5.8.

The second very important improvement is that this method takes into account the
runtime of tests. So relatively fast tests which are likely to lead to good-performing
algorithms are preferred to the slower ones. The method referred to as pairwise curve
comparison (PCC) by the authors involves the following steps:

1. Initialize the current best algorithm and elaborate partial learning curves (one per
algorithm) on the target dataset;

2. Search for the best candidate algorithm to perform a test on;
Conduct the selected test and update the current best algorithm;

3. Repeat the above until the termination condition has been satisfied.

More details about each step are given below.

Initialize the current best algorithm

This method used the concept of current best algorithm, apes:.* The authors have pro-
posed to initialize it using a randomly chosen algorithm. However, it is not difficult to
envisage an alternative approach that would choose some good candidate to initialize
apest- One such good candidate is the top element in the A3R-based average ranking
discussed in Chapter 2.

After the algorithm ap.s; has been selected, it is necessary to elaborate partial learn-
ing curves on the target dataset. This involves conducting tests on different samples of
the target dataset. Note that, so far, no tests have been executed on the target dataset.

Search for the best pairwise test

This step considers all possible candidate algorithms, one by one. Each of these rep-
resents a potential candidate acomp (competitor) that can replace the current best al-
gorithm, apes:. In order to determine whether the replacement should go ahead, it is
necessary to predict its performance in relation to apes:.

The method uses k datasets with the most similar curves to both acomp and apes: to do
this. To determine which & datasets are most similar, Eq. 5.7 is used. After the learning
curves have been retrieved, they are subject to curve adaptation, discussed earlier in
Section 5.4.2.

The decision regarding whether algorithm acom;, should replace a;..; depends on the
predictions on k datasets. If acomp Was predominantly better on the full learning curve
on these datasets than a.s:, the replacement goes ahead.

This method can output a ranking to be used later. Once the comparison against
all other algorithms has been carried out, the algorithm that is at that moment apes: is
added to the ranking. At that point, it can be cross-validated. Note that this PCC can
result in an unstable ranking: the resulting ranking can differ somewhat based on which
algorithm is initialized as apes:-

*In some papers this algorithm is called the incumbent algorithm (the holder of a
position). Note that the name a.s: does not mean that is the best candidate, but rather
the current best option at some point in time.
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Upgrade to incorporate accuracy and time

As the authors have shown, the method can be upgraded quite easily to incorporate
time into the method. The performance comparisons between acomp and ases; can use
a combined measure of accuracy and time, A3R’, which is a simplified version of A3R
discussed in Chapter 2:
pdi

Y
(Ta;)?
where P represents performance (e.g., accuracy), 7' runtime, and @ is a scaling factor
that controls the importance of runtime.

ASR'y = , (5.10)

Main findings

This work confirmed that it is indeed useful to consider both accuracy and time as a
measure of performance, when the aim is to obtain a ranking of classifiers. This strategy
that gives preference to faster and relatively good methods earlier pays off. A similar
conclusion was also reached in conjunction with two other similar approaches, AR*,
discussed in Chapter 2, and AT*, discussed further on in Section 5.8.

The PCC method dominates two other approaches that were used in the comparative
study. One of them was the average ranking method (AR), discussed in Chapter 2. The
other method was the baseline method, referred to as best on sample (BoS). Quite sur-
prisingly, method BoS is very competitive, if the evaluation is done with loss curves that
portray how performance (accuracy) depends on the number of tests. The advantage of
PCC becomes apparent when the evaluation is done with loss curves that portray how
performance depends on runtime. This is, of course, what interests users. Their aim is
to identify the potentially best algorithm as soon as possible, and they normally have an
allocated time budget for a given task.

Relationship to surrogate models

The area of automatic hyperparameter configuration discussed in Chapter 6 introduces
various useful concepts. One of these is the concept of surrogate models, which represent
simplified algorithms that provide estimates of the predictions of the actual algorithms
but are much faster to execute. An empirical performance model (EPM) is an example of
such a surrogate model: instead of running a configuration on a dataset, the empirical
performance model can assess whether the configuration is worth trying out. The pre-
diction of an empirical performance model is typically cheaper in terms of runtime than
running the actual configuration on a dataset.

The method discussed in this section that predicts the performance of a particular
algorithm on the basis of a pair of learning curves (partial learning curve on the target
dataset and a full learning curve on a similar dataset) can be related to surrogate mod-
els, in the sense that these represent simplified performance models of the underlying
algorithm.

Another useful concept used in the area of hyperparameter configuration is the con-
cept of acquisition function. This function selects the potentially best parameter configu-
ration to test. We note that the method described in this section incorporates a method
for selecting the next pair of algorithms to test. This method can be related to the acqui-
sition function used in the area of hyperparameter configuration.
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5.7 Using ART Trees and Forests

The approach of Sun and Pfahringer (2013) involves two phases:

1. Construct a set of pairwise models and generate features;
2. Use approximate ranking trees (ART) forests in conjunction with new features to
generate predictions.

More details about each phase are given in the following subsections.

Construct a set of pairwise models

In this phase, a set of pairwise metalearning models is generated using a rule-based clas-
sifier (RIPPER) (Cohen, 1995). Each model is trained to predict whether to use algorithm
a; in preference to a; or vice versa.

One interesting aspect of this work is that each pairwise model can use a spe-
cific set of base-level features. These may include statistical, information-theoretic, and
landmarking features, such as AUC associated with a particular type of tree (REP-
Tree.depth2).

The binary classifiers are then invoked to generate new metafeatures. In one of the
variants of the method, each rule associated with a binary model gives rise to one new
feature. These are appended to the more traditional features, including, besides some
statistical and information-theoretic features, also landmarkers.

Use ART forests to generate predictions

In this phase, an ART forest is used to generate a prediction. ART forest can be viewed
as a random forest of ART trees (approximate ranking trees). ART trees are based on the
notion of predictive clustering trees for ranking (Blockeel et al., 1998) discussed earlier
(see Subsection 5.2.4).

The authors show that this approach achieves better predictive performance re-
sults than the classical k-NN approach. They also demonstrate that the addition of
performance-based features associated with binary classifiers enhances the performance.

The disadvantage of this approach is as follows. As the method requires that all
pairwise models be constructed beforehand, the method does not scale up well when the
number of algorithms is large. One possible way to resolve this problem is by devising
a method that determines the best possible pairwise test to carry out in each step. This
method is discussed in the next section.

5.8 Active Testing

The algorithm selection methods, based on average ranking discussed in Chapter 2 suffer
from one shortcoming. This is due to the fact that the schedule of tests is fixed. This
has the disadvantage that, whenever a given set of algorithms includes many similar
variants with similar performance, these could appear close to each other in the ranking.
It does not make much sense to test them all in succession. It seems beneficial to try to
use algorithms of different types that could hopefully yield better results. The average
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ranking method, however, just follows the ranking, and hence is unable to skip very
similar algorithms.

This problem is quite common, as similar variants can arise for instance when con-
sidering algorithms that include parameters, which may be set to different values. Quite
often, many of the settings have a limited impact on performance. Even if we selected
only some of all possible alternative parameter settings, we can end up with a large
number of variants. Many of them exhibit rather similar performance. Clearly, it is de-
sirable to have a more intelligent way of choosing algorithms from a given ranking. In
other words, it is desirable to have a more intelligent schedule of tests. One method that
does that is referred to as active testing (Leite et al., 2012; Abdulrahman et al., 2018)
and is described in the next section. Two variants of the active testing method have
been described in literature. The version AT of Leite et al. (2012) uses accuracy as the
performance measure. The version AT*, discussed by Abdulrahman et al. (2018), uses a
combined measure of accuracy and runtime as the performance measure. As AT can be
regarded as a special case of AT*, where the effect of runtime is ignored, the focus here
is on AT*, which is more general.

5.8.1 Active testing that considers accuracy and runtime

This active testing method involves two important concepts, current best algorithm, apest,
and best competitor, a.. The method starts by initializing ap.s: to the topmost algorithm
in the average ranking AR*. This algorithm can be run on the target dataset without
problems.

It then selects new algorithms in an iterative fashion, searching in each step for the
best competitor, a.. This best competitor is identified by calculating the estimated perfor-
mance gain of each untested algorithm with respect to apes:. In the work of Abdulrahman
et al. (2018), the estimate of performance gain, AP, was expressed in terms of A3R as
follows:

AP(aj, apest, di) = maz(ASRG: o, — 1,0), (5.11)
where A3R is defined as
o Pl /Pl
ASR% 1o (5.12)

T

where Pf;% represents the performance (e.g., accuracy) of algorithm a; on dataset d;,
and Tf; the corresponding runtime. The term a.s is a reference algorithm and Q is a
scaling factor that controls the importance of runtime.’
In one recent work Leite and Brazdil (2021) have shown that the following definition
of AP, which is simpler than Eq. 5.11 shown before leads to better results:
AP(a;j, apest, di) = ASRY:

ApestsAj *

(5.13)

An illustrative example is shown in Fig. 5.4, which shows different values of AP
for one competitor of apes: on all datasets. If another algorithm outperformed apes: on
some datasets, it is regarded as a competitor. One important question here is to select
the potentially best competitor. This is done by selecting the algorithm that maximizes
the estimate of performance gain, as expressed by the following equation:

>The earlier variant of Leite et al. (2012) used just accuracy, without considering
runtime. In this work, AP was defined as a difference, rather than a ratio.
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Fig. 5.4: Values of AP of a potential competitor with respect to ap.s; on all
datasets (reproduced from (Abdulrahman et al., 2018)).

Require: Target dataset dpc.,; Top algorithm in AR* apes:; Datasets Ds;
Set of algorithms A; Parameter of importance of runtime Q
1: Initialize the loss curve L; < ()

2: Obtain the performance of aj.;+ on dataset d.,, using a CV test:
dnew dnew
(Pabest ’ Tabest ) A CV(abESt’ dnew)
3: while |[A| > 0 do
4:  Find the most promising competitor a. of aes: using estimates of performance
gain:
e = argmax Zd ep, AP(ak, avest, di)

5. A+ A- a( (Remove a. from A)

6:  Obtain the performance of a. on dataset d,.,, using a CV test:
(Pdnew, Tirew) « CV(ac, duew)
L;i < Li + (Pnew  Tgnew)

7:  Compare the performance of a. with a.s; and carry out updates:
8: if Pirew > Pgdrew then

9: Qpest < G, Pfgfg 4 Pgnew, T;i,j;if  Tinew

10:  endif

11: end while

12: return Loss—time curve L; and apess

Algorithm 5.1: AT-A3R: active testing with A3R for dataset d,,c,,

a. = argmax Z AP(ak, Gpest, ds). (5.149

@ d;eDg

After the best competitor has been identified, the method proceeds with a test on the
new dataset to obtain the actual performance of the best competitor. The aim is to deter-
mine whether the best competitor achieves a better performance than the current best
algorithm, apes:. If it does, it becomes the new ap.s:. The reader can consult Algorithm
5.1 for a detailed description of the method (adapted from (Abdulrahman et al., 2018)).



96 5 Metalearning Approaches for Algorithm Selection II

In order to use AT-A3R in practice, it is necessary to determine a good setting of
the parameter @ in A3R. The authors have experimented with different values and rec-
ommend the setting @ = 1/16. It appears that the setting in the range from P = 1 to
Q@ = 1/64 does not affect the results much.

However, the setting of Q = 0, which is outside this range and represents a situ-
ation when only accuracy matters, makes a difference. This is illustrated in Figure 5.5
(reproduced from the work referred to above). The optimized version of AT is referred
to as AT*. The version ATO uses the P = 0 setting and represents the version that does
not take runtime into account. We note that ATO has far worse performance than AT*.
The similar loss is achieved at times much later. We note that the speed-up is huge:
approximately two orders of magnitude!

*

A
- = AT-A3R-1/4
1.8 AT

0.8 -

Accuracy Loss (%)
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Fig. 5.5: Mean loss—time curves for different variants of AT-A3R

Expected performance gains and relative landmarks

In previous work by Leite et al. (2012) the estimate of performance gain, AP was re-
ferred to as the relative landmark, RL. The former term seems clearer than the second
one, and this is why it has been adopted in this chapter. However, the relationship be-
tween the two concepts is interesting. All different dataset characteristics, including rel-
ative landmarkers, are discussed in Chapter 4.

5.8.2 Active testing with focus on similar datasets

In the work of Leite et al. (2012), the performance gain was estimated by finding the
most similar datasets and calculating the performance gain only for those datasets. For
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the sake of simplicity of exposition, Algorithm 5.1 used all datasets without focusing on
the most similar ones. However, it is not difficult to alter the method to focus only on
relevant datasets. Let us examine some possibilities.

One possibility involves identifying similar datasets prior to invoking the AT algo-
rithm (Algorithm 5.1). So the identification of similar datasets could be seen as a kind
of preprocessing step of datasets. The similarity could be determined using a subset
of dataset measures discussed in Chapter 4. These would necessarily have to exclude
performance-based measures. This is because, if this was done prior to running any ex-
periments on the target dataset, no performance-based data would be available. So, this
approach has the disadvantage that it excludes the use of performance-based measures.

If we want to use performance-based measures, we need to incorporate the selection
mechanism inside the AT algorithm. The best alternative seems to do this while searching
for the algorithm (workflow) with the largest performance gain. This is captured by
Equation 5.15.

a. = argmax Z AP(ak, Gpest, d;i) * Sim(dnew, ds), (5.15)
aRp €A d;€Ds
where A; is a given portfolio of algorithms (workflows) and Sim(dyew, d;) is an appro-
priate measure of similarity between the dataset d,.., and dataset d,. Various alterna-
tives arise regarding how the similarity is established:

1. Similarity based on polarity of performance difference
2. Cosine-based similarity of performance results
3. Correlation-based similarity of performance results

More details about the first measure in the list above (similarity based on polarity of
performance difference) are given in the next subsection. Further details about the other
two measures are given in Chapter 4 (Section 4.10).

Similarity based on polarity of performance difference

Leite et al. (2012) have described a variant of active testing referred to as AT1, where the
similarity was based on performance (accuracy) difference. Suppose that, at some stage,
a particular algorithm was identified as the current best candidate, a,.,,— . Suppose that
later on other algorithms were examined and algorithm as.s: Was identified as the best
one. This implies that AP (apest, Gpesi— s dnew) > 0, where AP represents the difference
of accuracy. Then, in the subsequent iteration, all prior datasets dj, satisfying a similar
condition are considered similar to dyc- S0, the similarity can be defined by

Simpol (dneuu dk) -

Nl
AP(abest, Apest—» dnew) >0& AP(abest, Apest— dk) > 0. (5.16)

We note that this similarity takes into account the performance of two algorithms only.
Despite this limitation, the authors reported a speed-up of 2 with respect to the basic
version of AT (Leite et al., 2012).

5.8.3 Discussion

Identifying best choice to test with acquisition functions

The process of identifying the best candidate algorithm to test in accordance with
Eq. 5.11 can be compared to what acquisition functions do. In Bayesian optimization, the
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acquisition function evaluates hyperparameter configurations based on their expected
utility and selects the one with the highest utility. This issue is discussed in depth in
Chapter 6.

Using the AT method for workflow selection and configuration

In many practical applications it is not sufficient to focus on a selection of a single algo-
rithm, but rather construct a workflow (pipeline) of operation. Although this issue is dis-
cussed in Chapter 7 (Section 7.4), in this section we give a brief overview of the work of
Ferreira and Brazdil (2018), who have examined whether the AT method discussed here
could be extended to recommendation of workflows for text classification. Their meta-
database included nearly 20,000 workflows. They have shown that the active testing
approach somewhat surpassed the average ranking. They also used meta-level analysis,
whose aim was to determine importance of different elements of the workflows.

Relationship of AT to reduction of configuration spaces

The AT method searches for the most competitive algorithms (workflows) in a given
configuration space. Many non-competitive algorithms may not even be tried out. These
algorithms are eliminated at run-time, as a side-effect of the AT search method.

This approach can be contrasted to another one, whose aim is to reduce the configu-
ration space by eliminating non-competitive algorithms in a kind of preprocessing stage.
That is, this operation can be carried out before invoking the AT method, or any other
search method whose aim is to identify the best algorithm for the target dataset. This
issue is addressed and discussed in detail in Chapter 8.

5.9 Non-propositional Approaches

The algorithms discussed so far are only able to deal with propositional representations
of the metalearning problem. That is, they assume each meta-example is described by a
fixed set of metafeatures, x = (x1, x2, ..., xk). However, the problem is non-propositional.
On the one hand, the size of the set of dataset characteristics varies for different datasets
(e.g., depending on the number of features). On the other hand, information about the
algorithms can also be useful for metalearning (e.g., the interpretability of the generated
models). In spite of this, there are very few approaches that use relational learning
approaches.

One approach that exploits the non-propositional dataset description is FOIL, a
well-known inductive logic programming (ILP) algorithm (Quinlan and Cameron-Jones,
1993). With FOIL, models can be induced that contain existentially quantified rules,
such as “CN2 is applicable to datasets that contain a discrete feature with more than
2.3% missing values” (Todorovski and Dzeroski, 1999).

A different approach uses a case-based reasoning tool, CBR-Works Professional (Lind-
ner and Studer, 1999; Hilario and Kalousis, 2001). This can be viewed as a k-NN algo-
rithm that not only allows a non-propositional description of datasets but also enables
the use of information about the algorithms, independently of datasets. This work was
extended later by the analysis of different distance measures for non-propositional rep-
resentation (Kalousis and Hilario, 2003). Some of these measures enable the distance
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between two datasets to be defined by a pair of individual features, e.g., the two fea-
tures which are most similar in terms of one property such as skewness.

These papers usually compare their approaches against propositional methods. How-
ever, we have no knowledge of a comparison between different non-propositional meth-
ods.
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adaptation, distribution and reproduction in any medium or format, as long as you give appropriate
credit to the original author(s) and the source, provide a link to the Creative Commons license and
indicate if changes were made.

The images or other third party material in this chapter are included in the chapter’s Creative
Commons license, unless indicated otherwise in a credit line to the material. If material is not
included in the chapter’s Creative Commons license and your intended use is not permitted by
statutory regulation or exceeds the permitted use, you will need to obtain permission directly from
the copyright holder.
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