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11.1	 �Risk Management 
in Complex Human Systems 
and Organizations

11.1.1	 �Living with Uncertainty

Risk is an integral part of human activities, both 
in living and working environments. Every day, 
an individual performs a considerable number of 
actions, which, in most cases, are “inter-actions” 
with other people or tools or work environments. 
Interactions are more complex than elementary 
actions because the people, objects, or contexts 
with which we interact and offer opportunities 
for (affordance) and constraints on action [1–3]. 
Interactions have consequences that can change 
the status of objects or people. In the worst sce-

narios, an object used in an unexpected way can 
break or even cause fatal damage; inappropriate 
communication with another person may offend 
or provoke violent reactions.

The consequences of an interaction are not 
always predictable. For this reason, in the devel-
opment of humanity, organizations have pro-
gressively emerged, places and structures in 
which, more or less formally, legitimate and ille-
gitimate behaviors are distinguishable [4], in 
order to contain the risk associated with the 
intrinsic unpredictability of interactions. 
Organizations are socially regulated contexts, in 
which more or less explicit norms influence the 
choices and behavior of individuals. The rules, 
however, can be sometimes fallacious or defi-
cient, consequently favoring the wrong choices 
or inhibiting the correct actions. Rules are the 
bureaucratic expression of power and can there-
fore benefit some subjects to the detriment of 
others, sometimes fostering environments that, 
in hindsight (the “historical truth”) are recog-
nized as harmful for the organization itself or for 
the individuals who belong to it [5].

In today’s world, practically all human activi-
ties take place within organizations, subject to 
rules, involving the use of tools and interper-
sonal relationships. It is these interactions that 
determine the development of an environment of 
greater or lesser safety for the subjects who are a 
part of it or who, for some reason or another, are 
involved in its dynamics. It is exactly starting 
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from these interactions that people attribute 
meaning to their being and to the world around 
us, in the constant attempt to find reasons for the 
activities we find ourselves performing. The 
activities are to be considered as aggregates of 
tasks more or less driven by objectives along 
with the material conditions in which they are 
carried out.

11.1.2	 �Two Levels of Risk 
Management in Healthcare 
Systems

First of all, it is necessary to embed the two 
activities of “risk assessment” and “investigation 
of adverse events” in the organizational pro-
cesses of health systems. Both activities may 
provide reasons for study and research, or be 
linked to organizational objectives such as 
patient safety, cost containment or, compliance 
with regulatory obligations. Setting aside the 
dynamics of research, from an operational point 
of view the assessment of risk as an organiza-
tional function should permeate both the choices 
of clinicians and managers, if we accept that 
patient safety is an essential goal of health orga-
nizations. On the other hand, the analysis of 
adverse events could be an activity entrusted to 
specialists in the investigation of accidents, or 
shared between both the frontline and the bottom 
end as an integral part of the risk assessment pro-
cess, if it is meant and used for organizational 
development.

Highly reliable organizations [6] manage to 
effectively reduce risk, thanks to a constant com-
mitment to safety from top management, which 
establishes high-level objectives and provides a 
source of inspiration and vision for the opera-
tional lines which, on their end, have the respon-
sibility of planning and control over operations, 
thanks to a true distribution of the decision-
making process. In practice, these organizations 
work because they are structured to deal with 
risk, anticipating situations in which a problem is 
more likely to occur and knowing how to miti-
gate the possible consequences. Of course, this 

organizational competence emerges from the 
knowledge of its members who, at various levels, 
are trained to detect errors promptly, analyze 
them and understand their causes, quantify the 
probability of system failure, and take action to 
reduce their reoccurrence according to a priority 
scale. If we adopt the systemic perspective, then 
safety culture, which influences the knowledge 
and decisions of individuals, must be based on 
the values of participation and transparency to 
empower everyone to report an error, to under-
stand processes and procedures, and to enable the 
development and modification of rules, tools, 
environments, and relationships between people. 
In other words, the organizational development 
has to be understood as a systematic monitoring 
and adjustment of critical interactions between 
system components.

Even in healthcare organizations therefore, 
risk management should involve both manage-
ment and frontline operators. Starting with the 
integration of patient safety into the strategic 
objectives of the institution, risk management 
must become an integral part of health practices 
as well as technical and administrative support 
operations. At the board level, patient safety 
management can be established, responsible for 
planning and linking operational and support 
functions to involve risk assessment in decision-
making processes at all levels. Acting as a true 
knowledge broker, this management would be 
able to uphold the strategic objective of patient 
safety in the various communities of practices 
that make up an organization [4]. At the level of 
the operating units, clinical risk management is 
established, responsible for analyzing adverse 
events, understanding the incidents from the sys-
temic perspective and, subsequently, guiding 
learning from errors in anticipation of risk in real 
time.

In order to effectively and efficiently assess 
risks in hevalthcare, it is necessary to use theo-
ries and methods consistent with the level of 
complexity of health activities. The systemic 
approach [7] provides a lens capable of visual-
izing health activities by tracking the dynamics 
of the interactions between the subjects involved, 
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the tools, and the environments in which they 
take place. It also takes into consideration the 
reasons and interpretations that underlie the 
choices and behaviors of individuals and com-
munity practices.

Ergonomics, or human factors engineering 
(HFE), as “interaction science” has its focus on 
systems’ dynamics and design of interfaces. 
Therefore, HFE provides a valid and robust theo-
retical and methodological knowledge base to 
address health risks within an integrated frame-
work, encompassing patient safety and clinical 
risk management [8, 9] (Fig. 11.1).

11.2	 �Patient Safety Management

The patient safety function must first of all 
contribute to organizing the data relating to the 
possible risks present in the health system, so 
that they can be accessed systematically and 
whenever necessary. There are both data gener-
ated specifically for patient safety, and data 
produced routinely for other purposes, but 
which may be useful for risk assessment. Both 
types of data refer to a range of activities of 
healthcare organizations, as shown in 
Table 11.1.

Fig. 11.1  Ergonomics and human factors (HFE), the science of interactions. Source: https://iea.cc/what-is-ergonomics/

Table 11.1  Data integration for patient safety

Data for patient safety Nonspecific data
Delivery of clinical and 
care processes

Incident reports and analysis Administrative data (i.e., discharge records, 
emergency admissions, drug prescriptions)

Structured record reviews Digital archives of clinical tests (i.e., Radiology 
and Laboratory Information Systems)

Quality management Reliability analysis
Registry of non-conformities

Process indicators

Reports of safety walkarounds
Self-evaluations of accreditation/
certification requirements

Reports of accreditation/certification surveys

Patient reported 
measures

Patient reported experiences and 
outcomes including safety events

Claims and complaints
Public enquiries

11  Adverse Event Investigation and Risk Assessment
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Data integration is certainly the best way to 
have the widest representation of possible risks 
[10] even if, as mentioned, it is necessary for the 
Patient Safety Manager to help define the method 
of collection and the structure of specific data, 
possibly also intervening in information flows of 
nonspecific data to obtain ad hoc or periodic 
reports of relevant information, such as the indi-
cation of a possible sentinel event included in a 
claim and not previously reported. In other 
words, the corporate patient safety function must 
transform large masses of qualitative and quanti-
tative data into information useful for assessing 
the current risk and for producing organizational 
knowledge [11] relating to the appropriate 
response to mitigate future risk.

In risk assessment, in addition to the classical 
criteria of frequency with which dangerous 
events occur and of the severity of possible con-
sequences, the criteria of imputability of the 
event to patient care and of corresponding pre-
ventability of adverse events are becoming more 
relevant. Thanks to the emergence of novel stud-
ies and research in various clinical contexts, 
some events considered historically as complica-
tions or “accidents” have actually been demon-
strated to be preventable and therefore attributable 
to the treatment provided or omitted rather than 
to the patient’s underlying pathology or to an 
acceptable side effect of the treatments. A clear 
example of a type of complication that is now 
considered an adverse event is an infection 
related to the central venous catheter. Evidence 
demonstrated that in many situations [12, 13] this 
type of infections have been cleared, thanks to 
good practices. In the category of “accidents,” we 
can consider patient’s falls, where adequate evi-
dence is available: to evaluate risk factors and 
classify patients at risk; to apply preventive 
actions so to reduce their frequency and contain 
their consequences [14, 15].

Studies and records of performance evaluation 
and healthcare outcomes are also possible sources 
of risk assessment data although they should be 
appropriately investigated in the context of clini-
cal audits to reconcile the variations that may 
appear due to the quality of the data essentially 
coming from administrative flows, affected by, as 

an example, the limited validity of hospital mor-
tality data [16].

11.3	 �Clinical Risk Management

The clinical risk management function exists to 
anticipate adverse events and to mitigate the pos-
sible consequences when they occur. It is a matter 
of implementing the Hippocratic principle “pri-
mum non nocere” in clinical and care practice, 
using the technological and organizational 
resources available at a given time and in a spe-
cific operating context. At this level, risk man-
agement takes place in real time, in front of and 
with patients, following good practices for safe 
care and continually re-evaluating the correctness 
of diagnoses and the effectiveness of treatments. 
In this sense, the analysis of adverse events and 
especially near-misses can and must become a 
fundamental activity in the management of 
patients and departments because, if carried out 
as a systematic review of clinical cases, almost in 
real time, within operating structures, it can limit 
the negative effects of adverse events on patients, 
clinicians, and organizations. Beyond the techni-
calities which sometimes intimidate those who 
would like to apply an instrument such as signifi-
cant event auditing or root cause analysis, it is 
actually a question of integrating the two phases 
of clinical reasoning. It includes diagnosis and 
therapy, with almost real-time reflection on the 
effects of diagnostic and therapeutic decisions 
and actions, starting from the cases that give rise 
to doubts, which for one reason or another cause 
surprise or concern and interfere with the ordi-
nary flow of activities, and which, therefore, 
demand an analysis and an explanation, drawing 
the attention of the operator in charge of that 
patient.

The process just described is the aforemen-
tioned “Sensemaking” [17], i.e., the need to find 
a valid explanation in the face of a problematic 
situation. The specific knowledge of risk man-
agement can help healthcare workers to take into 
consideration the complex interactions between 
human, technical, and organizational factors 
underlying the problematic situation, restoring to 
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the classical “clinical picture” the colors and 
shapes that constitute the substance, and the 
frame that is the reference context. Table  11.2 
lists the operational phases for the analysis of the 
adverse event, which we will see in detail in the 
next paragraph.

The level of formalization and depth of the 
analysis may vary in consideration of health sys-
tems’ policies and available resources; however, 
all the methods of systemic analysis of adverse 
events have in common the five activities 
described in Table 11.2.

The activity of analyzing adverse events and 
near-misses can therefore become the third pillar 
of clinical competence to complement diagnos-
tic and therapeutic activities, keeping the focus 
on patient safety. The risk of a drift to bureaucra-
tize Significant Event Audit (SEA) and Root 
Cause Analysis (RCA), or, even worse, the risk 
of the exploitation of formally non-punitive 
analysis to identify a scapegoat, are still present. 
The true measure of cultural change and organi-
zational development towards patient safety lies 
precisely in the effective integration of the anal-
ysis of adverse events into clinical and care prac-
tices. These are activities that can be made 
professional certification requirements for 
healthcare workers, to be evaluated both through 

retrospective review of cases subjected to sys-
temic analysis and through prospective checks in 
which the same clinical case becomes the object 
of simulation in which the decisions and actions 
of clinicians are evaluated using behavioral 
markers related to technical and non-technical 
skills. Both methods require the establishment of 
teams of investigators composed of clinicians 
from the specialist branch and experts in ergo-
nomics and the human factor, possibly but not 
necessarily external to the structure. Examples 
of systemic efficacy evaluations can be traced 
both in the Netherlands [18] and in the United 
States Veteran Health Administration [19], while 
in France the participation in the reporting and 
learning system is a real professional certifica-
tion requirement defined by the Haute Autorité 
de Santé. The evaluation of technical and non-
technical competences in simulated scenarios 
taken from clinical cases of adverse events is 
found in many works, now also the subject of 
in-depth reviews [20, 21].

11.4	 �Systemic Analysis of Adverse 
Events

11.4.1	 �The Dynamics of an Incident

For the purpose of this chapter, we take the defi-
nition of a “patient safety incident” to include 
near-misses, adverse events, and sentinel events, 
usually distinguished by the severity of the con-
sequences. Also, we do not differentiate between 
the terms “accident” and “incident,” where the 
former is generally used in high-risk industry 
referring to an event that affects quite a large 
number of victims, while the latter usually refers 
to individual harm.

Incidents in healthcare should be studied 
according to the systemic perspective, in order to 
be able to fully understand them and to foster 
organizational learning. The actions and failures 
of the individual play a central role, but the indi-
vidual’s way of thinking and acting is strongly 
conditioned by the clinical context and by the 
broader organizational dynamics. Incubation of 
an incident begins with defects in high-level 

Table 11.2  Steps for adverse events investigation

Activity Description
Selection of the 
incident

Spontaneous reporting, clinical 
record review, informal 
discussion of clinical cases

Data collection 
about the incident 
and its 
circumstances

Analysis of clinical records; 
interviews with operators and 
with the patient/family 
members; collection of 
procedures, protocols, 
guidelines, or reference 
literature

Analysis of the 
incident

Timeline, checklist, or diagram 
of contributing factors; peer 
review

Report Summary description of the 
event, of the criticalities 
detected, and of the 
improvement actions

Follow-up Sharing report, selection, and 
adoption of improvement 
actions; evaluation of results

11  Adverse Event Investigation and Risk Assessment
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organizational processes, such as the planning 
and programming of production of services, the 
forecasting of activity volume, the planning and 
maintenance of environments and technologies, 
the development strategies and personnel poli-
cies. Failures at this level create latent conditions 
of danger that penetrate and spread in operational 
contexts such as the operating room or the emer-
gency room. There they can cause local condi-
tions, such as excessive workload or poor 
interaction with the equipment, which contribute 
to errors or violations. Many unsafe actions may 
be performed at the frontline, but few are able to 
penetrate the defenses of the system and generate 
the adverse patient outcome. The fact that the 
safety barriers engineered in the system, such as 
alarms and procedures, have deficiencies due not 
only to latent errors but also to active errors is 
illustrated in Fig. 11.2 by an arrow that pierces 
the barriers defense system generating the acci-
dent. Figure  11.2 is an adapted version of the 

famous Swiss-cheese model of accident dynam-
ics, in which clinicians who work on the frontline 
are represented as the last barrier before the 
accident and as the inheritors of the system’s fail-
ures rather than those responsible for the unsafe 
actions that cause incidents. However, the model 
should not be understood as an invitation to shift 
the assignment of responsibility from frontline 
professionals to managers at the organizational 
level, given that managers also work in a com-
plex environment, in which the ramifications of 
decisions and actions are not immediately obvi-
ous. Therefore, according to Reason [22] manag-
ers are neither more nor less to blame than the 
operators of the frontline, since, as human beings, 
they can also make mistakes in planning and exe-
cution. It is therefore appropriate for the safety 
culture to be shared at all levels so that managers 
and designers take into account the dangerous 
conditions that may arise from their decisions or 
actions. Sometimes the perception of risk is 

Learning from errors to prevent harm

Tommaso Bellandi –PhD Eur.Erg.

Adapted from Reason, 1990
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Fig. 11.2  Swiss-cheese model of accident dynamic adapted to healthcare
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lower in those who work at a great distance from 
the frontline because the lack of direct contact 
with production processes and the context of 
operations pushes blunt end managers and 
designers to underestimate the dynamics of per-
formance safety. To blame is the attitude of man-
agers and designers who decide and act without a 
constant confrontation with the reality of the 
frontline and without involving in the strategic 
decisions those who are in direct contact with the 
production process.

In healthcare, the distance between the blunt 
end and the sharp end is in some cases accentu-
ated by the fact that some political and organiza-
tional choices take place outside healthcare 
facilities and are based on risk and benefit assess-
ments that are not always consistent with the mis-
sion of health facilities. There are therefore 
problems of an inter-organizational type that go 
beyond the boundaries of health facilities and 
which, sometimes, can be decisive for the quality 
and safety of care. As observed in the aviation 
context [23], the pharmaceutical and biomedical 
equipment industry, the government, and related 
agencies, professional associations and scientific 
societies make a substantial contribution to the 
design of the structures and of the processes of 
diagnosis and treatment, introducing a further 
level of complexity in the system that is lacking 
in the representation depicted in Fig. 11.2.

The problem of hyper-regulation in healthcare 
is particularly critical because, if it is true that 
this is a sector in which the autonomy of profes-
sionals of the first line is so accentuated that any 
attempt to standardize the practices may clash 
with established professional traditions, and in 
which the personalization of care is an important 
part of the clinical touch, then a blind standard-
ization of the procedures can have a negative 
impact on patient safety [24].

11.4.2	 �A Practical Approach: 
The London Protocol 
Revisited

Vincent and colleagues [25, 26] extended the 
Reason model to apply to the analysis of patient 

safety incidents, classifying the conditions of the 
clinical context that favor errors and the charac-
teristics of the organizational system in a single 
frame of factors that influence clinical practices. 
The model originally included seven factors of 
which the environmental and technological factor 
was then split into two different classes, given the 
increasing relevance of devices and digital appli-
cations (Table  11.3). At the forefront of clini-
cian–patient interactions are factors relating to 
the patient’s condition. In all clinical situations, a 
patient’s condition directly affects practices and 
outcomes of health services. Other factors, such 
as a patient’s personality, communication style, 
and any psychosocial problems, can be very 
important because they affect communication 
with healthcare professionals. The design of 
activities and tasks, the availability and useful-
ness of protocols, and the results of diagnostic 
tests can also influence the care process and the 
quality of the results. Individual human factors 
include the knowledge, skills, and experience of 
each health professional, and also affect the qual-
ity and safety of services. Each staff member is 
part of a group within an operating unit, as part of 
a large hospital or out-patient facility which is in 
turn embedded in a healthcare system. The way 
in which an individual works and their impact on 
the patient is bound and influenced by the other 
members of the group, by the way they commu-
nicate, support, and supervise each other.

The group is influenced by the organizational 
actions and decisions of the management of the 
unit and of the healthcare system. These include 
allocation of human and technological resources, 
staff training, objectives and periodic manage-
ment verifications, and so on. Management of the 
health system is in turn influenced by the prop-
erty and the institutional contexts, including eco-
nomic constraints, current legislations, and the 
broader political and economic climate.

The framework of eight factors is a useful 
scheme for the analysis of patient safety inci-
dents, which include both clinical factors and 
high-level organizational conditions. It repre-
sents therefore a useful guide for the analysis of 
adverse events as it invites clinicians and risk 
managers to take into consideration a wide range 
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of factors that at different levels determine the 
results of health services. When applied in a sys-
tematic way to the analysis of incidents, it allows 
for a ranking of the factors that highlights those 
with a greater bearing on patients’ outcomes and 
for the prioritization of interventions to prevent 
system failures in the future.

A clinical case can be examined from many 
perspectives, each of which can highlight facets 
of the care process. Cases have always been used 
to train health professionals and to reflect on the 
nature of diseases. They also serve to illustrate 
the dynamics of decision-making, the evaluation 
of clinical practices, and above all, when errors 
are discussed, the impact of accidents or failures 
on people. The analysis of accidents, for the pur-
poses of clinical risk management, covers all 
these aspects and includes broader considerations 
regarding the reliability of the health system.

There are different techniques for analyzing 
cases in healthcare. In the United States, the most 
common technique is root cause analysis (RCA). 
This approach to case analysis, employed by the 
Joint Commission, is very thorough and inten-
sive, requires time and resources, and originated 
from the “Total Quality Management” approach 
to health safety. RCA is promoted and has been 
adopted in many countries, with results that do 
not always correspond to investment in time and 
resources [27].

For a wide range of reasons, the so-called 
London protocol [26] approach to system analy-
sis seems more convincing and, in fact, it has 
been translated into many languages and is 
widely used in health systems all around the 
world. The term “Root Cause Analysis,”, an anal-
ysis of the root cause, even if widespread, is mis-
leading because it implies the possibility of 
tracing the incident back to a single cause. Given 
the complexity of the healthcare world, this is 
very difficult because clinical practices are deter-
mined by many factors that interact at various 
levels. The performance outcome is therefore the 
result of a chain of failures instead of the evident 
consequence of a single root cause. An even more 
important objection to the use of the term “Root 
Cause Analysis” concerns the purpose of the 
investigation. The analysis of adverse events does 
not aim, in fact, to search for the cause but for the 
overall improvement of a system that has not 
been able to prevent the accident. Of course, it is 
necessary to understand what happened and why, 
if only to explain it to the patient and their family. 
If the purpose is to improve the safety of the sys-
tem, we must go beyond the cause and reflect on 

Table 11.3  Scheme of contributory factors

Contributory factor Description
Patient characteristics Conditions (complexity and 

seriousness)
Language and 
communication
Personality and social factors

Task/activity Design and structural clarity 
of the task/activity
Availability and use of 
procedures
Availability and accuracy of 
diagnostic test results
Support in decision-making

Human factors of the 
healthcare workers

Knowledge and skills
Competence
Physical and mental health

Team Verbal communication
Written communication
Supervision and help 
opportunities
Team structure 
(compatibility, consistency, 
leadership, etc.)

Technologies Involvement in selection and 
design
Equipment availability
Usability and reliability
Ordinary and extraordinary 
maintenance

Work environment Staffing and skills mix
Workloads and shift 
organization
Administrative and 
management support
Physical environment

Management and 
work organization

Financial resources and 
constraints
Organizational structure
Policies, standards, and 
objectives
Safety culture and priorities

Institutional context Economic and regulatory 
context
Health policy
Links with external 
organizations
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what the accident reveals about the holes and 
inadequacies of the system in which it occurred.

The incident is a window into the system, a 
breakdown [28] that allows us to grasp the 
dynamics which are impalpable when everything 
is going well: we speak therefore of “System 
analysis,” that is the analysis of interactions 
within the system in which the events took place. 
In this sense, the study of cases is not a retrospec-
tive search for the root cause, but an attempt to 
look to the future to prevent risks to patient safety. 
The root cause is not important because it con-
cerns the past, not the future and risk prevention 
activities. The shortcomings of the system 
revealed by the incident remain present until 
action is taken to remove them, after a careful 
analysis of the factors that contributed to them.

The London protocol is the model we have 
adopted for the analysis of cases of adverse 
events in the context of peer reviews, i.e., audits 
and mortality and morbidity reviews. The sources 
of information used to reconstruct the case are 
the spontaneous reports of the operators, the 
review of the clinical documentation, or the 
observations made in the field. The main ques-
tions that guide the analysis are:

	1.	 When did it happen? (timeline of events and 
consequences)

	2.	 What happened? (type of problem and clinical 
conditions)

	3.	 Why did it happen? (contributory and latent 
factors)

Although clinical documentation is an excel-
lent source for reconstructing the dynamics of 
accidents, interviews with the subjects involved 
in the management of the case under analysis are 
very important to piece together the reality of the 
situation because in official documents one 
sometimes tends to report only non-compromising 
information. In some cases, on-site observation 
can help to understand patient flows within the 
clinical context and critical interactions between 
professionals and technologies in the real 
environment.

Once the timeline of events has been recon-
structed, through the analysis of clinical docu-

mentations, interviews of people involved in the 
case and eventual on-site visits, we proceed to the 
identification of the type of care delivery prob-
lems and to the description of the factors that 
contributed to it.

Care delivery problems are actions, omis-
sions, or deviations in the diagnostic-therapeutic 
process that have direct or indirect effects on the 
quality of care. Some problems concern the mon-
itoring of the patient’s condition, the timing of 
the diagnosis, errors in the treatment, etc. Clinical 
conditions concern basic patient health status and 
the intrinsic risks of the treatments that contrib-
uted to the accident.

Factors that contribute to the event are the 
conditions in which the accident occurred, inher-
ited from previous decisions by the professionals 
who were acting in the place and at the time of 
the adverse event. Any combination of determi-
nants can contribute to a problem in care. Analysts 
must distinguish the factors relevant only to the 
particular instance from those that consistently 
appear in the operational context or throughout 
the entire organization. For example, there may 
be a communication problem between two doc-
tors that contributes to an adverse event. If this 
problem is not usual, it may not require further 
consideration, but the fact that it has been found 
indicates shortcomings in the system, which must 
be explored in order to find a solution and prevent 
the problem from invalidating the quality of com-
munication in critical situations.

The factors that have contributed to the 
adverse event are the target of improvement 
actions, which in some cases are instituted after a 
single accident, especially when the conse-
quences are very serious. To implement more 
extensive and costly interventions, it is necessary 
to collect a series of incidents to detect latent fac-
tors that require priority prevention measures. It 
is advisable to always provide indicators to assess 
over time the impact of the improvement actions 
undertaken.

In the Tuscan model, unlike the one proposed 
by Vincent and colleagues, the analysis of prob-
lem type and latent factors [27] takes place in the 
context of peer meetings with all the actors who 
have managed the case. In fact, the London pro-
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tocol requires one or more external analysts to 
reconstruct the case and analyze it with reference 
to clinical documentation, interviews with opera-
tors, and any observations made in the field. In 
the Tuscan model, on the other hand, the clini-
cians, with the help of an internal facilitator pre-
pared for this role, analyze the incidents in their 
own operational reality. This favors the develop-
ment of a shared perspective on problems and a 

commitment to promote and implement improve-
ment initiatives that arise from the analysis, in a 
more informal atmosphere and focused on indi-
vidual behaviors through the review of morbidity 
and mortality, a more profound and detailed way 
when conducting a significant event audit. 
Table 11.4 describes the different techniques of 
incident analysis included in the Tuscan model 
for patient safety management.

Table 11.4  Tuscan technical standard for patient safety incident analysis

SEA = Significant event audit
SEA is an interdisciplinary and interprofessional peer review method for the in-depth analysis of a single patient 
safety incident with the aim of identifying improvement actions that concern the different aspects of the system: 
technology, people, and organization. SEA is inspired by the London Protocol, which provides for the 
reconstruction of what happened and the circumstances in which the events occurred, the analysis of possible care 
delivery problems and contributing factors compared with the standards of good practice, the definition and 
implementation of possible improvement actions. The reconstruction of the chronology of the facts takes place 
through an individual or group structured dialogue with the operators of the service concerned, the revision of the 
clinical documentation, and the possible observation in the field of welfare practices. The analysis of the 
contributing factors and the proposal for possible improvement actions is the product of the group work generally 
coordinated by an expert facilitator, with the possible support of the staff from the trust patient safety unit.
SEA concludes with the preparation of an Alert Report, which includes:
 � 1. The summary description of the case examined
 � 2. The classification of the type of accident
 � 3. The classification of contributing factors and mitigating factors
 � 4. The standards and reference bibliography
 � 5. Any immediate corrective action to take care of patients and family members
 � 6. Any immediate corrective actions at organizational level to prevent the repetition of the event
 � 7. Any improvement actions, including quantitative or qualitative monitoring indicators
At SEA can participate external experts to support the analysis of the case and the definition of improvement 
actions. It is desirable to consider the involvement of patient, family members or representatives of patient 
associations in the discussion phase of the case and the presentation of the results, as required by the Ministry’s 
Guideline for the Management and Communication of Adverse Events and the Recommendation of the European 
Council on patient safety. The SEA is part of the continuous training plan and participation is part of the training 
obligations of health and social-health workers.
M&M = Review of mortality and morbidity
M&M is an interdisciplinary and interprofessional peer review method aimed at periodic analysis of critical clinical 
cases with the aim of identifying behaviors and practices that can improve criticality management and decrease risk 
levels. The M&M can be configured as a Review for Security, in which are faced problems of organizational type 
inside the service that can have repercussions on the safety of the patients, in particular in the structures that do not 
have functions of type clinical care. Cases or problems are selected by the FQS, taking into account the reports of 
the operators. The FQS prepares the review meeting by collecting the available documentation and company or 
literature standards related to the topics to be discussed in a group. At the end of the M&M, a summary report is 
prepared in which this information is traced: the title of the cases addressed, the brief description of what was 
analyzed, the reference bibliography, the number, names, profile, and organizational unit to which the participants. 
M&M is part of the continuous training plan and participation is part of the training obligations of health and 
social-health workers.
RCA = Root cause analysis
RCA is the structured method for in-depth analysis of sentinel events envisaged by the Ministry of Health under the 
SIMES protocol. The analysis modality foresees the same phases of the SEA, with the addition of the compilation 
of a standard questionnaire for the identification of at least one cause or contributing factor, from which must 
necessarily result a subsequent risk prevention action, subjected to monitoring by the Regional Center for Patient 
Safety and by the Ministry of Health. RCA is generally conducted by experts in risk management.
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11.5	 �Analysis of Systems 
and Processes Reliability

The analysis of the cases of adverse events can be 
illuminating, permitting the detection of deficien-
cies of the system and the creation of improve-
ment plans following a bottom-up approach. 
Once the systemic perspective is learned, we can 
also proceed by adopting a diametrically opposed 
approach to patient risk analysis. In other words, 
one can start from the analysis of diagnostic-
therapeutic processes instead of one or more 
cases of accidents that actually occurred, system-
atically examining the possibilities of failure, fol-
lowing the approach of Human and System 
Reliability Analysis—HRA [29].

HRA was defined as the application of relevant 
information to the behavioral characteristics of 
human beings and of systems to the design of 
objects, infrastructures, equipment, and environ-
ments used in places of life and work. HRA tech-
niques are used both in accident analysis and more 
generally in the analysis of organizational processes 
and have been used for over 50 years in high-risk 
industries and in the military sector. Of these, the 
most famous is Failure Modes and Effects Analysis 
(FMEA), which we will discuss later.

HRA techniques are applicable at all stages of 
the life cycle of a production process. The tech-
niques developed to predict in advance the pos-
sible failures of a system and the prevention and 
containment measures of damages have been 
associated in particular with the growth of the 
nuclear power industry [30]. To obtain the con-
sent of populations for the installation of nuclear 
power plants, the results of risk assessments 
made with HRA have been widely disseminated, 
in order to demonstrate the designers’ ability to 
anticipate risks and to reassure the inhabitants of 
areas near plants. This type of analysis involves 
the detailed specification of the characteristics of 
the processes, the quantification of probability 
and failure modes, the measurements of the pos-
sibility of different types of human error, and 
finally consideration of the effects resulting from 
all possible combinations of error and system 
failure, in order to obtain an overall assessment 
of system security.

Reality has shown on several occasions that 
this risk assessment method is not sufficient to 
guarantee the safety of high-risk production pro-
cesses and even less the safety of workers and 
inhabitants of areas near plants [31]. The com-
plexity of many safety-critical systems makes an 
a priori analysis of possible system failures and 
human errors impossible and unreliable. Despite 
this, it is considered useful to apply this type of 
healthcare technique to promote reflection among 
frontline operators before introducing technical 
or organizational innovation. For example, before 
introducing a new procedure, it is useful to reflect 
on the possible, critical aspects of the different 
phases of the procedure, or, in the case of techno-
logical innovation, back-up solutions can be pre-
pared to deal with any malfunctions of the 
instrument. Given the tendency towards 
improvization rather than planning in health 
practices, the use of HRA techniques can foster 
the development of systemic thinking aimed at 
anticipating risk situations and preparing opera-
tors to manage them to protect patients.

There are numerous risk prediction techniques 
that have been developed in the industry, in many 
cases for commercial purposes, without scientific 
validation or supporting publications. For those 
confronting this type of technique, difficulty 
arises from the use of various acronyms to name 
instruments that are often similar but originating 
in different environments, such as FMEA, PSA, 
PRA, SLIM, HEART, THERP, HAZOP, and 
other acronyms that in some cases are proprietary 
variants of the HRA approach [32].

Some techniques are primarily aimed towards 
the detailed description of a task or a sequence of 
technical actions. For example, in “hierarchical 
task analysis,” the activity is broken down into a 
series of tasks, sub-tasks, and operations, down 
to a considerable level of detail that can be useful 
to detect the risks of each individual operation, 
quantify and classify them, and to determine the 
security measures to be adopted to avoid failure 
of the task, while also taking into account situa-
tional and systemic factors.

The purpose of quantifying the risks is to 
develop probabilistic models that should allow us 
to predict errors and to estimate the probability of 
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system failure. Quantification is the most contro-
versial aspect of the HRA because assigning 
numerical values to uncertain events caused by 
multiple factors, i.e., the expected probability 
that an operator makes a mistake, is an enormous 
challenge from the scientific and the practical 
point of view. Quantification is often entrusted to 
the judgment of a group of experts and is not the 
fruit of rigorous observation of operational prac-
tices and of recording the frequency of actual 
errors. These techniques have a normative char-
acter in and of themselves, that is, they tend to 
describe activities as they should be and errors as 
can be expected on the basis of “a priori” knowl-
edge of the problems.

They are descriptions of synthetic and non-
analytical things, which therefore cannot take 
into account the complexity of the operations and 
the dynamic trend of practices at the sharp end. In 
healthcare, they have been successfully applied, 
especially in areas such as the blood transfusion 
sector that, due to the nature of the activities per-
formed, allow a detailed synthetic description 
and a precise guide to the application of 
procedures.

The technique of greatest interest to the 
health field is the “old” Failure Modes and 
Effects Analysis (FMEA). Many organizations 
that promote clinical risk management have pro-
posed its use to assess the risks linked with the 
various steps of a diagnostic-therapeutic process 
both proactively and reactively. The FMEA is 
a methodology that guides security officers in 
analyzing the criticality of a work-related pro-
cess and identifying possible improvement 
actions to reduce the risk of accidents. It is a 
prevention tool that identifies the weak areas 
of a process and develops improvement actions 
based on subjective judgments provided by the 
process stakeholders. The purpose of the analy-
sis is to understand the risks of a process, i.e., 
what could go wrong (failure mode) and what 
the possible consequences could be (failure 
effects), in order to make the process safer and 
more efficient.

Created in 1949 by the US military to deter-
mine the effects of system and equipment fail-
ures, it has been used by NASA since 1960 to 

predict bankruptcies, and to plan preventive mea-
sures and back-up systems for the Apollo space 
program [29]. Since then, the FMEA has been 
used in many safety-critical sectors such as the 
aerospace industry, industrial chemical pro-
cesses, nuclear and automotive.

FMEA is a particularly flexible and rather 
simple tool; for this reason, it is sometimes used, 
in reactive mode, in the analysis of cases together 
with the systemic model. It is predominantly 
used in a proactive manner, which requires 
accredited facilities to perform at least one analy-
sis with FMEA each year.

The application of FMEA in proactive mode 
involves the description of the steps in a process, 
failure modes (what could go wrong?), contribu-
tory factors (why should failure happen?), and 
effects of each failure (what could be the conse-
quences of any failure?).

The application of FMEA is divided into 
seven steps:

	1.	 Select a process to be evaluated with FMEA, 
bearing in mind that this technique works best 
for the analysis of linear processes that do not 
have many sub-processes. In the case of many 
sub-processes, it is advisable to apply the 
technique to each individual sub-process.

	2.	 Organize a multidisciplinary group with all 
the actors who have been involved in the pro-
cess being analyzed, some of whom may be 
included only for the part of the analysis that 
concerns them.

	3.	 Set a meeting to analyze the process starting 
with the description of steps in the process, 
trying to describe each phase in a detailed 
manner and without any bias.

	4.	 For each step of the process, list all the possi-
ble failure modes (FM), that is all that could 
go wrong, including rare and minor problems. 
Then proceed to identify the possible contrib-
utory factors and consequences of each failure 
mode.

	5.	 For each failure mode identified, have the 
group assign a numerical value on a scale 
from 1 to 10 for the frequency of the FM 
(where 1 represents a very low frequency and 
10 a very high one), the severity of the possi-
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ble consequences (where 1 represents a low 
severity and 10 a very high one) and the prob-
ability of identifying FM on the part of the 
operators (where 1 represents a high probabil-
ity of identification and 10 a low one).

	6.	 Calculate the Risk Priority Index (RPI) for 
each FM, taking the product of the frequency 
score (F), the severity score (S), and the prob-
ability of identifying the failure by the opera-
tors (I). The possible calculation results range 
from an RPI equal to 1 to an RPI equal to 
1000.

	7.	 Define improvement plans, starting from the 
FM that have accumulated a higher RPI score 
and therefore require priority interventions.

While defining the improvement plan, it is 
useful to keep in mind that if the FM has a high 
frequency it would be advisable to eliminate 
the contributory factors, or to add technological 
or organizational constraints, such as a proce-
dure that envisages an independent double con-
trol, so as to change the process and reduce the 
probability of failure. If, on the other hand, the 
failure mode is difficult to identify by the oper-
ators, it is necessary to increase its visibility, 
for example by an appropriate use of alarms or 
other warning systems, or by including a pas-
sage in a procedure that anticipates the event. 
Finally, if the failure mode can generate very 
serious consequences, it is necessary to draw up 
emergency plans to counteract a decay towards 
disaster or a repetition of the event at a short, 
temporal, and spatial distance in the same 
healthcare facility or in others of the same 
healthcare system.

11.6	 �An Integrated Vision 
of Patient Safety

Due to the limitation of resources available for 
health systems, in high-income as well as in low- 
and middle-income countries, risk assessment 
and the analysis of adverse events can ultimately 
contribute substantially to the reduction of waste 
and to the better use of human and technological 
resources. Many industries have learnt to renew 
their systems in the crisis, starting from the reduc-

tion of waste and the improvement of the reliabil-
ity of processes and products. Healthcare systems, 
in the same way, could emerge from any crisis 
disseminating the analysis and prevention of risks 
on the operational lines, with the active involve-
ment of all health professionals and, at the same 
time, by centralizing patient safety management 
to embed risk prevention in corporate strategies.

The connection between clinical risks and 
financial risks related to the direct and indirect 
costs of adverse events is an indispensable rea-
son for top management to act on patient 
safety, as highlighted by those institutions and 
insurance companies that reward health sys-
tems that do well and sanction those that fall 
short, with respect to value for patients as well 
as accountability of management and health 
professionals.

In conclusion, patient safety departments or 
units, clinicians, and citizens must make a com-
mon commitment to rethink and reorganize 
health services, to have the courage to change 
consolidated habits, and to finally replace the 
paternalism that has determined for centuries the 
doctor–patient relationship so that, under a ban-
ner of open and transparent communication 
around the risks and opportunities of every health 
service, they may walk together through the 
realm of uncertainty.
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