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1  �Emerging Trends and Pedagogies

Cross Reality (XR) refers to a group of emerging technologies such as virtual reality 
(VR), augmented reality (AR), and virtual worlds (VWs) that involve the use of 3D 
models/simulations across physical, virtual, and immersive platforms. The path to 
optimizing the use of XR in education is not always easy to navigate. However, with 
adequate support, XR has the potential to help faculty and students transcend the 
boundaries of the classroom by providing new types of environments for presenting 
and delivering instructional content and creating learning experiences with the 
power to develop unique communities of inquiry and practice.

Throughout this chapter, we will explore scenarios populated by a typical future 
student named Andi and share examples of her engagement with Cross Reality 
throughout her educational career. These scenarios are designed to illustrate what 
lies ahead in education, as these technologies become more and more ubiquitous, 
allowing students like Andi to move seamlessly within the Reality-Virtuality 
Continuum.
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1.1  �Definitions

For the purpose of this chapter, Cross Reality or XR refers to technologies and 
applications that involve combinations of mixed reality (MR), augmented reality 
(AR), virtual reality (VR), and virtual worlds (VWs). These are technologies that 
connect computer technology (such as informational overlays) to the physical world 
for the purposes of augmenting or extending experiences beyond the real. Especially 
relevant to the definition of XR is the fact that this term encompasses a wide range 
of options for delivering learning experiences, from minimal technology and epi-
sodic experiences to deep immersion and persistent platforms. The preponderance 
of different terms for slightly different technologies indicate that this is a growth 
area within the field. Here we provide a few definitions of these technologies.

MR—Mixed reality refers to a blend of technologies used to influence the human 
perception of an experience. Motion sensors, body tracking, and eye tracking inter-
play with overlaid technology to give a rich and full version of reality displayed to 
the user. For example, technology could add sound or additional graphics to an 
experience in real time. Examples include the Magic Leap One and Microsoft 
HoloLens 2.0. MR and XR are often used interchangeably.

AR—Augmented reality refers to technology systems that overlay information 
onto the real world, but the technology might not allow for real-time feedback. As 
such, AR experiences can move or animate, but they might not interact with changes 
in depth of view or external light conditions. Currently, AR is considered the first 
generation of the newer and more interactive MR experiences.

VR—Virtual reality, as a technological product, traces its history to approxi-
mately 1960 and tends to encompass user experiences that are visually and audito-
rily different from the real world. Indeed, the real world is often blocked from 
interacting with the virtual one. Headsets, headphones, haptics, and haptic clothing 
might purposely cut off all input except that which is virtual. In general, VR is a 
widely recognizable term, often found in gaming and workplace training, where 
learners need to be transported to a different time and place. VR experiences in 
STEM often consist of virtual labs or short virtual field trips.

VW—Virtual worlds are frequently considered a subset of VR with the differ-
ence that VWs are inherently social and collaborative; VWs frequently contain mul-
tiple simultaneous users, while VRs are often solo experiences. Another 
discrimination between virtual reality and virtual worlds is the persistence of the 
virtual space. VR tends to be episodic, with the learner in the virtual experience for 
a few minutes and the reality created within the experience ends when the learner 
experience ends. VWs are persistent in that the worlds continue to exist on computer 
servers whether or not there are active avatars within the virtual space (Bell 2008). 
This discrimination between VR and VW, however, is dissolving. VR experiences 
can be created to exist for days, and some users have been known to wear headsets 
for extended periods of time. Additionally, more and more VR experiences are 
being designed to be for game play, socialization, or mental relaxation. The IEEE 
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VR 2020 online conference and the Educators in VR International Summit 2020 
offered participants opportunities to experience conference presentations in virtual 
rooms as avatars while interacting with presenters and conference attendees (see 
Sect. 2.5 for more information).

Relevant to defining VWs, Correia et al. (2016) conducted a meta-analysis on the 
potential of using virtual worlds for learning and training (p. 407), while Mann et al. 
(2018) proposed a different definition of XR with variations of real and synthetic 
applications that make up their Multimediated Reality Continuum (p.  12), for 
another term. According to Mann et al. (2018, abstract), “As a new field of study, All 
Reality is multidisciplinary. We must consider not just the user, but also how the 
technology affects others, e.g. how its physical appearance affects social situations, 
and how sensor-based reality (e.g. wearable and implantable cameras in the smart 
city) affects privacy, security, and trust. All Reality includes Virtual Reality (VR), 
Augmented Reality (AR), X-Reality (XR), X-Y Reality (XYR), and Mixed, 
Mediated, etc. realities (MR).”

CVEs—Collaborative virtual environments are communication systems in which 
multiple interactants share the same three-dimensional digital space despite occu-
pying remote physical locations (Yee and Bailenson 2006).

Embodiment—Embodiment is defined by Lindgren and Johnson-Glenberg 
(2013) as the enactment of knowledge and concepts through the activity of our bod-
ies within an MR (mixed reality) and physical environment (p. 445). Embodiment 
can also be experienced as a suspension of disbelief while using avatars (digital 
individual representations) in a fully online virtual world. In fact, embodiment can 
be experienced as group phenomena that may lead to the development of communi-
ties of practice (CoP). Truman (2014) studied the relationship of embodiment in 
collaborative virtual environments (CVEs) and its reflexive properties of the pri-
mary avatar (learner/user) related to the theoretical framework of transdisciplinarity 
(p. 59). Attachment to avatars resulting in embodiment was not always found, sug-
gesting that some individuals may be incapable of embodied experience (Truman 
2014: 232).

The deeply immersive nature of some forms of XR has had a powerful effect in 
studies of multifaceted empathy. Manipulating the full environment around a 
learner, including sight, sound, smell, taste, pressure, heat, and texture promises to 
be significant in impact. “VR feels real, and its effects on us resemble the effects of 
real experiences. Consequently, a VR experience is often better understood not as a 
media experience, but as an actual experience, with the attendant results for our 
behavior” (Bailenson 2018: 46). Studies have shown that learners can quickly adopt 
an avatar as a personal representation of their own bodies; this effect is known as 
body transfer. When learners accept a digital object as a real object, the Proteus 
effect (Yee and Bailenson 2007) has been achieved, and manipulations of the digital 
object are biochemically accepted as real (Fox et al. 2016). Each of these defined 
forms of technology, MR, AR, VW, and XR, provides learners with real experiences.

Cross Reality (XR): Challenges and Opportunities Across the Spectrum
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1.2  �Key Trends

XR is becoming ubiquitous across society in domains such as entertainment, health-
care, government, military, education, and industry training for manufacturing and 
automation. Three key trends that are influencing the adoption of XR include:

	1.	 The entertainment sector’s leadership in promoting societal acceptance of 
immersive applications drive down the consumer costs for equipment used in 
virtual, mixed, and augmented reality. Examples include Nomadic that offers 
team-based, immersive gaming in a physical environment (Nomadic 2019) and 
The Void, created by the Walt Disney Company (Disney, 2019). When consum-
ers have access to trying XR applications in a rich-media context without having 
to buy first, it is predicted that accelerated adoption will occur for campus and 
home-based uses.

	2.	 Pervasive use of XR is leading to the creation of new forms of partnerships and 
the potential for mass collaboration. More sustainable open-source software 
communities are examples of collaborations that build ecosystems for virtual 
world platform development. University involvement in developing the XR eco-
system has been largely ad hoc. Potentially, if universities coordinate to design 
and develop communities of practice using XR, standards will develop faster for 
interoperability, building a robust ecosystem. The Advanced Distributed 
Learning (ADL) Initiative (2019), an organization of the US Department of 
Defense (DoD), provides analogous support for interoperability, reusability, 
open standards, and architecture. The most recent developments include the 
Total Learning Architecture (TLA) that includes the Competency Management 
System (CaSS), learner modeling for analytics development, e-learning stan-
dards, and the Sharable Content Object Reference Model (SCORM). DoD inno-
vations funded and supported by ADL must meet security requirements.

	3.	 The combination of sensors (Internet of Things), 2D virtual (web) environments, 
3D immersive environments, and virtual experiences is a global phenomenon 
representing massive, rapid change that will impact society. When Industry 4.0 
or the Fourth Industrial Revolution (4IR) combines with the third wave of the 
Internet (Internet of Everything), XR will be poised for ubiquitous use across 
society (Dindar et al. 2009: 34). The World Economic Forum identified 12 core 
areas that make up 4IR.  These are “big data, artificial intelligence (AI), and 
internet of things (IoT), virtual and augmented realities, additive manufacturing, 
blockchain and distributed ledger technology, advanced materials and nano-
materials, energy capture, storage and transmission, new computing technolo-
gies, biotechnologies, geoengineering, neurotechnology, and space technologies” 
(Lieu et al. 2018: 2753).

Taking these trends into consideration, the following section explores XR learner 
activities with respect to STEM content and instructional design.
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2  �Use of XR in 2026

During a 2018 X-FILEs Workshop, educators, researchers, and professionals gath-
ered to discuss and hypothesize about the future of XR within STEM higher educa-
tion. Ideas generated from this workshop formed the basis for this chapter.

2.1  �Content Presentation

Faculty and instructors typically think about instructional content to present, chunk, 
and sequence in their courses. Incorporating XR for graded assignments requires 
departmental and ideally institutional support to make the most of purchasing and 
design decisions. Appropriate XR applications can provide the foundations for new 
types of learning environments and experiences. XR can also bring users together 
creating new communities of inquiry and practice. With adequate support, XR can 
help users transcend the boundaries of classroom and web-based instruction. XR 
applications are discussed in this section in terms of the context of faculty demands 
and institutional resources based upon variables of size, staffing, need to scale, and 
emphasis on research focus. Taxonomies, toolkits, and means to obtain data valu-
able for creating baseline analytics using XR all support scholarship and research 
regardless of institution type.

2.1.1  �Opportunities

XR presents an opportunity for an entirely new approach to learning design that can 
leverage the principles of transmedia learning. Transmedia learning provides a 
guide for educational experiences in XR, primarily because it offers the learner a 
real or simulated world with extra layers of overlaid information. As the learner is 
often at the center of these XR experiences, transmedia learning builds upon creat-
ing stories across experiences and devices where the learner is the hero possessing 
self-determination and self-regulation. The use of game-based learning, serious 
games, and gamification is included under Raybourn’s (2018) transmedia learning 
framework, which provides heuristics for designing and personalizing transmedia 
learning. According to Raybourn (2018), “The transmedia learning framework 
(TLF) is meant to provide ways to think outside the box about learning, or what we 
normally consider education. The TLF is a way to employ new media in a way that 
is going to augment your learning experience, to include engaging yourself at the 
neurological level” (Raybourn 2018: 1).

Cross Reality (XR): Challenges and Opportunities Across the Spectrum
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2.1.2  �Challenges

Authoring 3D content has become easier, but is not easy enough for fast production 
by most users and especially faculty. Library leadership is needed to track 3D open 
educational resources and provide authority for managing data into existing infor-
mation schema and standards. Staff support for matchmaking of needs and content 
will require significant commitments of time to experiment and play with XR pos-
sibilities. Partnering with innovators on campus already doing XR can result in 
valuable informal professional development offerings that include panel discus-
sions, hands-on demos, and tracking of effective uses.

2.1.3  �Implementation Strategies

Instructors should be very clear about why they are selecting XR learner activities 
as opposed to other modes of teaching and learning. Apparent gains in learning, or 
increased learner preference, by utilizing XR can be attributed to the novelty effect 
(Clark 1985) if compared to non-robust, non-immersive learning choices. Aldrich 
(2009) suggests that higher interactive virtual environments (HIVE) do work as 
learning activities because immersive activities stimulate emotional involvement, 
which is necessary for learning to move from working memory to long-term memory.

2.1.4  �Research Questions

Future research relevant to content preparation in XR should address the following:

•	 What are the rights and ethical decisions that need to be made within organiza-
tions dedicated to XR development?

•	 How can common interface usage be created to apply to the design of XR experi-
ences? For example, Control-C means copy in multiple software programs.

•	 What heuristics can be developed to increase understanding and outcomes of 
which XR application is most appropriate for various learning situations?

•	 How can XR facilitate collaboration on distributed team-based projects that are 
part of real systems used in society?

•	 How can incorporation of XR augment tutoring, counseling, help desks, or other 
virtual interactions?
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2.2  �Interactions and Communications

2.2.1  �Opportunities

Some of the early evidence that interactions with XR applications are effective 
comes from corporate training (Maxwell and McLennan 2012), which suggests that 
adult learners experience enhanced transfer, possibly due to situated learning and 
because such training often has an immediate real-world application. This point 
should not be lost; Adult learners appear to be the first to have larger-scale learning 
success when focusing on the application of learning.

Collaborative virtual environments in the workplace allow for co-design and co-
development to embed scenarios or situational problem-solving questions into 
immersive 3D environments. Microsoft’s HoloLens 2 is innovating in the work-
place environment by bringing what they call “instinctual interaction” into XR use 
(Upload 2019). The company is currently expanding into the workforce market, 
hoping to tap up to two billion frontline workers with HoloLens (Weise 2019).

Researchers are still in the nascent stages of discovering how the power of XR 
can be optimized. While studies by Yee and Bailison and others have examined the 
role that XR activities can play in behavioral skills like eliminating negative stereo-
typing, fostering empathy, and increasing scientific inquiry thinking processes, 
research on the concept of mirror neurons as the conduit for behavioral skills is 
maturing past conceptual to actual stages (Rizzolatti and Craighero 2004; Fox et al. 
2016). Early data is pointing to the fact that the brain believes that XR activities 
really happen and as such, the internal biochemical changes of learning are the same 
as the real experience (Bailenson 2018). For example, XR can provide the benefits 
of field trips without requiring travel. Further XR ideas include: manipulating space 
and time; such as looking inside of a supernova; using expensive lab equipment at 
little cost; and scenarios as yet unimagined that are too dangerous or difficult. Thus 
XR can bring a new range of experiences to the learners of tomorrow.

For health, XR can also have a positive impact in the form of aiding cancer treat-
ments (Chirico et al. 2016). The arrival of the COVID-19 pandemic and the closing 
of contact sports are causing a rise in the use of eSports. If, following the mirror 
neuron research from Rizzolatti and Craighero (2004), the mind believes that what 
the eyes see is actually happening, it is logical to assume that engaging in eSports 
could have a positive impact on physical health. During eSports, the body is being 
flooded with the same biochemicals as traditional athletes. Increased physical health 
could be measured with two blood pressure tests, one at each end of an academic 
semester for eSports athletes.

Research findings on empathy studies using XR are mixed at this time. Herrera 
et al. (2018) found that there are positive long-term impacts via VR experience on 
the topic of homelessness. However, a VR experience with color-blindness resulted 
in no short-term empathy increases. In some cases, exposure to VR decreases empa-
thy. Companies like Equal Reality (https://equalreality.com/) are using virtual real-
ity for diversity training as a way to impact perspectives on privilege and power.

Cross Reality (XR): Challenges and Opportunities Across the Spectrum
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2.2.2  �Challenges

XR platforms also have significant accessibility concerns that need to be addressed 
with both hardware and software. Many experiences require full 360° movement 
and motion controller input and do not have any accessibility features built in to 
allow for a wider variety of users. There are a variety of ways that this affects users 
with a range of abilities (Ryan 2019). Opportunities to create compelling social XR 
applications are exciting but must not come at the cost of alienating users.

When we introduce multiple users into an XR experience, we introduce the pos-
sibility for a whole host of issues that are not encountered in single user educational 
experiences. We encounter significant issues related to safety, accessibility, and pri-
vacy that must be accounted for very early on in the design process of any multi-
user educational experience (Reilly et al. 2014).

When using existing social virtual reality experiences, female users reported 
struggling “in a social sense, dealing with strangers and encountering behaviors that 
they equated to real life scenarios where they had experienced harassing behavior. 
In the social VR worlds they visited, they encountered flirting, a lack of respect for 
personal boundaries, socially undesirable behavior and in the end, most were not 
interested in using these platforms to meet strangers” (Outlaw and Duckles 2017). 
The social problems we deal with in location-based educational environments fol-
low us into XR. Outlaw and Duckle’s study of women in social VR experiences 
highlights the issues of personal and social safety faced by those who experience a 
lack of social safety outside of VR. In VWs, the phenomenon known as griefing 
could negatively impact digital systems in the form of attacks that reduce digital 
commerce (Bakioglu 2009).

2.2.3  �Implementation Strategies

Educators should be looking for ways to leverage existing tools to create meaning-
ful interactions using XR technologies while continuing to explore new opportuni-
ties that have not yet been developed. “Remote real-time collaboration with 
socio-technical systems and dialogue tools aimed at promoting collaborative learn-
ing and deepening the space of debate and producing epistemic interactions is in the 
interest of designers, engineers and educators around the globe. This calls for 
enabling more platforms for real-time collaboration between teams and networks” 
(Wendrich et al. 2016). XR technologies will also provide new forms of leadership 
engagement between students, faculty, and institutions.

Using commercially available applications, like Altspace or Bigscreen, educa-
tors already have the opportunity to present more traditional digital content (video, 
photos, presentations, etc.) to students in an XR environment. Utilizing these types 
of systems allows for a low barrier to entry that requires minimal customization or 
onboarding. Educators can quickly adapt existing content to be used.

For universities that already have existing XR equipment, labs, and studios, there 
are great opportunities to invite students deeper into the design process and to create 
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collaborations with other universities so students can interact with other students 
who might have similar access. It should be a top priority for institutions with these 
resources to leverage them, in order for students to connect with their peers at other 
universities in XR experiences.

2.2.4  �Research Questions

Future research regarding interactions and discussions using XR should address the 
following:

•	 How can XR improve peer-to-peer learning?
•	 How do people construct their own virtual identity?
•	 How do XR technologies differ in their effectiveness for fostering meaningful 

discussions?
•	 What factors cause learners from different backgrounds to be inhibited in multi-

user XR experiences?

2.3  �Learner Activities with XR

Prior to 1910, STEM classes were taught primarily with direct instruction (Olson 
and Loucks-Horsley 2000). This started to change with John Dewey’s emphasis on 
active learning activities that occurred outdoors, outside the science classroom. 
Over time, however, STEM teachers wanted activities that would be active in cogni-
tive load but could also be done indoors to eliminate problems of weather, distance, 
and availability (Brown 2003). The space-era Commission on Science Education of 
1964 has strongly influenced STEM instruction for the past half-century by requir-
ing the inclusion of experiential learning approaches, known as laboratory courses 
(labs), in addition to rote learning of the scientific method (Livermore 1964). Virtual 
labs provide equal learning gains when compared to in-person labs (Faulconer and 
Gruss 2018). The emphasis in XR, however, is less on content knowledge and more 
on inquiry scientific thinking processes and behaviors and then collaborating and 
communicating. Consequently, VR, VW, AR, and all forms of XR have a history of 
providing the valid and immersive active learning activities required within STEM 
domains (Nelson and Ketelhut 2007).

2.3.1  �Opportunities

Designing with XR requires a fundamental shift to a Human-Centered Design phi-
losophy that involves putting human needs, capabilities, and behavior first (Jerald 
2018: 15). XR provides the opportunity to experience just-in-time immersive, expe-
riential learning that uses concrete yet exploratory experiences involving senses that 
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result in lasting memories. Here we discuss opportunities for social applications 
with XR.

XR learner activities are usually created for individual use, which may or may 
not need to be simultaneously experienced as a class together at the same time or 
place with the instructor. Activities can be designed into instruction with VR head-
sets, high-resolution screens, smartphones, or other solo technological devices for 
use inside and outside of the classroom. Feedback is also often individualized 
(Lynch and Ghergulescu 2017). Multiple characteristics contribute to the growing 
ubiquity of XR.

STEM XR learner activities often have these characteristics:

•	 Decreased danger to learners, increased respect for the environment, and replica-
bility—chemicals and radiation are virtual and can be used indefinitely (Faulconer 
and Gruss 2018). Inside VR, “mistakes are free” (Bailenson 2018: 24). In virtual 
reality, chemicals can be mixed in the wrong order and cleaned up just by press-
ing a recycle button (Faulconer and Gruss 2018). Surgical emergencies can be 
practiced with no ill effects upon real patients (Health Scholars n.d.).

•	 No limits to time or space—learners can control time within a biological system 
(Clark 2009), or learners can go to the International Space Station. There can be 
full instructor control of the virtual experience, important when engaging in dan-
gerous or trauma-replicating activities (Bailenson 2018). XR has the power to 
make difficult science concepts to learn easier by “making the unseen seen” 
(Potkonjak et al. 2016: 4).

•	 Increased respect for learner ethics and accessibility needs—virtual dissections 
reduce need for organisms, and text and sound can be added as layers of addi-
tional information, that information can be more thorough upon demand, and XR 
resources paused, reset, and can be available anytime (Lynch and Ghergulescu 
2017).

•	 Decreased cost due to low maintenance and the ability to easily replicate the 
experience for more learners (Faulconer and Gruss 2018).

Some published examples of the use in XR learner activities within STEM 
include:

•	 Genome Island within the VW Second Life provides asynchronous learning 
experiences where time can be accelerated and multiple generations of organ-
isms can be studied within a few minutes (Clark 2009).

•	 Labster provides virtual labs that go beyond simple bench work and include nar-
ratives that show the role of collecting samples, safety protocols, and analyzing 
results (Pate 2020).

•	 Arizona State University partnered with Smart Sparrow to make “immersive, 
interactive virtual field trips” (Mead et al. 2019: 2) that allow for instantaneous 
movement around a constructed paleoenvironment.

•	 Functional analysis of historic architectural structures to understand engineering 
innovation of buildings. Notre Dame is an example (CBS Interactive Inc. 2019).
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•	 Learners can construct their own representation of their knowledge. The app Orb 
uses AR to allow students to create simple 3D objects that appear in real space 
(Donally 2018).

•	 Restivo et al. (2014) found that the use of AR in teaching direct current circuits 
allowed learners to have the ability to overlay real-world and real-time lab 
experiences.

2.3.2  �Challenges

The technological challenges of the use of XR in learner activities should be 
acknowledged. There will always be first-use hesitation from learners, and they may 
tend to prefer more traditional activities until the newer technological interface 
becomes intuitive (Waldner et al. 2006). VR head-mounted displays can be burden-
some with tethering cables and tight-fitting headsets, and if technology is shared or 
passed from learner to learner, there are the added challenges of the sharing of 
germs and body moisture. Further developments already coming in VR equipment 
include the use of temperature, pressure, and scent which can potentially disturb the 
learner. Bailenson aptly identifies the VR dangers of poor behavioral modeling, 
simulator sickness, eyestrain, and reality blurring (2018). VW can be addictive and 
can contain significant non-educational activities not suitable for young learners. 
AR can cause distractions if used walking down the street or while driving.

XR learner activities should be designed to increase accessibility to all learners 
by utilizing the XR strengths of multi-layered information display. However, some 
learners will be held back from full XR activity by visual, physical, and social abili-
ties such as stroke, vertigo, epilepsy, or age-related reaction time. It should also be 
noted that the encompassing nature of VR headsets might create some discomfort or 
danger for any learners as they can no longer fully see and control their body and 
body space.

Keeping young learners focused while using technology can be a challenge. 
Tallyn et al. (2005) found that AR could bring media-based learning to life when 
used in concert with paper-based learning as an instructional theme through a learn-
ing experience. Learners focused on working through a worksheet or workbook 
could reap the benefits of AR while not going off-track with their learning.

2.3.3  �Implementation Strategies

Combining VR applications such as virtual worlds with other XR applications can 
serve as a multiplier effect for research where communities of practice span across 
international boundaries. User support communities are robust in the virtual worlds 
of Second Life and OpenSimulator where institutional representation often occurs 
at the grassroots level. Immersive conferences such as the Virtual Worlds Best 
Practices in Education and the OpenSimulator Community Conference enable 
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sharing of R&D across XR applications. Network members in organizations such as 
the Immersive Learning Research Network and Educators in VR overlap the disci-
plines of education, technology, and industry in order to further the research-based 
effective application of XR technologies.

Examining how augmented reality and virtual reality social systems differ, how 
they may become blended, and the necessary design considerations, we can see how 
as these technologies converge there will be new possibilities for exploration and 
collaboration (Miller et  al. 2019). Already there are social XR platforms, like 
AltspaceVR and Bigscreen, that allow users with access to a variety of XR devices 
to share virtual spaces and content from their own devices with each other.

In juxtaposition to the experiences of users in 3D worlds using 2D screen, or 
those using video-based telepresence systems, XR social platforms allow for users 
to feel as if their “virtual self is experienced as the actual self” (Aymerich-Franch 
et al. 2012). This sense of social presence (Oh et al. 2018) offers new areas of explo-
ration for users of this technology. We can now consider not just adapting existing 
educational content, but conceiving of entirely new ways of educating that leverage 
an embodied experience and allow for a huge range of augmentation.

The affordances of XR environments include opportunities for geographically 
dispersed learners to learn in an environment similar to their traditional classrooms 
without forfeiting the ability to learn at their own pace and in their own time zone 
(Olasoji and Henderson-Begg 2010). Computer-supported collaborative work 
(CSCW) or team-based projects involve looking at the individual and collaborative 
potentials based on individual and shared contributions. Ward and Sonneborn 
(2009) note that methods of assessing creative problem-solving in groups will need 
to include measures of how people personalize their learner group contributions and 
the effect that such individualized collaboration has on the quantity and quality of 
ideas produced.

2.3.4  �Research Questions

Future research in learner activities using XR should include:

•	 What learner activities in XR are active learning approaches, as opposed to pas-
sive approaches?

•	 How are learner activities in XR fostering critical STEM skills including inquiry, 
empathy, collaboration, and communication?

•	 How do XR learning activities impact human physiological and anatomical 
structures of the brain, such as for improving self-regulated learning with bio-
feedback from usage of wearables tracked by avatars?

•	 How can XR learning activities foster play as a foundation for learning?
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2.4  �Assessment

2.4.1  �Opportunities

The immersive nature of XR has the potential to provide engaging assessment expe-
riences that represent real-world activities more accurately than traditional paper 
and pencil measures. Still, assessment of learning in virtual environments typically 
employs the use of external instruments that are administered outside of the virtual 
experience. This review examined the literature related to the types of assessments 
used in the context of XR, with a focus on methods for assessing skills, evaluating 
work products and performance, and analyzing log files.

Conventional assessments, such as pre and post, multiple-choice items, short 
answer items, and open-ended questions, are frequently used to assess the effective-
ness of learning in a virtual environment. Ketelhut et al. (2006) created a pre-post, 
self-designed content test to assess knowledge of science inquiry and process skills 
during an investigation of a science curriculum, implemented through a virtual 
environment called River City. Labster’s HMD and desktop VR lab experiments 
include embedded multiple-choice questions and a point system to track students’ 
scores as they progress through experiments. Metrics, such as assessing the number 
of questions asked in a lab experience within and without a pre-lab XR experience, 
offer additional possibilities for collecting performance measures.

In contrast, evaluating learner-created work products developed directly within 
immersive virtual environments provides opportunities for assessing authentic 

Since her earliest school years, Andi has been going on virtual field trips that 
utilize basic VR headsets in the classroom and immersive rooms at museums. 
Her initial experiences involved little interaction and were more look-and-see 
experiences, such as taking a field trip to the Great Wall of China while using 
a VR headset. Gradually, Andi’s teachers added interactive experiences dur-
ing which Andi learned to navigate controllers to draw, assemble, and bounce 
virtual objects in small group activities with her classmates. By middle school, 
Andi was a confident presenter in virtual reality platforms and often played 
social VR games outside of school. In 6th grade, Andi wrote a report on her 
virtual visit to Mars, ending with her resolution to become an astronaut.

In high school, Andi enjoyed participating in eSports and played on an 
all-female team with the potential to win $30,000 in college scholarships. She 
also engaged in weekend virtual science workshops on biofuel creation spon-
sored by corporations looking to increase students’ scientific collaboration 
skills of observation, cause-and-effect monitoring, and communication of 
results. Andi regularly joined virtual check-ins with scientists at international 
museums and connected virtually with astronauts at the National Aeronautics 
and Space Administration and the International Space Station.
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learner performance. Rose (1995) leveraged the psychological theories of informa-
tion processing and constructivism to identify specific approaches for measuring 
learning in VR that included performance tasks, such as world building, problem-
solving, and the evaluation of the quality of final products. Olasoji and Henderson-
Begg (2010) studied a Second Life course that required learners to produce a 
summative assessment containing a scientifically accurate depiction of a biological 
molecule or bioinformatic concept. Work products such as these can be evaluated to 
produce data concerning the learner’s performance through a rubric, a scoring 
guide, or an automated scoring procedure (Mislevy et al. 2017).

The Virtual Performance Assessment (VPA) Project, created by the Harvard 
Graduate School of Education, is an open-ended 3D immersive virtual environment 
designed for performance assessments of science inquiry skills in multiple virtual 
scenarios. Students engage in authentic inquiry activities and solve scientific prob-
lems by navigating around the virtual environment as avatars, making observations, 
interacting with non-player characters (NPCs), gathering data, and conducting labo-
ratory experiments (Baker and Clarke-Midura 2013). VPA enables the automated 
and non-intrusive collection of process data (event logs or logged actions and 
behaviors) and product data (students’ final claims), facilitating the capture and 
assessment of science inquiry in situ (Jiang et al. 2015). These examples represent 
advancements toward relevant methods for assessing learning within virtual settings.

A frontier of educational assessment is the development of automated methods 
of evaluating log files, through which cognitively meaningful patterns and features 
of work are detected and characterized as observations (Mislevy et al. 2017). The 
dynamic nature of the computer system allows recording of learner interactions and 
data gathering in the background as the learner moves through an XR experience 
(Rose 1995). Log file analysis of this type of data is often referred to as stealth 
assessment, which has been used to measure problem-solving and spatial skills 
(Shute et al. 2015), assess causal reasoning in the World of Goo (Shute and Kim 
2011), and assess systems thinking in Taig Park (Shute et al. 2010). An advantage 
of stealth assessments is that data can be collected without disrupting learner flow 
within the XR experience (Shute et al. 2015).

2.4.2  �Challenges

Assessments in XR present several challenges that can impact the integrity of the 
inferences that can be made from results. Examples include interference due to 
headset discomfort, lack of familiarity with navigating the virtual world, and gaps 
in alignment between the assessment method and the content being assessed. 
Construct-irrelevant variance caused by distractions in the virtual environment can 
negatively influence learner behavior. In multi-user environments, issues around 
trust, security, and identity can arise, given that users can create multiple accounts 
and avatars (Warburton 2009).

In the context of stealth assessments, the complexity of log file coding schemes 
can make analysis difficult, while a lack of aligned external validation instruments 
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can pose additional reliability challenges (Wang et al. 2015). According to Wang 
et al., “If a researcher wants to create stealth assessments within an existing com-
mercial game, the first step is to make sure that either the coding in the log files is 
simple enough to understand, or the coding scheme is available from the game 
developer so that changes can be made to the information that is being captured” 
(2015: 5). It is important to note that not every logged interaction or tracked gaze 
represents evidence of learning. Validating accurate scoring systems for virtual 
activities that have the ability to predict performance in real-world settings presents 
a formidable challenge for XR assessment developers.

2.4.3  �Implementation Strategies

Implementing assessments that have the capacity to elicit evidence of what learners 
know and can do requires close alignment between learner interactions and the 
expected outcomes (Code et al. 2012). By leveraging the power of evidence-centered 
design (ECD) (Mislevy and Haertel 2006), assessment developers can create an 
evidentiary assessment argument supported by a conceptual assessment framework 
that includes task specifications, evaluation procedures, and measurement models. 
In a virtual environment, provisions for accommodations and the use of the princi-
ples of universal design for learning (UDL) are critical for ensuring accessibility 
and equity during assessment implementation.

2.4.4  �Research Questions

Overall, the development of reliable assessment methods within XR is still in the 
early stages. Future research is needed to examine the following research questions:

•	 What indicators will inform whether contextual learning using XR is connected 
to curriculum alignment?

•	 What are the most effective and useful means of tracking competency for various 
skills?

•	 What is the efficacy of novel forms of assessment within XR?
•	 How can learning and performance be accurately assessed in XR environments?
•	 What methods of assessment are possible in XR environments?

2.5  �Co-curricular Activities 

Here we explore the experience of learners in the context of academic endeavors 
beyond classroom interactions that include socialization, employment, and respon-
sibilities that provide opportunities, challenges, and potential for future research 
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using XR. Testing and adoption of commercial XR applications by learners enables 
instructors to harness new data that is useful for providing analytics of learner per-
formance while supporting motivation to engage in STEM. The National Academies 
of Sciences, Engineering, and Medicine (2016: 95) reported that the use of co-
curricular programming can affirm students’ self-perceptions of competence to 
mitigate impacts of a stigmatizing STEM academic culture.

2.5.1  �Opportunities

The pervasive use of XR is leading to the creation of new forms of partnerships and 
the potential for mass collaboration. More sustainable open-source software com-
munities are examples of collaborations that build ecosystems for virtual world plat-

To mitigate safety risks during Andi’s first XR experiences, her teachers lim-
ited the viewing to under 2 min. Teacher assistants served as spotters, and the 
space for engaging with the hardware was cleared of hard surfaces. Alternative 
experiences were set up in 2D for any learner.

One of Andi’s teachers wisely included safety precautions in her XR 
choices and picked a platform where the students were not tracked and did not 
need to log-in with authentic credentials. When the learner’s session ends, the 
entire session is deleted from the host’s servers. At the high school computer 
lab, the instructional technology specialists set up all of the VR devices to be 
controlled and monitored from a main station and ensured that devices could 
not be accessed outside of the school network without specific teacher permis-
sion. Andi’s instructors selected learning experiences where teleportation 
was used rather than abrupt motion, to reduce incidences of motion 
sickness.

Routinely, XR devices were disinfected daily during the school year. 
Learners were taught to wipe down the headset and controllers before using 
them. All parents were informed of the planned instructional use of XR through 
the year, and opt-in signatures were requested.

Andi’s early choices within XR environments were limited to looking at a 
spot, clicking on something, a small range of “right click” alternative choices, 
and click and drag. As she gained confidence, she navigated multiple screens 
(e.g., in XR and in browser) at the same time, learned fly commands, com-
bined virtual objects, and panned around 3D depictions. Due to products like 
Unity and other 3D content creators, Andi was able to create unique XR expe-
riences with new textures and objects. Her instructors used her content cre-
ations within XR as evidence of learning, rather than relying on traditional 
forms of assessment outside of XR.
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form development. Further expansion of these collaborations is recommended to 
advance the field of XR.

Obtaining value from the use of XR applications requires new interdisciplinary 
collaboration across departments, campuses, and partnerships with industry to man-
age complexity in pursuit of improved learning outcomes. Virginia Tech created a 
report for envisioning the campus of the future where organization and reorganiza-
tion will be required among stakeholders including the greater community to fuse 
intellectual and co-curricular life as Human-Centered Smart Environments (HCSE). 
Figure 1 illustrates a vision for technology-enabled, interdisciplinary participation 
in societal needs that create new forms of learning opportunities. The emphasis in 
this diagram is that collaboration from multiple sources is necessary in human-
centered environments. This collaboration needs to be made and remade in succes-
sive cycles in order for the positive impacts to be effective. For example, maker-spaces 
and research efforts on college campuses need to collaborate with industry to make 
the results widely available.

Virginia Tech’s HCSE plans include Living Laboratories that are “... experiential 
environments wherein students and researchers can engage in learning, discovery, 
and innovation through interactions with real-world systems and communities. 
Living labs incorporate ‘smart’ autonomous systems that range from furniture and 
wearable technology to buildings and the surrounding landscape. These systems 
will assist humans in multiple ways that include supporting wellness, collaboration, 
solitude, inspiration, and disruption” (Hundley 2016: 11). The Virginia Tech HCSE 

Fig. 1  Hundley (2016: 8) integrated innovation hubs
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model represents the framework for a type of immersive, digital learning commons 
that can incorporate existing instructional and information software systems, 
designed for the most common XR applications used across the institution.

2.5.2  �Challenges

The field of XR is in need of the creation of standards and norms for implementing 
technologies in educational settings, which could provide support for and accelerate 
their adoption by higher education institutions. XR applications currently do not 
have universal standards that enable interoperability and seamless integration into 
existing software. Professional associations such as the IEEE’s IC Industry 
Consortium on Learning Engineering (ICICLE) (https://www.ieeeicicle.org/) XR 
working groups (https://www.ieeeicicle.org/xreality-sig) are investigating how to 
make the user experience more seamless and transparent. Potentially, if universities 
coordinate to design and develop communities of practice using XR, standards will 
develop faster for interoperability, building a robust ecosystem. The pervasive use 
of XR is leading to the creation of new forms of partnerships and the potential for 
mass collaboration. More sustainable open-source software communities are exam-
ples of collaborations that build ecosystems for virtual world platform development. 
Further expansion of these collaborations is recommended to advance the field of XR.

2.5.3  �Implementation Strategies

Recommendations for higher education institutions and faculty seeking to advance 
the use of XR in co-curricular instruction include:

•	 Promoting interdisciplinary connections (ways to encourage and support differ-
ent ways/lenses of looking at issues or problems) such as learner-produced con-
tent and authoring. Examples of this approach include student hackathon events 
and leadership engagement with clubs and organizations.

•	 Expanding access to virtual internships and field trips.
•	 Broadening collaborations across academics, industry, and community (making 

connections) including collaborating with the military for bootstrapping research 
and development.

•	 Increasing access to industry and government facilities and tools using XR.
•	 Creating standards and norms to support implementation.

During the COVID-19 pandemic, educational institutions of all sizes imple-
mented XR as a social connection strategy. Platforms such as Discord, Mozilla 
Hubs, AltspaceVR, and VirBELA which were previously used only for co-curricu-
lar meetings and game spaces became more popular. The power of these platforms 
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was leveraged to conduct virtual global conferences, such as the Immersive Learning 
Research Network 2020 Conference, the IEEE VR 2020 Conference, and the 
Educators in VR 2020 Conferences. These events engaged thousands of students, 
educators, and industry practitioners from around the world in virtual convenings 
that demonstrated how XR resources can be used for the purpose of sharing knowl-
edge and professional networking, when traditional conference formats are 
impossible.

2.5.4  �Research Questions

Recommendations for areas of future research related to co-curricular XR include 
the following research questions:

•	 What are the mental, physical, and neurological effects of using XR technology 
on the learner for various durations (including long-term)?

•	 Which XR learning activities increase time on learning tasks?
•	 How can the effective use of XR technologies improve collaboration practices 

for transdisciplinary scholarship and research?
•	 How does XR support improvement among individuals and teams, especially at 

a distance?
•	 How do institutions leverage XR to create communities of practice to promote 

cross-institutional, cross-industry, and cross-domain collaboration of R&D?

As a college senior, Andi has experienced several courses in virtual worlds 
and designed her dorm room using the Walmart AR app to make furniture 
choices. Training for her current job has included virtual simulations that 
address complex problems through global collaborations and negotiations 
among individuals and large groups in virtual settings. She regularly attends 
virtual conferences that connect her with thousands of attendees in virtual 
spaces, such as Altspace, Mozilla Hubs, and VirBELA. Utilizing industry and 
media contacts, Andi can include any of her family and friends in XR activi-
ties because she can find XR resources that work for a range of ages and abili-
ties. Many XR experiences have text, as well as icon labels so that Andi can 
engage with learners that need language-flexible choices. Andi’s father often 
engages in VR training before he visits a new building site, while her mother 
uses XR training to practice empathy skills with her fellow emergency medi-
cal technicians. For Andi and her family, XR has become a common part of 
daily life.
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3  �Conclusions

As posited in the chapter introduction, the influence of the entertainment sector, new 
collaborations between technology and business, and the ubiquity of the Internet of 
Things all indicate that the required technology for XR might already be in American 
homes, classrooms, and workplaces in the form of smartphones, computers, or 
game systems. “VR alone is expected to reach $60 billion in 2020” (Bailenson 
2018: 9), and AR is expected to reach $60 billion in 2020 (Porter and Heppelmann 
2017). With the COVID-19 pandemic, institutions of all sizes are considering the 
incorporation of XR experiences.

In conclusion, while there are many opportunities for students and faculty who 
are able to leverage the benefits of XR to enhance coursework, a variety of obstacles 
may hinder scaling. Optimizing the use of XR in higher education requires the sup-
port and resources of an interdisciplinary community of committed professionals 
from education, government, and industry who will work together with researchers 
to overcome the existing challenges that limit adoption. The development of com-
mon standards could advance this effort. There is also a need to invest in future 
research regarding the implementation and the assessment of the effectiveness of 
XR on learning. Technological and practical solutions are possible through the col-
laboration of experts and the financial investment for research in this field.

References

Advanced Distributed Learning Initiative (2019) About. https://www.adlnet.gov/about
Aldrich C (2009) Learning online with games, simulations, and virtual worlds. Jossey-Bass, San 

Francisco
Aymerich-Franch L, Karutz C, Bailenson JN (2012) Effects of facial and voice similarity on pres-

ence in a public speaking virtual environment. In: Proceedings of the international society for 
presence research annual conference, Philadelphia

Bailenson J (2018) Experience on demand: what virtual reality is, how it works, and what it can 
do. W. W. Norton & Company, New York

Baker RSJD, Clarke-Midura J (2013) Predicting successful inquiry learning in a virtual perfor-
mance assessment for science. In: Carberry S, Weibelzahl S, Micarelli A, Semeraro G (eds) 
User modeling, adaptation, and personalization. UMAP 2013. Lecture notes in computer sci-
ence, vol 7899. Springer, Berlin, Heidelberg

Bakioglu BS (2009) Spectacular interventions of second life: goon culture, griefing, and disruption 
in virtual spaces. J Virtual Worlds Res 1(3)

Bell MW (2008) Toward a definition of “virtual worlds”. J Virtual Worlds Res 1(1)
Brown F (2003) Inquiry learning: teaching for conceptual change in EE. Green Teach 71:31–33
CBS Interactive, Inc. (2019, 17 April) Video game “Assassin’s Creed” could play a role in Notre 

Dame Cathedral’s restoration. https://www.cbsnews.com/news/notre-dame-cathedral-fire- 
video-game-assassins-creed-could-help-in-its-restoration/

Chirico A, Lucidi F, De Laurentiis M, Milanese C, Napoli A, Giordano A (2016) Virtual reality in 
health system: beyond entertainment. A mini-review on the efficacy of VR during cancer treat-
ment. J Cell Physiol 231(2):275–287

C. Ziker et al.

https://www.adlnet.gov/about
https://www.cbsnews.com/news/notre-dame-cathedral-fire-video-game-assassins-creed-could-help-in-its-restoration/
https://www.cbsnews.com/news/notre-dame-cathedral-fire-video-game-assassins-creed-could-help-in-its-restoration/


75

Clark RE (1985) Evidence for confounding in computer-based instruction studies: analyzing the 
meta-analyses. ECTJ 33(4):249–262

Clark MA (2009) Genome Island: a virtual science environment in Second Life. Innov J Online 
Educ 5(6)

Code J, Clarke-Midura J, Zap N, Dede C (2012) Virtual performance assessment in immersive 
virtual environments. In: Wang H (ed) Interactivity in e-learning: cases and frameworks. IGI 
Publishing, New York, pp 230–252

Correia A, Fonseca B, Paredes H, Martins P, Morgado L (2016) Computer-simulated 3D virtual 
environments in collaborative learning and training: meta-review, refinement, and roadmap. In: 
Sivan Y (ed) Handbook on 3D3C platforms. Springer International Publishing, Cham, pp 403–
440. https://doi.org/10.1007/978-3-319-22041-3_15

Dindar N, Balkesen Ç, Kromwijk K, Tatbul N (2009) Event processing support for cross-reality 
environments. IEEE Pervasive Comput 8(3):34. https://ieeexplore.ieee.org/stamp/stamp.
jsp?arnumber=5165558

Donally J (2018) Learning transported. Augmented, virtual, and mixed reality for all classrooms. 
International Society for Technology in Education, Portland

Faulconer E, Gruss A (2018) A review to weigh the pros and cons of online, remote, and dis-
tance science laboratory experiences. Int Rev Res Open Distrib Learn 19(2). https://doi.
org/10.19173/irrodl.v19i2.3386

Fox NA, Bakermans-Kranenburg MJ, Yoo KH, Bowman LC, Cannon EN, Vanderwert RE et al 
(2016) Assessing human mirror activity with EEG Mu rhythm: a meta-analysis. Psychol Bull 
142(3):291–313. https://doi.org/10.1037/bul0000031

Health Scholars (n.d.) Fire in the ORTM Virtual Reality Simulation | Medical Training For Surgical 
Fires. https://www.youtube.com/watch?v=10Ke4kDSpGM&feature=youtu.be

Herrera F, Bailenson J, Weisz E, Ogle E, Zaki J (2018) Building long-term empathy: a large-scale 
comparison of traditional and virtual reality perspective-taking. PLoS One 13(10):e0204494. 
https://doi.org/10.1371/journal.pone.0204494

Hundley M (2016) Envisioning the campus of the future. https://vtechworks.lib.vt.edu/bit-
stream/handle/10919/79636/BBenvisioning-the-campus-of-the-future-committee-report.
pdf?sequence=1

Jerald J (2018) Human-centered VR design: five essentials every engineer needs to know. IEEE 
Comput Graph Appl 38(2):15–21

Jiang Y, Paquette L, Baker R, Clarke-Midura J (2015) Comparing novice and experienced students 
in virtual performance assessments. In: Proceedings of the 8th international conference on 
educational data mining, Madrid, 26–29 June

Ketelhut DJ, Dede C, Clarke J, Nelson B (2006) A multi-user virtual environment for building 
higher order inquiry skills in science. In: Annual conference of the American educational 
research association, San Francisco

Lieu TTB, Duc NH, Gleason NW, Hai DT, Tam ND (2018) Approaches in developing undergradu-
ate IT engineering curriculum for the fourth industrial revolution in Malaysia and Vietnam

Lindgren R, Johnson-Glenberg M (2013) Emboldened by embodiment: six precepts for research 
on embodied learning and mixed reality. Educ Res 42(8):445–452

Livermore AH (1964) The process approach of the AAAS commission on science education. J Res 
Sci Teach 2(4):271–282. https://doi.org/10.1002/tea.3660020403

Lynch T, Ghergulescu I (2017, March) Review of virtual labs as the emerging technologies for 
teaching STEM subjects. In: INTED2017 Proc. 11th Int. Technol. Educ. Dev. Conf. 6-8 March 
Valencia Spain, pp 6082–6091

Mann S, Havens JC, Iorio J, Yuan Y, Furness T (2018) All reality: values, taxonomy, and con-
tinuum, for virtual, augmented, eXtended/MiXed (X), Mediated (X, Y), and multimediated 
reality/intelligence. http://wearcam.org/all.pdf

Maxwell D, McLennan K (2012) Case study: leveraging government and academic partnerships in 
MOSES (Military Open Simulator [Virtual World] Enterprise Strategy). In: Amiel T, Wilson B 
(eds) Proceedings of EdMedia 2012—world conference on educational media and technology. 

Cross Reality (XR): Challenges and Opportunities Across the Spectrum

https://doi.org/10.1007/978-3-319-22041-3_15
https://ieeexplore.ieee.org/stamp/stamp.jsp?arnumber=5165558
https://ieeexplore.ieee.org/stamp/stamp.jsp?arnumber=5165558
https://doi.org/10.19173/irrodl.v19i2.3386
https://doi.org/10.19173/irrodl.v19i2.3386
https://doi.org/10.1037/bul0000031
https://www.youtube.com/watch?v=10Ke4kDSpGM&feature=youtu.be
https://doi.org/10.1371/journal.pone.0204494
https://vtechworks.lib.vt.edu/bitstream/handle/10919/79636/BBenvisioning-the-campus-of-the-future-committee-report.pdf?sequence=1
https://vtechworks.lib.vt.edu/bitstream/handle/10919/79636/BBenvisioning-the-campus-of-the-future-committee-report.pdf?sequence=1
https://vtechworks.lib.vt.edu/bitstream/handle/10919/79636/BBenvisioning-the-campus-of-the-future-committee-report.pdf?sequence=1
https://doi.org/10.1002/tea.3660020403
http://wearcam.org/all.pdf


76

Association for the Advancement of Computing in Education (AACE), Denver, pp 1604–1616. 
https://www.learntechlib.org/primary/p/40960/

Mead C, Buxner S, Bruce G, Taylor W, Semken S, Anbar AD (2019) Immersive, interactive virtual 
field trips promote science learning. J Geosci Educ 67(2):131–142

Miller MR, Jun H, Herrera F, Yu Villa J, Welch G, Bailenson J (2019) Social interaction in aug-
mented reality. PLoS One 14(5):e0216290. https://doi.org/10.1371/journal.pone.0216290. 
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0216290

Mislevy RJ, Haertel GD (2006) Implications of evidence-centered design for educational testing. 
Educ Meas Issues Pract 25(4):6–20

Mislevy RJ, Haertel GD, Riconscente MM, Rutstein D, Ziker C (2017) Assessing model-based 
reasoning using evidence-centered design: a suite of research-based design patterns. Springer, 
New York. https://www.springer.com/us/book/9783319522456

National Academies of Sciences, Engineering, and Medicine (2016) Barriers and opportunities 
for 2-year and 4-year STEM degrees: systemic change to support students’ diverse pathways. 
National Academies Press, Washington, DC

Nelson BC, Ketelhut DJ (2007) Scientific inquiry in educational multi-user virtual environments. 
Educ Psychol Rev 19(3):265–283. https://doi.org/10.1007/s10648-007-9048-1

Nomadic VR (2019) Nomadic—make believers. https://blurtheline.com/
Oh CS, Bailenson JN, Welch GF (2018) A systematic review of social presence: definition, ante-

cedents, and implications. Front Robot AI 5:1–34. https://doi.org/10.3389/frobt.2018.00114
Olasoji R, Henderson-Begg S (2010) Summative assessment in second life: a case study. J Virtual 

Worlds Res 3(3). https://doi.org/10.4101/jvwr.v3i3.1460
Olson S, Loucks-Horsley S (eds) (2000) Inquiry and the national science education standards: a 

guide for teaching and learning. National Academies Press, Washington, DC
Outlaw J, Duckles B (2017) Why women don’t like social virtual reality: a study of safety, usabil-

ity, and self-expression in social VR. The Extended Mind, Portland. https://extendedmind.io/
social-vr

PateAL (2020) Diverse avatars and inclusive narratives in virtual reality biology simulations. 
Emerg Learn Des J 7(1):Article 4. https://digitalcommons.montclair.edu/eldj/vol7/iss1/4

Porter ME, Heppelmann JE (2017, November 1) Why every organization needs an augmented 
reality strategy. Harv Bus Rev. https://hbr.org/2017/11/a-managers-guide-to-augmented-reality

Potkonjak V, Gardner M, Callaghan V, Mattila P, Guetl C, Petrović VM, Jovanović K (2016) 
Virtual laboratories for education in science, technology, and engineering: a review. Comput 
Educ 95:309–327. https://doi.org/10.1016/j.compedu.2016.02.002

Raybourn EM (2018) On demand learning for better scientific software: how to use resources & 
technology to optimize your productivity. [Blog post]. https://bssw.io/blog_posts/on-demand-
learning-for-better-scientific-software-how-to-use-resources-technology-to-optimize-your-
productivity

Reilly D, Salimian M, MacKay B, Mathiasen N, Edwards WK, Franz J (2014, June) SecSpace: 
prototyping usable privacy and security for mixed reality collaborative environments. In: 
Proceedings of the 2014 ACM SIGCHI symposium on engineering interactive computing sys-
tems, ACM, pp 273–282

Restivo T, Chouzal F, Rodrigues J, Menezes P, Bernardino Lopes J (2014) Augmented real-
ity to improve STEM motivation. In: 2014 IEEE global engineering education conference 
(EDUCON), IEEE, Istanbul, pp 803–806. https://doi.org/10.1109/EDUCON.2014.6826187

Rizzolatti G, Craighero L (2004) The mirror-neuron system. Annu Rev Neurosci 27:169–192
Rose H (1995) Assessing learning in VR: towards developing a paradigm virtual reality roving 

vehicles (VRRV) project. Human Interface Laboratory
Ryan A (2019, January 27) Thoughts on accessibility issues with VR. https://ablegamers.org/

thoughts-on-accessibility-and-vr/
Shute VJ, Kim YJ (2011) Does playing the World of Goo facilitate learning? In: Design research 

on learning and thinking in educational settings: enhancing intellectual growth and function-
ing, pp 359–387

C. Ziker et al.

https://www.learntechlib.org/primary/p/40960/
https://doi.org/10.1371/journal.pone.0216290
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0216290
https://www.springer.com/us/book/9783319522456
https://doi.org/10.1007/s10648-007-9048-1
https://blurtheline.com/
https://doi.org/10.3389/frobt.2018.00114
https://doi.org/10.4101/jvwr.v3i3.1460
https://extendedmind.io/social-vr
https://extendedmind.io/social-vr
https://digitalcommons.montclair.edu/eldj/vol7/iss1/4
https://hbr.org/2017/11/a-managers-guide-to-augmented-reality
https://doi.org/10.1016/j.compedu.2016.02.002
https://bssw.io/blog_posts/on-demand-learning-for-better-scientific-software-how-to-use-resources-technology-to-optimize-your-productivity
https://bssw.io/blog_posts/on-demand-learning-for-better-scientific-software-how-to-use-resources-technology-to-optimize-your-productivity
https://bssw.io/blog_posts/on-demand-learning-for-better-scientific-software-how-to-use-resources-technology-to-optimize-your-productivity
https://doi.org/10.1109/EDUCON.2014.6826187
https://ablegamers.org/thoughts-on-accessibility-and-vr/
https://ablegamers.org/thoughts-on-accessibility-and-vr/


77

Shute VJ, Masduki I, Donmez O (2010) Conceptual framework for modeling, assessing and sup-
porting competencies within game environments. Technol Instr Cogn Learn 8(2):137–161

Shute VJ, Ventura M, Ke F (2015) The power of play: the effects of Portal 2 and Lumosity on 
cognitive and noncognitive skills. Comput Educ 80:58–67

Tallyn E, Frohlich D, Linketscher N, Signer B, Adams G (2005) Using paper to support col-
laboration in educational activities. In: Proceedings of the 2005 conference on computer sup-
port for collaborative learning learning 2005: the next 10 years!—CSCL ‘05. Association for 
Computational Linguistics, Taipei, pp 672–676. https://doi.org/10.3115/1149293.1149381

Truman BE (2014) Transformative interactions using embodied avatars in collaborative virtual 
environments: towards transdisciplinarity (3628698). Available from ProQuest Dissertations & 
Theses Global. http://ciret-transdisciplinarity.org/biblio/biblio_pdf/barbara_truman.pdf

Upload VR (2019) HoloLens 2 AR headset: on stage live demonstration—YouTube. https://www.
youtube.com/watch?v=uIHPPtPBgHk&t=2s

Waldner M, Hauber J, Zauner J, Haller M, Billinghurst M (2006) Tangible tiles: design and evalu-
ation of a tangible user interface in a collaborative tabletop setup. In: Proceedings of the 20th 
conference of the computer-human interaction special interest group (CHISIG) of Australia 
on Computer-human interaction: design: activities, artefacts and environments—OZCHI ‘06, 
ACM Press, Sydney, p 151. https://doi.org/10.1145/1228175.1228203

Wang L, Shute V, Moore GR (2015) Lessons learned and best practices of stealth assessment. Int J 
Gam Comput Mediat Simul 7:66–87. https://doi.org/10.4018/IJGCMS.2015100104

Warburton S (2009) Second life in higher education: assessing the potential for and the barriers to 
deploying virtual worlds in learning and teaching. Br J Educ Technol 40(3):414–426

Ward TB, Sonneborn MS (2009) Creative expression in virtual worlds: imitation, imagination, and 
individualized collaboration. Psychol Aesthet Creat Arts 3:211–221. https://doi.org/10.1037/
a0016297

Weise K (2019) You’re hired. Now wear this headset to learn the job. The New  York Times 
[Newspaper]. https://www.nytimes.com/2019/07/10/business/microsoft-hololens-job-training.
html

Wendrich RE, Chambers K, Al-Halabi W, Seibel EJ, Grevenstuk O, Ullman D, Hoffman HG 
(2016) Hybrid design tools in a social virtual reality using networked oculus rift: a feasibility 
study in remote real-time interaction. In: Volume 1B: 36th computers and information in engi-
neering conference. https://doi.org/10.1115/detc2016-59956

Yee N, Bailenson JN (2006) Walk a mile in digital shoes: the impact of embodied perspective-taking 
on the reduction of negative stereotyping in immersive virtual environments. In: Proceedings of 
PRESENCE 2006: the 9th annual international workshop on presence, Cleveland, 24–26 Aug

Yee N, Bailenson JN (2007) The Proteus effect: the effect of transformed self-representation on 
behavior. Hum Commun Res 33(3):271–290

Open Access   This chapter is licensed under the terms of the Creative Commons Attribution 4.0 
International License (http://creativecommons.org/licenses/by/4.0/), which permits use, sharing, 
adaptation, distribution and reproduction in any medium or format, as long as you give appropriate 
credit to the original author(s) and the source, provide a link to the Creative Commons license and 
indicate if changes were made.

The images or other third party material in this chapter are included in the chapter's Creative 
Commons license, unless indicated otherwise in a credit line to the material. If material is not 
included in the chapter's Creative Commons license and your intended use is not permitted by 
statutory regulation or exceeds the permitted use, you will need to obtain permission directly from 
the copyright holder.

Cross Reality (XR): Challenges and Opportunities Across the Spectrum

https://doi.org/10.3115/1149293.1149381
http://ciret-transdisciplinarity.org/biblio/biblio_pdf/barbara_truman.pdf
https://www.youtube.com/watch?v=uIHPPtPBgHk&t=2s
https://www.youtube.com/watch?v=uIHPPtPBgHk&t=2s
https://doi.org/10.1145/1228175.1228203
https://doi.org/10.4018/IJGCMS.2015100104
https://doi.org/10.1037/a0016297
https://doi.org/10.1037/a0016297
https://www.nytimes.com/2019/07/10/business/microsoft-hololens-job-training.html
https://www.nytimes.com/2019/07/10/business/microsoft-hololens-job-training.html
https://doi.org/10.1115/detc2016-59956
http://creativecommons.org/licenses/by/4.0/

	Cross Reality (XR): Challenges and Opportunities Across the Spectrum
	1 Emerging Trends and Pedagogies
	1.1 Definitions
	1.2 Key Trends

	2 Use of XR in 2026
	2.1 Content Presentation
	2.1.1 Opportunities
	2.1.2 Challenges
	2.1.3 Implementation Strategies
	2.1.4 Research Questions

	2.2 Interactions and Communications
	2.2.1 Opportunities
	2.2.2 Challenges
	2.2.3 Implementation Strategies
	2.2.4 Research Questions

	2.3 Learner Activities with XR
	2.3.1 Opportunities
	2.3.2 Challenges
	2.3.3 Implementation Strategies
	2.3.4 Research Questions

	2.4 Assessment
	2.4.1 Opportunities
	2.4.2 Challenges
	2.4.3 Implementation Strategies
	2.4.4 Research Questions

	2.5 Co-curricular Activities
	2.5.1 Opportunities
	2.5.2 Challenges
	2.5.3 Implementation Strategies
	2.5.4 Research Questions


	3 Conclusions
	References




