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Abstract. This paper presents a brainstorming tool combined with
pointing gestures to improve the brainstorming meeting experience for
blind and visually impaired people (BVIP). In brainstorming meetings,
BVIPs are not able to participate in the conversation as well as sighted
users because of the unavailability of supporting tools for understand-
ing the explicit and implicit meaning of the non-verbal communication
(NVC). Therefore, the proposed system assists BVIP in interpreting
pointing gestures which play an important role in non-verbal communi-
cation. Our system will help BVIP to access the contents of a Metaplan
card, a team member in the brainstorming meeting is referring to by
pointing. The prototype of our system shows that targets on the screen
a user is pointing at can be detected with 80% accuracy.

Keywords: Brainstorming tool · Web application · Android
application · Pointing gesture · Robot operating system · Kinect
sensor · OpenPtrack · Localization · Recognition · Non-verbal
communication

1 Introduction

Non-verbal communication plays an important role in team meetings, in which
we use gestures along with speech to convey the full meaning of our ideas. Usu-
ally, those gestures are based on our inherited cultures, language we speak, etc.
However, this non-verbal communication (NVC) is not accessible to blind and
visually impaired people (BVIP) without additional aid. Thus, they are unable
to participate in the meetings to a full extent. To better integrate BVIP in such
meetings, we need to provide them with external aids that are able to capture
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and transfer the spatial information of artifacts as well as referring gestures and
other non-verbal communication elements by sighted users.

Brainstorming meetings are used in many areas of business and academia,
such as medical diagnostics, scientific research, spin-offs, military operations,
etc. Considering the wide use of brainstorming meetings, there is a need to build
an autonomous system to help BVIP work independently in those meetings.
Otherwise, it is very difficult for them to understand the full meaning of the
conversation, mainly due to the non-verbal communication.

NVC in brainstorming meetings includes several kinds of gestures performed
by the participants, such as nodding, shaking the head, head orientation, point-
ing gestures, sign language, eye contact, blinking of eyes, pointing with eyes, etc.
Thus, the information flow in a team meeting is not simply based on generated
artifacts and on spoken explanations, but it is in particular a manifold of NVCs
that could carry up to 55% of the overall information [13]. These gestures refer
to the 3D information space they are performed in.

Spatial aspects of brainstorming meetings also play a vital role in under-
standing and determining pointing gestures performed by the participants of a
meeting. Most people tend to give an egocentric relative position of the objects
in the meeting room when referring to them. Some of the spatial artifacts which
are to be considered are whiteboards, items on the whiteboards, etc. For this
paper, we developed a Metaplan brainstorming tool which is the basis of our
spatial artifacts.

Thus, the goal is to transfer NVC elements to BVIP, and more particular
pointing gestures that refer to artifacts in the 3D information space. For this,
we use OpenPtrack along with robot operating system (ROS) [18] to detect the
pointing direction of a user with regard to artifacts in a common work space. We
have also developed a brainstorming tool which has a web interface (the “Mod-
erator” interface) and android application for the digital interaction between
the members of the brainstorming meeting. The content of the corresponding
artifact could then be output on a blind user interface such as braille.

This paper is structured as follows: Related work is discussed in Sect. 2,
while the methodology is described in Sect. 3. The experiments are elaborately
illustrated in Sect. 3.1, results are discussed in Sect. 3.2, followed by suggestions
for improvement in Sect. 3.3. Finally, Sect. 4 concludes our work.

2 State of the Art

Researchers have worked on technology to improve the experience of brainstorm-
ing meetings in particular for sighted people. Pictorial stimuli is used for support-
ing group conversation [22]. Graph-based web services are built for the solutions
for various problems in meetings [6]. An automatic system to categorize and pro-
cess the language used in meetings is described in [4]. Mobile phones are used for
brainstorming sessions which act like a virtual mind map table [11]. There is also
commercial as well as free tool support for brainstorming meetings. Approaches
range from cards applications [5,10] and mind map applications [12,14] over
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dedicated brainstorming and decision support software [3,21] to virtual design
spaces and visual management tools [15,20]. These various kinds of software
allow for an improved workflow and help people to collaborate.

There is only little research to improve the integration of BVIP in brain-
storming meetings. In [8], Mindmap-based brainstorming sessions are described
to push the integration of BVIP in meetings. In [19], a Mindmap along with a
LEAP sensor is described for tracking pointing gestures over an interactive hor-
izontal surface. A prototypical system simulated gestures by sighted users and
made them accessible to BVIP [16]. A system using a LEAP sensor and speech
recognition was developed to improve the tabletop interaction for BVIP in [9] to
better detect deictic gestures that are typically accompanied with specific words
that hint to a geometric position. Another approach to detect pointing gestures
in brainstorming meetings used a Kinect and a PixelSense table. It helped BVIP
to understand the basic meaning of such gestures [7]. For this, an information
infrastructure was developed by [17] to translate the natural behavior of sighted
team members and thus reduce the information gap for the BVIP.

3 Methodology

Our approach includes the development of a brainstorming tool and an
autonomous system for recognizing pointing gestures. Thereafter, the two sys-
tems are combined to know the output of pointing gestures made towards the
digital screen showing the brainstorming tool. This combined system helps BVIP
to access the content of the brainstorming tool app, i.e. the card on which a
sighted user is pointing to.

3.1 Concept of the Brainstorming Tool

The brainstorming tool is software, which aims to support brainstorming meet-
ings based on the Metaplan method. It mainly supports two different roles: a
moderator and the other participants of the group. These participants can be
sighted people as well as BVIP. The moderator organizes the input of the par-
ticipants, leads the discussion, and asks participants to clarify and resolve input,
but neither provides content nor makes decisions by himself. The participants on
the other hand provide input by editing cards, and in a second step contribute
to discussions and participate in the decision-making process. Consequently, the
brainstorming tool has two different modes of operation, which will be used
consecutively following the two different phases of Metaplan:

– Participants add cards via a smartphone Android application
– The moderator operates a web-based user interface, called whiteboard view,

to organize cards of the participants
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Android App for the Participants. The Android app for the participants
has intentionally a relatively small feature set, since any detailed user interface
would distract the user from his main task. The functionalities of the Android
app are as follows:

– Participants can create cards and edit them.
– Providing an overview of all created cards by each individual user.
– Participants can submit cards to whiteboard. Once the card is submitted, it

cannot be deleted anymore from the whiteboard by the participant.

Web-Based User Interface for Moderators. The web-based user interface
for moderators includes the following functionalities for organizing and facilitat-
ing a meeting:

– Organization
– Moderators are provided with an overview of meetings. They can create
new meetings, invite participants to a meeting from the list of users, who
registered to the system, and can modify and delete existing meetings.
– Moderators can open meetings multiple times, which allows for multi-screen
setups where screens show certain segments of the whole work space.

– Facilitation
– In the whiteboard view, moderators can rearrange cards, which were cre-
ated by the other participants using the Android app. New cards pop up in
real time on a stack in a corner of the virtual whiteboard.
– Moderators can create groups and relations between cards. However, they
cannot decide to create these two types of entities themselves, but they are
the output of group discussion.
– Moderators can delete cards, groups and relations. This is the result of a
group discussion among participants coordinated by the moderator.

Architecture and Technology. The brainstorming tool is based on a client-
server architecture (see Fig. 1). The server is based on Laravel1 which stores data
in an SQL database. Laravel also provides the web-based user interface for the
moderator. For the dynamic parts of the whiteboard view, which are supposed to
change without page reloads, like real-time modifications of the size, orientation
and position of user interface elements or repositioning and grouping of cards,
the JavaScript Framework Konva2 is used to display cards, groups of cards and
their relation to each other. Konva allows the moderator to manipulate these
items in a user-friendly manner using a mouse or touchscreen.

The server offers two kinds of APIs. Firstly, a RESTful API3, which allows
data, e.g. user data, cards, groups, relations and other data, to be created, read,

1 Laravel - PHP web framework: https://laravel.com.
2 Konva - Javascript 2D Canvas Library: https://konvajs.org.
3 REST: https://en.wikipedia.org/wiki/Representational state transfer.

https://laravel.com
https://konvajs.org
https://en.wikipedia.org/wiki/Representational_state_transfer
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Fig. 1. Components of the brainstorming tool.

updated and deleted. Secondly, a Web-Socket4 service, which allows broadcast-
ing changes of such data following the publish-subscribe pattern5. Clients can
subscribe to channels, which correspond to sets of data. If a set of data changes,
the server publishes the fact that data was changed to these channels, and clients
can react to these changes and for instance update their cached data.

3.2 Pointing Gesture Recognition System

The pointing gesture recognition system [2] uses a Kinect v2 sensor. The sensor
data is given to ROS 1 (Robot Operation System) and analyzed by OpenPTrack
[1] to get the joint coordinates of the pointing arm. These joint coordinates are
then used for assessing the pointing gesture performed by the user. Each joint
has a different ID and the x, y, z coordinates with different IDs are published.
The sensor’s reference frame is transformed to the world reference frame using
the /TF ROS package. This package is used for rotation and translation, i.e.
linear transformations, to have the world reference coordinate frame.

The pointing gesture consists of an arm movement towards the referral object,
and the hand pointing towards the object. The hand gesture is usually accompa-
nied with speech referring towards the same directional position. We calculated
the pointing gesture from the elbow and hand position coordinates. These coor-
dinates help to find the forearm vector which is used for calculating the pointing
vector. We used the mathematical transformation as shown in Eq. 1. For this, we
used a normal direction to the plane Nf , a predefined point on the ground plane
Pf , the positions of hand H, and the position of elbow joint E, respectively.

4 WebSocket: https://en.wikipedia.org/wiki/WebSocket.
5 https://en.wikipedia.org/wiki/Publish-subscribe pattern.

https://en.wikipedia.org/wiki/WebSocket
https://en.wikipedia.org/wiki/Publish-subscribe_pattern
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Fig. 2. Screenshot of the brainstorming tool.

Pp = H +
(H − Pf ) ·Nf

EH ·Nf
·EH, (1)

The plane coordinate frame is the plane where the output screen (the common
work space for the Metaplan) is placed. The coordinate position in the world
reference frame is transformed to the plane coordinate frame of the output screen
using a rotation matrix. The output values from OpenPtrack are converted to
the whiteboard/matrix plane coordinate frame. The TF package in ROS is used
for this coordinate transformation. These transformed output position values
are analysed based on the position of the cards of the brainstorming tool being
displayed on the screen. After getting the position of the card being pointed at,
the card’s content could be converted to speech and made available to the BVIP
(Fig. 2).

3.3 Combination of Brainstorming Tool and Pointing Gesture
Recognition System

After developing the brainstorming tool and the pointing gesture recognition sys-
tem, these two systems are combined to better integrate BVIP in brainstorming
meetings as shown in Fig. 3. The pointing gesture recognition system is used to
assess the position of the card which is being pointed at by the moderator. This
card carries the information which has to be conveyed to the BVIP. The system
helps a BVIP to be better integrated and to access complete meaning of the con-
versation by knowing the contents the participants are talking about. So, it is a
two-fold process: (1) The user points at the digital whiteboard where the con-
tents of the web application of the brainstorming tool is displayed. The pointing
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Fig. 3. Illustration of a user pointing at the digital screen with the brainstorming tool
and RGB-D sensor is used for capturing pointing gesture.

gesture recognition system identifies the gesture and the target position of the
pointing gesture. (2) The identified position is correlated to the content being
displayed on the screen at that time to retrieve the contents of the corresponding
artifact. Preliminary user studies on a screen with six equally distributed areas,
this combined setup can offer 80 % accuracy in detecting the target position of
pointing gesture.

4 Conclusion

We built a brainstorming tool and automatic pointing gesture recognition sys-
tem, which can work together in an synchronous manner to help BVIP to access
the integral meaning of NVC. The output of our system could be delivered to
the BVIP via audio/speech or using a braille display.

The pointing gesture recognition system is based on the pre-developed soft-
ware OpenPtrack and ROS. The output of the system gives the position of the
pointing gesture towards the digital screen showing the web application of the
brainstorming tool. Future work will also involve the output medium for the
BVIP. We plan to use a magnetically driven 2D actuation system along with
braille display and audio for the output of the system.
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D., Archambault, D., Peňáz, P., Zagler, W. (eds.) ICCHP 2014. LNCS, vol. 8547,
pp. 214–219. Springer, Cham (2014). https://doi.org/10.1007/978-3-319-08596-
8 34

20. Stormboard (1442020). https://www.stormboard.com/
21. Stormz - meeting software for demanding facilitators (1442020). https://stormz.

me/de
22. Wang, H.C., Cosley, D., Fussell, S.R.: Idea expander: supporting group brainstorm-

ing with conversationally triggered visual thinking stimuli. In: Proceedings of the
2010 ACM Conference on Computer Supported Cooperative Work, pp. 103–106
(2010)

Open Access This chapter is licensed under the terms of the Creative Commons
Attribution 4.0 International License (http://creativecommons.org/licenses/by/4.0/),
which permits use, sharing, adaptation, distribution and reproduction in any medium
or format, as long as you give appropriate credit to the original author(s) and the
source, provide a link to the Creative Commons license and indicate if changes were
made.

The images or other third party material in this chapter are included in the
chapter’s Creative Commons license, unless indicated otherwise in a credit line to the
material. If material is not included in the chapter’s Creative Commons license and
your intended use is not permitted by statutory regulation or exceeds the permitted
use, you will need to obtain permission directly from the copyright holder.

https://doi.org/10.1007/978-3-319-08596-8_34
https://doi.org/10.1007/978-3-319-08596-8_34
https://www.stormboard.com/
https://stormz.me/de
https://stormz.me/de
http://creativecommons.org/licenses/by/4.0/

	Pointing Gesture Based User Interaction of Tool Supported Brainstorming Meetings
	1 Introduction
	2 State of the Art
	3 Methodology
	3.1 Concept of the Brainstorming Tool
	3.2 Pointing Gesture Recognition System
	3.3 Combination of Brainstorming Tool and Pointing Gesture Recognition System

	4 Conclusion
	References




