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Abstract Transpiration cooling in combination with permeable ceramic-matrix
composite materials is an innovative cooling method for rocket engine combus-
tion chambers, while providing high cooling efficiency as well as enhancing engine
life time as demanded for future space transportation systems. In order to develop
methods and tools for designing transpiration cooled systems, fundamental experi-
mental investigations were performed. An experimental setup consisting of a serial
arrangement of four porous carbon fiber reinforced carbon (C/C) samples is exposed
to a hot gas flow. Perfused with cold air, the third sample is unperfused in order to
assess the wake flow development over the uncooled sample as well as the rebuild-
ing of the coolant layer. Hereby, the focus is on the temperature boundary layer,
using a combined temperature/pitot probe. Additionally, the sample surface temper-
ature distribution was measured using IR imaging. The experiments are supported
by numerical simulations which are showing a good agreement with measurement
data for low blowing ratios.

1 Introduction

During the three funding periods (FP) of the TRR40 extensive investigations have
been conducted in subproject A5 (SP A5) regarding transpiration cooling. Using
detailed experimental analysis on single transpiration cooled samples, analytical 1D-
models have been developed describing the cooling efficiency of the transpiration
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cooled sample, but neglecting the coolant film development of upstream transpiration
cooling (FP 1) [6]. To get a better understanding of the physical coupling mecha-
nisms of the transpired coolant and the hot cross flow, the measurement apparatus
was extended to measure the boundary layer characteristics using pitot tubes and
thermocouples in the hot gas flow. Schlieren visualizations gave further insight into
the interaction between coolant and hot gas flow [13]. The experimental data also
served to validate numerical models coupling the hot gas flow and the porous wall
[1, 8].

In contrast to film cooling, the pores in the material are very small and distributed
over the surface. To be able to characterize this property, a test bench to measure
this distribution has been developed, where the dynamic pressure distribution of the
outflowing coolant is measured using a pitot tube [16]. Additionally, application of
electro-coating processes allowed for improvements in the design of the samples
[15]. This led to more robust samples, which made it possible to characterize fully
instrumented samples and use these identical samples in the hot gas channel for
transpiration cooling experiments. Thus, the effects of inhomogeneities in the out-
flow distribution on the cooling behaviour of the sample and the wake flow were
demonstrated and even further incorporated into numerical results showing a good
agreement in cooling behaviour [4]. Whilst the investigations in FP 1 and FP 2 have
been focused on a single transpiration cooled sample, transpiration cooling offers the
opportunity to adapt the local coolant mass flow by supplying different pressures,
varying the porous wall thickness or stacking materials with different permeabili-
ties. Thus, in a real combustion chamber an additional efficiency gain is expected by
adjusting the coolant mass flow distribution to the local heat load and only replen-
ishing the coolant film layed by upstream transpiration cooling as needed [2, 9, 10].
This concept is visualized in Fig. 1, depicting the approach of adjusting coolant mass
flow to the local thermal situation.

Especially when taking into account the whole thrust chamber system with
additional constraints like coolant supply pressure, injection temperature and highly
varying thermal loads from injector to nozzle exit, it is evident that the most efficient
coolingwill be achieved by an optimized combination of different cooling techniques
like transpiration-, film-, and regenerative cooling.

Using the combined approach of sample characterization, transpiration cooling
experiments, analytical modelling and numerical simulations developed in FP 1 and
FP 2, the current research is focused on local variations of coolant mass flow rate.
Thereby, the effects of accumulating coolant film through transpiration cooling and
degeneration of that film on low or non-perfused sections as well as replenishment
of this coolant film can be studied in detail.

2 Experimental Setup

In order to experimentally determine the accumulation of coolant film and degen-
eration of the coolant layer over non-perfused samples, a new stacked ceramic test
bed consisting of four independent samples has been developed. The specimen and
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Fig. 1 Envisioned optimized cooling scheme for rocket combustion chambers

its characterization are described in Sect. 2.1. From preliminary numerical studies
operating conditions have been identified that show the phenomena of accumulat-
ing coolant film, degeneration of the coolant film over a non-transpiration cooled
section and subsequent regeneration of the coolant film [5]. The test channel and the
operating conditions are described in Sect. 2.2.

2.1 Stacked Transpiration Cooling Specimen

The specimen shown in Fig. 2 contains four permeableCarbon/Carbon (C/C) samples
of AC = L × W = 67 × 52mm2 size and t = 10mm thickness each. Each of
the samples exhibit a ply-parallel through-flow direction. Visible at the edges of the
C/C samples, a galvanic copper layer is used to prevent lateral mass flow and to
solder the individual sample into the sample holder. From the sample holder a 1mm
stainless steel plate can be seen at the leading and trailing edge. Additionally, to
separate the coolant supplies of the four samples, a dividing plate is placed between
each sample as shown in Fig. 2.

For temperature measurements ten Type K thermocouples are integrated into each
sample. Four surface thermocouples at the outlet of the C/C-sample (see Fig. 2),
one thermocouple at the backside surface and five thermocouples located at various
depths inside the sample. These serve to capture the temperature distribution inside
the C/C-samples when exposed to a hot gas flow. Each fully integrated and instru-
mented sample has been characterized at the AORTA (Advanced Outflow Research
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Fig. 2 Specimen setup and characterization

facility for Transpiration Applications) [16] test bench regarding permeability and
outflow distribution.

Figure2 shows the outflow distribution measured with a pitot tube with an inner
diameter of 0.8mm on a grid with a step size of 0.4mm in x- and y-direction and a
mass flow of 1.7 g/s. A detailed description of the measurement procedure is given
in [15]. The contour graphs show themeasured dynamic pressure at each point, where
the colour scale has been adjusted to the same maximum value of 200 Pa, to best
show the general outflow pattern. Typical for a ply-parallel through-flow are the line
like patterns, stemming from the plies of the material as well as the regions with very
little to no through-flow at the joints of the plates. This general pattern is similar for
each sample, but the measurements also reveal some other outflow inhomogeneities
between the samples. While sample 1 for example exhibits a homogeneous outflow
distribution, sample 3 exhibits increased throughflow at the leading edge due to
imperfections in the galvanic and soldering process.

The permeability of the samples is described by the Darcy-coefficient kD and the
Forchheimer-coefficient kF , using the Darcy-Forchheimer equation in its compress-
ible formulation given by Innocentini et al. [3] as

P2
i − P2

o

2Pot
= μo

kD
vo + ρo

kF
v2o . (1)
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Thereby, Pi and Po are the inlet and the outlet pressure. Further parameters are
the thickness of the sample t , the dynamic viscosity of the coolant μo, the density of
the fluid ρo and the superficial velocity vo where the subscript o denotes values at the
outlet of the sample. To determine the Darcy coefficient kD and Forchheimer coef-
ficient kF , steady state measurements with different mass flow rates are conducted.
The permeability coefficients are then fitted to the resulting pressure - massflow
curve using a “least squares algorithm”. The uncertainties are calculated using a
Monte-Carlo method with a sample size of 200,000 [16]. With the current samples,
measurements could be conducted with mass flows up to 10 g/s. The maximum pres-
sures at 10 g/s ranges from 4.75 bar to 5.2 bar between the ceramic samples. The
resulting permeability coefficients are also given in Fig. 2.

2.2 Hot Gas Channel and Measurement Setup

The described specimen is exposed to a hot gas flowwithin theMedium Temperature
Facility (MTF). This suction mode driven test facility is heated up by an electrical
heater and operating at test conditions of up to THG = 373.15K for a maximum
measurable mass flow rate of ṁHG = 0.568 kg/s, a more detailed description is
given in [12, 17]. Accelerated by a nozzle,the hot gas passes through a test section
of a cross-section size of AHG = W x H = 60 × 90mm2 and a final length of
290mm [12, 14].

In order to obtain information about the boundary layer development above the
effused porous samples a measurement rake is inserted in the test section with an axi-
ally and vertically traversable apparatus and depicted encircled in Fig. 3. A pitot tube
( 0.5mm±0.01OD, 0.3mm−0 + 0.02 ID) for stagnation pressure measurements
and a Type-K sheath thermocouple with a diameter of 0.5mm recording a recovery
temperature form a measurement rake which protrudes 20mm oriented blunt into
the undisturbed hot gas flow. Due to the inflow on the thermocouple, stem conduction
caused measurement errors are neglectable small. A recalculation of the measured
data into velocity and temperature profiles is done following the descriptions of [12].
In this investigation five different locations for temperature and velocity profile mea-
surements have been chosen. The numbers 7, 8, 9, 10 and 12 in Fig. 3 refer to these
measurement points at axial positions of 148mm, 164mm, 182mm, 216mm and

107 8 9 12
x

y

Fig. 3 Test section of the medium temperature facility and the various measuring positions for
temperature and velocity boundary layers
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Table 1 Summary of the derived steady-state test case parameters with the according inlet tem-
perature and pressure

No. FC1,2,4 /% ṁC1,2,4 / g/s TS2 / K TS3 / K TS4 / K PS1 / kPa PS2 / kPa PS4 / kPa

0 0.00 0.00 360.8 359.6 360.6 79.91 79.6 79.13

1 0.10 0.21 331.8 347.3 329.5 105.28 107.26 117.5

2 0.15 0.32 326.5 344.4 326.2 115.71 118.26 123.87

3 0.25 0.53 318.6 338.7 319.8 134.25 137.81 141.27

4 0.50 1.06 308.4 329.5 310.6 173.2 178.92 176.51

5 0.75 1.58 303.4 323.9 305.5 205.04 212.29 208.33

6 1.00 2.11 301.2 320.5 303.2 234.65 243.03 235.82

7 1.50 3.17 297.6 315.3 299.3 288.57 298.24 289.46

240mm, respectively. These positions are selected due to the main objective of this
measurement campaign as mentioned in Sect. 1 with an uncooled third sample, while
samples 1, 2 and 4 are cooled by an identical mass flow of coolant air ṁC1,2,4 , varied
for different testing conditions. Considering the mass fluxes of hot gas and transpired
coolant through the porous samples the dimensionless blowing ratio

FC = transpired mass flux

hot gas mass flux
= ṁC1−4/AC

ṁHG/AHG
(2)

can be defined. All steady state operating conditions are listed in details in Table 1.
In this context the pressures PSi represent the back plenum pressure in order to

perfuse the various samples with their corresponding permeabilities according to
Fig. 2 with the appropriate blowing ratios. Furthermore, the temperatures TSi per-
tain to the sample backside temperature, measured by thermocouples positioned on
each sample back side. For TS1 , the measurement data showed a significant deviation
due to a loose contact to the sample. The measurement data are therefore omitted.
Since for the boundary conditions for the simulation, as seen from plenum temper-
ature measurements, no significant deviation has to be expected for sample 1, TS1
is approached as TS2 . On the outlet side the porous samples are exposed to main
flow conditions at a hot gas temperature THG = 373.15K and a hydraulic diame-
ter based Reynolds number ReDh = 200,000. Knowing the test section cross size
as well as the static channel pressure pHG = 80 kPa inside the test section the
hot gas mass flow amounts to ṁHG = 0.327 g/s. This results in a bulk velocity of
ubulk = 80m/s and a Mach number of Ma = 0.2 emphasizing incompressibility
of the flow.

Besides boundary layer measurements with themeasurement rake, the test section
also provides optical access for an areal non-intrusive surface temperature measure-
ment through a Calcium Fluoride window with a thickness of 5mm. An infrared
camera type FLIR SC7600 with a resolution of 640 × 512 pixels and sensitive for
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Fig. 4 Exemplary fit functions for transformation of recorded digital levels to a spatial temperature
distribution for the third and fourth sample

wavelengths between 1.5µmand 5µm is installed aside the test section at an angle of
α = 33◦ to the porous sample surface. In order to reduce optical warping the infrared
camera is traversed parallel to the test section and focused on every sample’s cen-
ter axis individually resulting in four serial recordings per steady-state operational
point in Table1. For quantitative analysis of the infrared data an in-situ calibration
according to Martiny et al. [7] with application of an empirical simplification of
Planck’s law is used. The latter one is fitted by a differential method on the basis of
Prokein et al. [11] using the case without cooling, respectively number “0” in Table1,
as reference. This approach is visualized in Fig. 4 for the third and fourth ceramic
sample.

For each test case the four surface thermocouples per sample as mentioned in
Sect. 2.1 are correlated with the radiation intensity in direct vicinity of each thermo-
couple. Because of the high volumetric heat transfer coefficient, it is assumed that the
porous wall and the coolant are in thermal equilibrium for this experimental setup
[13]. Hence, the temperature measured by the thermocouples is roughly the wall
temperature. Applying the differential method the latter ones are relating the surface
temperature reductions to reductions of the measured radiation intensity recorded as
Digital Levels, an intensity unit of the infrared camera linked to the chosen integration
time. Thereby, external disturbances are eliminated due to the stationary operating
points associated with constant disturbance.

3 Numerical Setup

For the simulation of transpiration cooled systems, numericalmodelswere developed
in cooperation with Dahmen et al. [1]. Thereon, a Computational Fluid Dynamics
(CFD) design tool using the industry standard simulation softwareANSYSCFX17.2
has been developed. Latter one solves theReynolds-averagedNavier–Stokes (RANS)
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-

Fig. 5 Numerical setup

equations using a Finite-Volume method. The investigated problem is separated into
two domains, representing the hot gas duct and the porous samples, respectively.
Each domain is solved separately until local convergence is obtained. The results at
the interface between the domains are transferred as boundary conditions, therefore
coupling both domains externally via a Python script instead of amonolithic approach
usingANSYS-internal couplingmechanisms.This approachhas beenvalidated using
experimental data [8]. Global convergence is obtained when the difference of both
temperatures at the interface reaches 0.1K.

For the hot gas domain, the given inlet boundary conditions are the measured inlet
temperature and velocity profiles as well as the averaged outlet pressure provided
by the vacuum pump [12]. The duct walls are either set as isothermal or adiabatic
according to Fig. 5. Turbulence is modelled by the Shear Stress Transport (SST)
turbulence model implemented in CFX, combining the κ-ω-model described by
Wilcox [18] for the boundary layer region and the κ-ε-model for the free stream
region. The iteratively changed boundary conditions provided by the porous domain
are the sample surface temperatures TPM,s for the solid and TPM, f for the fluid as
well as the outlet velocity vector −→v PM,out . The sample domain is modelled using
the porous model implemented in CFX based on the Darcy-Forchheimer equation.
The reservoir-side sample wall temperature boundary condition �in is taken from
experimental data according to Table1, assuming thermal equilibrium between fluid
and solid on the sample reservoir interface. The coolant mass flow is being calculated
using the definition of the Blowing Ratio as given in Eq.2, while assuming a fixed
hot gas mass flow. On the duct side interface, the calculated heat flux stemming from
the hot gas domain calculation is applied as a boundary condition �int,1. The gaps
between the samples are being modelled by setting a rather conservative thermal
resistance of 3.84 · 10−2 m2KW−1 on the sample interfaces as described in [5].
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Fig. 6 Measured (symbol) and simulation (lines) velocity boundary profiles in streamwise direction
at their corresponding axial position for various blowing ratios F in %

4 Results and Interpretation of the Serial Transpiration
Cooling Experiment

The following section discusses the experimental and numerical results. In order
to obtain an all-encompassing impression on the thermal situation in context of
the non perfused ceramic sample, Fig. 7 illustrates the temperature boundary layer
situation. Followedbyan analysis of the surface temperature distributionmeasuredby
infrared thermography in Figs. 8 and 9, the temperature progression is continuedwith
the sample-internal temperature distribution depicted in Fig. 10 assuming thermal
equilibrium of fluid and solid. To complete the picture of the overall thermal structure
a visualization of the fluid mechanical boundary layer situation is added in Fig. 6. As
the comparison to the numerical simulations is the main purpose here, the presented
data focuses mainly on cases 1, 3-5 described in Table1, where the agreement is seen
as acceptable. For higher blowing ratios additional investigations are needed.

In order to gain an overview of the overall fluid mechanical situation the velocity
boundary layer profiles are shown in Fig. 6. Last mentioned are corrected in height by
0.3mm as described in [12] because of placing themeasuring probe under pretension
near the wall. Visible in experimental data is an increase of near wall velocities due
to a reduction of the coolant layer with increasing axial positions on top of the
non cooled sample, until the fourth sample at x = 240mm that is perfused again.
However, the near wall measurements need to be considered carefully due to the
finite dimension of the pitot tube with an outer diameter of 0.5mm as described in
Sect. 2.2. Nevertheless, a good agreement can be stated for the wall remote area in
transition to the undisturbed free stream velocity in the channel center region with
the numerical data. But in the range of the last 10–15% dimensionless distance to the
wall the velocities differ significantly numerically predicting higher velocities in the
velocity boundary layer. This mismatch motivates for a more profound insight of the
mechanical boundary layer description and consequently needs to be investigated
further.

Continuing on from that, the temperature profiles are also shown in Fig. 7 both
experimentally and numerically up to a dimensionless channel height of 0.25. Addi-
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Fig. 7 Measured (symbol) and simulation (lines) temperature boundary profiles in streamwise
direction at their corresponding axial position for various blowing ratios F in %

tionally, the surface temperatures, recorded by infrared thermography and averaged
over a length of ±1mm in the direct vicinity of the five profile measurement points
according to Fig. 3 in Sect. 2.2 along the median axis, are depicted in the tempera-
ture profile plots of Fig. 7 with a cross. It has to be noted that the agreement of the
temperature profiles up to blowing ratios of F = 0.5% and a progressed axial posi-
tion is quite decent. Even though three-dimensional channel side effects are neglected
numerically, the difference of absolute values is rather small. However, the measured
profiles show a slight kink between thickened boundary layer and non cooled, reheat-
ing wall, which is not visible in the simulated profiles. This experimentally measured
thermal boundary layer behavior reflects the context of Fourier’s law, considering the
proportionality of heat flux and temperature gradient [13]. Due to missing coolant
the heat flux into the wall is reduced in accordance with an increased surface wall
temperature. Combined with a further increase of the thermal boundary layer thick-
ness due to turbulent mixing effects within the hot gas flow, the kink occurs in the
temperature profiles. Besides the numerically optimizable thermal boundary layer in
the wake above the non-cooled ceramic sample, the boundary layer profiles of the
cooled fourth sample are met well even for higher blowing ratios. Nevertheless, it has
to be said, that also thermal near wall measurements need to be considered carefully
due to the experimental setup explained in Sect. 2.2 with a measurement rake placed
on the surface in contact to the wall with slight pretension. This and the extremely
small size of the thermal viscous sublayer can further explain the discrepancy of
the measured near wall temperatures and the infrared temperature data. Whereas the
measured temperature profiles and the infrared thermography show slight differences
to the numerical data the good agreement of the simulated data for blowing ratios
up to F = 0.5% is even more remarkable. While at the beginning of the uncooled
sample at a position of x = 148mm the agreement is still rather poor, more down-
stream this agreement is convincing and is meeting the measured infrared surface
temperatures perfectly.
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Fig. 8 Surface temperature distribution measured via infrared imaging (note different color scales
per blowing ratio)

The temperature distribution on the sample surface determined via infrared imag-
ing is shown in Fig. 8. For the perfused samples, it can be seen that the streamwise
peripheral edges are at a higher temperature level compared to the sample center line,
which is attributed to heat conduction from the hot channel walls. Further visible
is a characteristic stripe pattern orthogonal to the flow direction which corresponds
to the carbon fiber plies. The four thermocouples per sample used for calibrating
the infrared camera as described in Sect. 2.2 can clearly be seen. The white spaces
between the samples represent the non cooled metallic parts of the specimen, where
the calibration of the infrared camera is not valid, and therefore no temperature data
is available.

Due to the transpiration cooling, samples 1 and 2 are continuously cooled down,
with across the gap could be observed, indicating that the gap has no significant
influence on the cooling effect. In contrast, the trailing edge of sample 2 shows a
slight increase of the surface temperature. For the non cooled sample 3, the surface
temperature already increased over the gap and is further increasing over the first
parts of the sample. While not reaching the temperature of the non cooled test case of
TS,uncooled = 367K, the temperatures increase over the whole sample length. Espe-
cially for low blowing ratios, the temperature on sample 4 is almost immediately
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down or even below the temperatures of sample 2. The increase of the blowing ratio
does only decrease the temperature level of the specimen.

In order to further investigate these effects, the surface temperature profiles along
the sample center line marked red in Fig. 8 are depicted in Fig. 9 and compared
to numerical simulations. Noticeable from these measurements, the amplitudes of
the visible temperature oscillations are higher for the cooled samples compared to
the uncooled sample. Comparing the experimental infrared temperature data to the
simulated surface temperatures shows a good agreement. For low blowing ratios
F ≤ 0.5%, the simulations match the cooling effect remarkably well on the first two
samples as well as the third sample. In contrast, on the fourth sample the simulations
overestimate the cooling effect. With increasing blowing ratios the simulations start
to deviate from the measurement, as the cooling effect is significantly overestimated.

The measured sample-internal temperatures of samples 3 and 4 in comparison
with the simulated sample temperature distribution are shown in Fig. 10. Subse-
quently focusing on the internal sample temperatures similar effects can be recog-
nized. With the non perfusion of the third sample low temperature gradients through
the channel height occur relatively to themuch higher gradients in the cooled sample.
This is directly related to the higher surface temperatures due to the kinking tem-
perature profiles as explained above. In accordance with this, also on the backside
a temperature gradient occurs. Despite a well isolated stack of samples, with heat
conduction by the metallic mounting the entering compressed coolant of ambient
air at ambient temperature is heated up and leads to a temperature layering within
the sample back plenum. Comparing the simulation results to measurement data,
the perfused sample 4 shows a significant deviation for blowing ratios of F ≥ 0.5%.
For the unperfused sample, the simulated temperatures fit the measurement data for
every investigated blowing ratio well.
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Fig. 10 Temperature profiles in porous samples 3 and 4 for various blowing ratios F

5 Summary and Outlook

The focus of the presented work was to investigate the cooling efficiency of a serial
transpiration cooling arrangement. This was accomplished by setting up a serial
arrangement of four identical CMC samples which could be independently perfused
with cooling air. Measurements of the boundary layer were conducted using a mea-
surement rake consisting of a pitot tube and a Type-K thermocouple. Additionally,
the sample surface and internal temperature were measured using both thermocou-
ples and infrared imaging. CFD simulations using ANSYS CFX were performed to
support the experimental data. The cooling effect can be seen in infrared images. The
described methods could be used to investigate the different phenomena linked with
the cooling effect (coolant film, conduction in the specimen and sample internal heat
transfer). Simulation results were compared with the experimental data, showing
good agreement at low blowing ratios F ≤ 0.5% for both flow temperature profiles
and the surface temperatures provided by infrared measurement data. For higher
blowing ratios, the numerical setup will be further improved in order to accurately
simulate transpiration cooled systems.

In future investigations, the results will be transferred in an application-near envi-
ronment, using the Sub-scale Validation Experiment (SVE), a cylindrical serial tran-
spiration cooling experiment which is both capable of performing tests in a hot gas
duct as well as using combustion processes in order to create an realistic environment
comparable to rocket engine combustion chambers.
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