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Chapter 6
Ambient Noise in the Canadian Arctic

Emmanuelle Cook, David Barclay, and Clark Richards

Abstract Numerous studies of ocean ambient noise and under-ice acoustic 
propagation and reverberation in the Canadian Arctic have been carried out since 
the 1960s. These studies, largely led by scientists at the Defence Research 
Establishment Pacific and Defence Research and Development Canada, have been 
motivated by the need to improve sonar performance prediction in the Arctic over 
the wide range of seasonal ice, oceanographic, and meteorological conditions at 
high latitudes. Aside from the valuable insight into the physics of noise generation 
by sea ice and sound propagation under sea ice, they provide a historical baseline 
for Arctic ambient noise against which modern measurements can be compared. In 
2017, the Department of Fisheries and Oceans added passive acoustic monitoring to 
their Barrow Strait Real Time Observatory, reporting power spectral density over 
the acoustic band of 10–800  Hz in 2017–2018 and 10–6400  Hz in 2018–2019. 
Co-located measurements of ice draft, salinity, temperature, and current profiles, 
along with nearby meteorological measurements, provide time series of environ-
mental forcing and conditions. An updated seasonal baseline for ambient noise in 
Barrow Strait is calculated and compared against historical measurements, along 
with a review of noise-generating mechanisms and transmission loss models in 
the Arctic.
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6.1  Introduction

The Arctic Ocean is the northernmost body of water in the world and features 
constant ice cover, causing temperature and salinity profiles unlike any other ocean 
basin. These unique profiles keep cool freshwater at the surface and, together, gen-
erate a unique sound speed profile which has a positive gradient with increasing 
depth causing horizontally propagating sound waves to be refracted towards the 
surface. This has the effect of creating a shallow sound channel, shown in Fig. 6.1, 
allowing sound to travel great distances where the primary loss mechanism is due to 
the sea ice itself (Hutt 2012).

Ice cover also makes the Arctic Ocean difficult to access. However, the low levels 
of anthropogenic noise make it ideal for studying the myriad of natural sound 
sources that contribute to underwater noise levels. With receding ice cover due to 
climate change, existing shipping channels are becoming accessible for greater 
periods of the year, and new channels will begin to open, allowing ship traffic to 
increase. In fact, shipping in the Arctic has tripled over the past 20 years (Giesbrecht 
2018), and with this increase comes the growing concern of its effects on marine 
life, including the impact of ship-generated noise on the underwater soundscape 
(Stephenson et al. 2011).

Thus, quantifying the natural ambient noise levels of the Canadian Arctic Ocean 
is becoming increasingly important in order to establish a baseline for this environ-
ment. The mechanisms of natural ambient noise generation must be understood in 
order to accurately model and predict the background against which increasing the 
sounds of anthropogenic activity (noise pollution) will be added to the marine habi-
tat. In order to model the temporal and spatial extent of both natural and human- 
generated noise, the transmission of underwater sound in the unique Arctic waters 
must be understood. Several models have proposed methods to capture the 
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Fig. 6.1 Typical sound speed profiles in the Arctic, demonstrating the under-ice surface duct in 
winter and the shallow sound channel at 150 m in summer (Hutt 2012)
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transmission losses associated with sea ice: shear energy conversion, rough water-
ice interface scattering, and scattering and shadowing by large ice keels.

This chapter will give a brief summary on ambient noise studies that have been 
conducted in the Arctic with an emphasis on presenting research conducted in the 
Canadian Arctic. So far, studies have described a few dominant noise-generating 
mechanisms in the Arctic, ice combined with wind and temperature changes being 
the leading ones (Urick 1984; Carey and Evans 2011; Hutt 2012). Recent work on 
the use of permanent monitoring systems for the real-time reporting of ambient 
noise is presented.

6.2  Survey of Acoustic Measurements

A variety of techniques have been used for measuring ambient noise levels in the 
Arctic Ocean. They have ranged from single hydrophones to hydrophone arrays that 
are lowered from ice stations, drifting buoys, and moored or mounted to the sea 
floor. Experimental interest has been primarily focused on the effects of the shallow 
propagation channel and the rough ice surface on ambient noise properties. 
Consequently, measurements conducted in the Arctic have generally been made in 
the littoral zone (< 300 m) and over low-frequency bands (10–1000 Hz). In this sec-
tion, a summary of ambient noise measurements in the Canadian Arctic is presented 
historically, by region and by experimental method.

6.2.1  Temporal Distribution of Measurements

Arctic ambient noise has been studied in Canada since the mid-1900s. Measurements 
before the 1990s were usually conducted in the spring and summer months due to 
both the difficulty of access caused by ice cover and the harsh weather conditions in 
the fall and winter. Over time, temporal coverage was improved by developing long- 
term monitoring systems that could be deployed one season and recovered the next. 
One of the earliest attempts at this was done in 1967 using five Remote Instrument 
Packages (creating the unfortunate acronym RIP) installed on the Arctic sea floor 
for a period of 1 year (Milne and Ganton 1971). When recovered, only 30% of the 
data was retrieved successfully. The main difficulties were that the data were not 
available until the retrieval of the system and the actual process of retrieval. Certain 
systems were even never retrieved due to ice conditions or recovery system failures. 
Furthermore, since the electronics were exposed to freezing temperatures, they may 
be prone to breaking and corrupting data before the systems could be recovered 
(Milne and Ganton 1971; Roth 2008).

More recently, Defence Research and Development Canada (DRDC) conducted 
a series of persistent monitoring experiments using persistent, multi-sensor obser-
vation systems with real-time reporting capability under the Northern Watch 
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program (Heard et  al. 2011a; Forand et  al. 2008), deployed in Gascoyne Inlet, 
Devon Island, Nunavut. The difficult conditions in the Arctic initially caused hard-
ware problems (Carruthers 2016) though preliminary results, including ambient 
noise and transmission loss data, have been reported (Heard et al. 2011b).

The Barrow Strait Real Time Observatory (BSRTO) was installed after a decade 
plus observation effort near Resolute, Nunavut, using long-term moorings by 
Fisheries and Oceans Canada (DFO) at the Bedford Institute of Oceanography 
(BIO) (Hamilton and Pittman 2015; Hamilton et al. 2013). The system records and 
transmits daily water property, ice thickness, currents profiles, and passive acoustic 
data year round. The observatory consists of an underwater network that communi-
cates using acoustic modems to a main mooring, connected to a shore station (in 
fact, the Northern Watch camp established by DRDC) via an underwater cable.

To reduce the size of the transferred acoustic data, certain processing is done 
automatically before transmission, while the raw data is saved on the instrument, 
which is typically retrieved and serviced annually. To conserve battery power and to 
reduce data transmission bandwidth, the hydrophone is duty-cycled, recording for 
1 min every 2 h. BSRTO has been reporting ambient noise data in near real-time 
over the band 10–800  Hz in 2017–2018 and 10–6400  Hz in 2018–2019. 
Measurements in 2017 often hit the hydrophone’s noise floor of 57 dB ref 1 μPa; 
thus, a sensor with a higher sensitivity was deployed in September 2018. Figure 6.2 
provides a spectrogram of ambient noise measured over fall and winter at BSRTO.

Fig. 6.2 Spectrogram of data collected at BSRTO between August 2018 and May 2019
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6.2.2  Spatial Distribution of Measurements

To help distinguish the sources of noise that might contribute to the ambient noise, 
the Arctic Ocean can be divided into four different regimes (Carey and Evans 2011):

 1. The central Arctic: permanently covered with pack ice
 2. The coastal regions: covered in shore-fast ice in the winter and a mixture of pack 

ice and/or ice-free periods during the summer
 3. The marginal ice zone: progression from a pack ice region to an ice floe region
 4. Open waters: ice-free regions adjacent to the marginal ice zone

In this chapter, data has been divided into three geographical regions. These three 
regions were chosen to reflect the different regimes as well as to isolate the major 
study regions in the Canadian Arctic. Zone 1 in Fig. 6.3 is the region with the most 
ambient noise spectra. It represents the regions north of Alaska and the Yukon 
known as the Beaufort Sea, consisting of the deep Canadian Basin and wide Chukchi 
and Beaufort Shelves. The ice conditions vary with season, with the Beaufort Gyre 
driving first-year and multi-year ice in a clockwise direction. Zone 2 represents the 
Canadian Archipelago, characterized as a coastal region with seasonal shore-fast ice 
and shallow water. Finally, Zone 3 represents the central Arctic region, defined by 
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Fig. 6.3 Map defining different zones of collected data in Figs. 6.4, 6.5, 6.6, and 6.9
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persistent multi-year ice. Regions for which no ambient noise spectra were found 
are the southern region of the Canadian Archipelago1 and Baffin Bay. Table  6.1 
shows the distribution of studies and the different equipment configurations used for 
the measurements presented in this chapter.

6.2.3  Notes on Measurement Quality and Compatibility

Ambient noise levels during quiet periods (e.g., sea state 0  in the open ocean), 
especially in the low-frequency bands, can be masked by electronic and mechanical 
system noise or fall below the sensitivity of the sensor (Milne and Ganton 1964; 
Insley et al. 2017). This can clearly be seen as very narrow band spikes in some 
spectra under Zone 1 of Fig. 6.4. The spectrum attributed to Chen et al. that has 
much higher values than the others in Fig. 6.4 was taken during an experiment in the 
Beaufort Sea in 1994. The study attributed these high-spectrum values to possible 
high array self-noise during the SIMI94 experiment (Chen et al. 2018).

Most early studies consider ambient noise in the Arctic to be analogous to ocean 
noise recorded in other basins, free of deterministic transient sources and with 
quasi-stationary statistics over an appropriate time window, typically greater than 
1 min and less, than time scales associated with the changing environmental forc-
ings. Once ice signatures such as thermal cracking were distinguished and identi-
fied, certain studies started removing these signals based off the NRC (2003) 
definition of ambient as noise originating from many indistinguishable sources. 
Kinda et al. (2013) used a statistical method to isolate and remove ice-generated 
transients to separate purely ocean-driven noise from ambient noise. Roth et  al. 
(2012) removed transient events from their 2006 data but left them in their 
2008–2009 measurements. It would be beneficial for the community to accept a 
definition of what transient events should be excluded from ambient noise measure-
ments to make noise levels more comparable. The highest peak at 10 Hz in Zone 3 
of Fig. 6.6 is due to transients unrelated to the environment, that is, airgun pulses 
occurring in the surrounding area (Ozanich et al. 2017).

Another factor that makes study inter-comparison difficult is the ambiguity of 
the units, particularly when considering third octave bands. Here, all measurements 
are presented as mean-square sound pressure spectral density in dB re 1 μPa2, which 
is also known as power spectral density (PSD). All values converted to third octave 
band measurements were assumed, unless otherwise stated, to be averaged and not 
integrated over the bands. All measurements presented in dB re 1 μPa that were not 
integrated over frequency bands or stated as sound exposure levels were assumed to 
be equivalent to dB re 1 μPa2/Hz.

1 Measurements in Pond Inlet, Nunavut, were made in 2016 but have not been reported.
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Fig. 6.4 Accumulation of recorded ambient levels in Zone 1 as defined in Fig. 6.3. Details on how 
the spectra were collected can be found in Table 6.1 (Greene and Buck 1964; Mellen and Marsh 1965; 
Lewis and Denner 1988a; Roth et al. 2012; Kinda et al. 2013; Insley et al. 2017; Chen et al. 2018)
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Fig. 6.5 Accumulation of recorded ambient levels in Zone 2 as defined in Fig. 6.3. Details on how 
the spectra were collected can be found in Table 6.1 (Milne and Ganton 1964, 1971; Ganton and 
Milne 1965; Milne et al. 1967; Milne 1974)
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6.3  Environmental Sources of Noise

6.3.1  Ice

Sea ice cover in the Arctic Ocean produces a unique set of sounds related to various 
mechanical processes within the ice. The characteristics of ice (brittleness, thick-
ness, surface roughness, ridging, and snow cover) along with the outside forces 
(wind stress, ocean currents, and tidal heave) and the thermodynamic forcing (air 
temperature) that act on it add new sources to the underwater environment that 
make predicting and understanding ambient noise in the Arctic more complex than 
in ice-free oceans, where wave height (or by proxy, wind speed) provides a stable 
estimate of noise levels (Knudsen et al. 1948; Barclay and Buckingham 2013a). Ice 
generates noise near the surface boundary under the influence of meteorological 
conditions, and the mechanisms will change depending on the season and ice cover 
type (Milne et  al. 1967). During shore-fast ice conditions, surface cracks due to 
thermal gradients will dominate the soundscape. In floe pack ice, relative motion of 
the flows dominates the soundscape (Milne and Ganton 1964).

Generally, ice cover will skew noise level distributions to low frequencies, as 
higher frequencies are more readily scattered and absorbed by the ice canopy (Hutt 
2012). Spectra dominated by ice noise also have a typical slope of −12  dB per 
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Fig. 6.6 Accumulation of recorded ambient levels in Zone 3 as defined in Fig. 6.3. Details on how 
the spectra were collected can be found in Table 6.1 (Milne 1974; Zakarauskas et al. 1991; Ozanich 
et al. 2017)
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octave although this can vary drastically depending on the dominant source mecha-
nism (Yang et al. 1987). Low-frequency ice noise is generated by large-scale ice 
motion ridging, and higher-frequency (kHz −10’s of kHz) noise is induced by par-
ticles impinging on the ice surface (Milne 1974) and bubbles bursting as the ice 
melts (Urick 1971; Hutt 2012).

6.3.1.1  Ice Cracking

Noise from the cracking of ice is usually thermally generated and is an effect 
observed in pack ice, shore-fast ice, and winter ice. As the air cools, the surface of 
the ice contracts and cracks; these cracks generate broadband impulsive noise 
underwater (Ganton and Milne 1965). Ice cracking occurs at the surface where ther-
mal stresses are highest; therefore, these cracks are shallow (0.10–0.15 m deep) 
(Ganton and Milne 1965; Milne and Ganton 1969, 1971). Cracking is especially 
prevalent in multi-year ice since it contains less salt and is more brittle (Hutt 2012). 
As seen in Fig. 6.7, the dashed and dotted lines represent ambient noise levels when 
cracking is present. A flat spectral shape or a peak near the 100–500 Hz band is the 
distinguishing feature of a spectrum dominated by thermal ice cracking (Milne and 
Ganton 1969; Greening and Zakarauskas 1994; Greening et al. 1997; Mellen and 
Marsh 1965). As air temperature increases, cracking activity will be significantly 
lower due to the transition of tensile stress to compressive stress (Milne et al. 1967; 
Milne and Ganton 1969). The resonant frequency of the cracking noise has been 
hypothesized by Milne and Ganton (1969) to follow Eq. 6.1:
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(6.1)

where f is frequency, E is Young’s modulus, d is the crack depth, ρ is the density of 
the ice, and μ is Poisson’s ratio.

6.3.1.2  Ice Ridging

The formation of an ice ridge occurs when two different ice sheets collide, forming 
a relatively thicker section of ice comprising of a keel on the ocean side and a ridge 
on the air side. The noise source of this mechanism is from the bottom portion of the 
keel, which will generate noise at low frequencies and will have a louder sound 
pressure level (SPL) with thicker ice (Buck and Wilson 1986). According to 
Greening et al. (1997), spectral peaks centred at around 10 Hz usually represent a 
noise field dominated by ice-ridging noise. This may be attributed to propagation 
properties in the Arctic surface channel, which has the lowest attenuation in the 
band 10–30  Hz (Greening and Zakarauskas 1994; Dyer 1988). Greening and 
Zakarauskas (1994) demonstrated that source mechanisms with a spectral peak near 
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10–20  Hz are not required to reproduce observed ambient noise spectra. Broad 
peaks centred at 10 Hz can be observed in the purple and green curve of the quiet 
periods in Fig. 6.7 and are due to distant ice ridging.

A model to predict ridge noise was first developed by Pritchard (1984). By 
assuming that the energy dissipated during the ridging process was a proper mea-
sure of the noise source level, Pritchard (1984) was able to explain 46–64% of the 
noise between 10 and 32  Hz measured in the Beaufort Sea during the AIDJEX 
project. Another model for ice ridging noise was later developed by Buck and 
Wilson (1986). They considered the ridge to be a line source and assumed an active 
ridge spacing of 37 km. They were able to show that the 50 percentile noise levels 
measured were in good agreement with the model. This shows that ridging noise 
dominates the average low-frequency ambient noise field in the Arctic. Finally, 
Pritchard (1990) developed a low-frequency model that used the sum of interactions 
from ridging, microcracking, and mixed layer shearing to predict ambient noise in 
the Arctic. The system uses a sea ice dynamic model to predict the distribution and 
characteristics of the sources. This model generally successfully simulated longer- 
term trends (daily to weekly) in the CEAREX drift experiment data.
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Fig. 6.7 Arctic ambient noise levels due to cracking using data from Mellen and Marsh (1965), 
Ganton and Milne (1965), and Zakarauskas et al. (1991) where the solid black line shows a typical 
ice-free wind-driven noise spectral slope of −19 dB/decade or ƒ−5/3
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6.3.1.3  Other Ice-Related Mechanisms

Diachok and Winokur (1974) studied noise at the ice edge using a horizontal series 
of sonobuoys. They found that noise levels generated at the ice-water boundary dis-
sipated faster under the ice sheet than in open water and that the difference in dis-
sipation was larger when in the presence of a compact ice versus a diffuse ice edge. 
They determined that a primary noise-generating mechanism was related to interac-
tions of waves and swells with the ice floes. Yang et al. (1987) determined that the 
source distribution was not uniform along the ice edge but that noise comes from 
“hotspots” that act as point sources. The observed distribution of the “hotspots” 
approximately followed the dimensions and distribution of eddies in the East 
Greenland Sea (Yang et al. 1987).

Ashokan et al. (2016) studied ice calving and bobbing noises in the Arctic. They 
observed that an increase in underwater noise under 500 Hz is associated with ice-
berg calving and bobbing. Tegowskia et al. (2011) also observed a calving event that 
increased levels at 80 Hz by approximately 17 dB. They compared a location with 
calving glaciers to a location covered by marine ice floes and found that the site sur-
rounded by calving glaciers had generally lower levels at frequencies below 40 Hz 
but had levels that were 4–5 dB higher at frequencies above 1000 Hz. The location 
covered in ice floes had an increase in spectral slop above 5 kHz that was attributed 
to gas bubbles being released during ice floe collisions, disintegration, and melting 
(Tegowskia et al. 2011). So far, the overall contribution of calving and bobbing to 
the Arctic soundscape is unclear (Ashokan et al. 2016).

Ice noise is generally impulsive and can be categorized as a transient signal. A 
transient signal is short bursts of energy that deviates from a steady state. Kinda 
et al. (2015) studied local transient signals and divided them into three categories, 
broadband transients, frequency-modulated tones, and high-frequency broadbands, 
with centre frequencies ≥1000 Hz. Broadband transients are low-frequency signals 
that can range between seconds and several minutes (0.9 s and 7 min). Seventy-five 
percent of the time, their frequency peaks are below 50 Hz and the received levels 
average at 104 dB re 1 μPa. Kinda et al. (2015) associated these signals with the two 
first phases of the ice fracturing process. Frequency-modulated tones are signals 
that cover an even larger bandwidth than broadband transients and have several 
harmonics. They can repeat at regular intervals and have an average duration that 
ranges between 1 s and 420 s. These signals have frequencies between 500 Hz and 
4 kHz and average receive levels of 95 dB re 1 μPa. Kinda et al. (2015) associated 
frequency-modulated tones with the reopening of a large lead. Xie and Farmer 
(1991) and Ye (1995) had observed similar signals, attributing them to friction 
between newly formed ice flows rubbing longitudinally due to wind and current 
forcing. High-frequency broadbands can have a continuous or pulsed pattern. They 
can be distinguished by their long durations and high recorded levels at frequencies 
above 1 kHz. Their levels have a narrow distribution with a mean of 92 dB re 1 μPa. 
Kinda et al. (2015) associated these signals with wind effects on frazil ice and did 
not see a significant link with any kind of precipitation.
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6.3.2  Wind

Wind will typically generate underwater noise by producing a rough sea state. As the 
wind speed increases and sea state becomes rougher, the generated underwater noise 
will increase (Wenz 1962; Urick 1984). This also occurs in the Arctic, but with ice 
cover, wind will generate noise by crashing ice floes together and by blowing snow 
and ice over the ice sheets that cover the water. The relationship between wind and 
noise will change with ice cover and might even be indistinguishable depending on 
the state of the ice. As opposed to ice-generated noise, wind- generated noise has a 
Gaussian distribution. Consequently, it can be easily separated from ice ridging and 
cracking noise using the coefficient of excess. Ganton and Milne (1965) calculated 
coefficients of excess up to 100 in samples where ice cracking noise dominated. For 
regions with shore-fast ice cover, Ganton and Milne (1965) were able to identify 
wind saltation noise (Milne 1974), where ice and snow particles move along the 
topside of the ice canopy creating high-frequency noise in the water column. Ganton 
and Milne (1965) derived an empirical equation that related noise levels with wind 
speed to the power of 5.3. The onset of the relationship occurred at wind speeds 
between 1.3 and 2.2 m/s. Later, Milne (1974) concluded that noise increased with 
wind speed cubed using data from Ganton and Milne (1965) and Milne et al. (1967).

Milne (1974) also determined a method to calculate wind threshold speed using 
a model developed by Bagnold (1941) which depends on height, acceleration due to 
gravity, minimum grain diameter, grain density, density of air, and the aerodynamic 
roughness. Using data from the Robertson Channel, the theoretical threshold wind 
speed of 4.1 m corresponded closely to their observations. Milne (1974) also con-
cluded that the shape of the spectrum tends to remain constant once saltation starts.

Milne and Ganton (1971) showed that moving ice flow noise was best correlated 
with a mean daily wind. In this case, noise was generated by breaking waves and the 
collision of ice floes. SPL increases with wind speed, and the effects of wind speed 
are less distinguishable as ice cover concentration and thickness increase (Insley 
et al. 2017). The relationships of wind speed to noise can be seen in Table 6.2. For 
Roth et al. (2012), correlations of ambient noise and wind were done for a wind with 
zero temporal lag.

6.3.3  Biological

Most of the detected biological signals are from the western Canadian Arctic and 
are from bowhead whales, walruses, bearded seals, beluga whales, and grey whales. 
All of these live year round in the Arctic, except for the grey whale which visits 
seasonally (Baumgartner et al. 2014). These mammals rely on sound to sense their 
underwater environments (communication, echolocation, and predator avoidance) 
(Moore et al. 2012). Bowhead whales make tonal frequency-modulated sounds in 
the 50–400  Hz range. Beluga whales create whistles, pulsed tones, and noisy 
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vocalizations between 0.4 and 20 kHz. Bearded seal songs will predominantly be in 
the 1–2 kHz band but may range between 0.02 and 6 kHz. Walruses will mostly 
produce clicks, rasps, a bell-like tone, and grunts between 0.4 and 1.2 kHz, and grey 
whales produce knocks and pulses in the 0.1–2 kHz range (Richardson et al. 1995).

All the animals listed have been detected in ambient noise recordings in the 
Canadian Arctic (Mellen and Marsh 1965; Richardson et al. 1995; Baumgartner et al. 
2014). In fact, Clark et al. (2015) showed that, during spring, the chorus of bearded 
seals dominated the ambient noise levels in the 0.25–2.5 kHz frequency band between 
the Chukchi and Beaufort Seas. MacIntyre et al. (2013) recorded bearded seals year 
round and found that their calls coincided with the seasonal ice changes for two con-
secutive years. Calls increased in the winter with formation of pack ice and peaked in 
the spring for mating season and preceding the break-up of sea ice.

6.4  Anthropogenic Sources of Noise and Their Effect 
on Marine Mammals

Anthropogenic sources include transportation, dredging, construction, hydrocarbon 
and mineral exploration and exploitation, geophysical surveys, sonar, explosions, 
and ocean science studies. In the Arctic, common offshore sources include airgun 
surveys, pile driving, shipping, ice breaking, dredging, and small boat operations 
(Moore et al. 2012). Of these, the most widespread source comes from transporta-
tion (Giesbrecht 2018). Anthropogenic sources can affect marine mammals by 
masking important sounds, causing temporary or permanent hearing loss, cause 
physiological stress or physical injury, and reduce prey availability by causing 
changes in the ecosystem (Moore et al. 2012). To date, ship noise and airgun noise 
were of most concern in the Canadian Arctic, and findings have been described in 
the sections below. A list of studies that focus on the effects of anthropogenic sound 
on marine maps can be found in Moore et al. (2012), and a review of documented 
disturbance reactions can be found in Richardson et al. (1995).

Table 6.2 Slopes of linear regressions between wind and ambient noise levels at different ice 
concentrations

Source
Wind effect coefficient 
(dB re 1 μPa)/(km/h)

Frequency 
Hz Ice cover concentration

Insley et al. 
(2017)

0.43 250 Varying ice cover from dates ranging 
between May 2015 and July 2016

Insley et al. 
(2017)

0.14 250 100%

Roth et al. 
(2012)

0.28 250 0–25%

Roth et al. 
(2012)

0.14 250 75–100%

Milne and 
Ganton (1971)

0.6 150–300 Concentration not specified; moving 
ice floes observed
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6.4.1  Ships and Boats

Over the past 20 years, shipping traffic has tripled (Giesbrecht 2018), and with the 
receding ice cover, existing shipping routes are open longer while new shipping 
paths could be accessible by the mid-century. In fact, the shorter winter seasons are 
reducing access to winter roads and making increased boating traffic an even more 
likely prospect (Stephenson et al. 2011). With increased ship and boat traffic come 
increased noise and the potential for an increase in disturbance reactions (Moore 
et al. 2012; Richardson et al. 1995). Shipping traffic generally increases noise levels 
in the 10–1000 Hz range, which directly overlaps with the calling frequencies of 
bowhead whales, bearded seals, and ringed seals and could therefore mask their 
communications (Insley et  al. 2017). Furthermore, predictions from the western 
Canadian Arctic show that loud vessels are audible underwater when they are within 
100 km and could affect marine mammal behaviour when within 52 km depending 
on the vessel type (Halliday et al. 2017). A Monte Carlo simulation study driven by 
historical observations showed that when a vessel was within the study region, the 
Tallurutiup Imanga National Marine Conservation Area (TINMCA), the 24-h sound 
exposure level predicted that vessel noise would be audible to narwhals, belugas, 
and bowheads for 85%, 81%, and 88% of the time, respectively, but never above the 
National Oceanic and Atmospheric Administration’s limit of temporary threshold 
shift, where temporary hearing loss will occur (NMFS 2018).

6.4.2  Airguns

Airgun pulses are generated by low frequency-controlled sources designed for sub- 
bottom imaging. Roth et al. (2012) and Ozanich et al. (2017), studies which were 
conducted in the western and eastern Canadian Arctic, respectively, measured 
increased SPL in between frequencies of 10 and 30 Hz. Roth et al. (2012) estimated 
that ambient noise levels in September and October were raised between 2 and 8 dB 
re 1 μP a2/Hz due to airgun pulses.

6.5  Characteristics of Variation

Arctic ambient noise is highly variable and impulsive due its major noise source and 
major contributor to transmission loss and wave suppression: ice. The wide ranges 
of ambient noise in the Arctic have been measured to be about 20 dB lower than sea 
state 0 and up to levels similar to the Knudsen sea state 4 (Urick 1984; Carey and 
Evans 2011). Ice cracking, ridging, melting, and bobbing will take turns dominating 
the ambient noise profile depending on the season or study region. Figure 6.8 shows 
how ice cover type and seasons affect ambient noise levels, based on Hutt’s sum-
mary of observations from Canadian ice camps and from the BSRTO.
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6.5.1  Temporal Variations

6.5.1.1  Short Time Scales

The most studied short time variations are due to thermal ice cracking. As the air 
cools at night, the ice sheet contracts and becomes more brittle making it more sus-
ceptible to cracking under tensile stress (Milne and Ganton 1969). This diurnal 
variation was also observed to be significantly reduced in the presence of snow 
cover. The snow acts as insulation and slows down the cooling of the ice with the 
atmospheric temperature (Hutt 2012).

6.5.1.2  Long Time Scales

Studies have shown that ambient noise variation does not necessarily follow seasons 
but is better correlated with month and ice cover type. Arctic seasons can be divided 
as done by Clark et al. (2015): summer to fall (August to November), spring to sum-
mer (April to July), and winter (December to March). In Insley et al. (2017), January 
to April had the lowest recorded levels, and sound pressure levels were highest 
between May and October. These trends are also reflected in Fig. 6.8.
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Fig. 6.8 Distribution of underwater ambient levels in the Arctic as a function of time of a calendar 
year for the 10–1000 Hz band, where the shaded region indicates the noise level between the 10th and 
90th percentile, as computed by Hutt (2012) (green) and from observations from the BSRTO (yellow)

6 Ambient Noise in the Canadian Arctic



122

As seen in Fig. 6.8, July to October shows higher ambient levels due to open 
water and moving ice flows, which can create high noise levels through collisions. 
Between December and May, most of the Arctic is covered with pack ice and shore- 
fast ice, which, although this ice is a source of noise, has quieter ambient noise 
levels. This is due to increased transmission loss, reduction in biological and anthro-
pogenic sources, and reduction of wind-generated waves by the ice cover. The 
BSRTO data follows the lower range values presented by Hutt (2012), while the 
highest values from both curves are recorded between August and September. In 
December, the noise level at BSRTO increases and widens, which is not seen in Hutt 
(2012). This difference could be attributed to the BSRTO’s single year and sole 
location of data collection, while the data from Hutt (2012) is an accumulation of 
data collected at different sites, during various years. Local effects, such as the lim-
ited fetch in Barrow Strait and regular weather patterns (e.g., wind direction, ice 
conditions, freeze-up date), will define the observation, whereas the Hutt data will 
tend to smooth these effects.

These seasonal trends can also be observed in Fig. 6.9, especially after the 2000s 
when there were more permanent monitoring systems. Over the frequency band of 
150–300 Hz, the PSD will be higher between August and December (blue shades) 
than January and May (red shades). The levels are also typically highest in August 
to September and will be lowest in March to May.
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Fig. 6.9 PSD for the 150–300 Hz band as a function of year collected using the same data as in 
Figs. 6.4, 6.5, and 6.6. Shapes represent the location of the measurement and colours represent 
months. If data was collected over 2 months, then the first one was chosen to represent the data. 
The black star represents data from a year-long mean spectrum taken by Kinda et  al. (2013) 
(Ozanich et al. 2017; Lewis and Denner 1988a, b; Milne and Ganton 1964, 1971; Chen et al. 2018; 
Zakarauskas et al. 1991; Mellen and Marsh 1965; Ganton and Milne 1965; Greene and Buck 1964; 
Insley et al. 2017; Roth et al. 2012)

E. Cook et al.



123

During winter and spring, noise distributions are typically non-Gaussian due to 
the noise created by the ice, whether it is by cracking, forced collisions due to wind, 
or other mechanisms. If there are enough events over time and they are distributed 
evenly enough in space, relative to the recorder, the distribution will be Gaussian 
(Milne 1966; Zakarauskas et al. 1991; Kinda et al. 2013).

6.5.2  Spatial Variations

As seen in Figs. 6.4, 6.5, and 6.6, the PSD levels in each zone cover a wide range of 
values. All the measurements were made over the 10–1000 Hz band and have simi-
lar slopes. Two exceptions occur: a single spectrum in Zone 1 shown in Fig. 6.4. and 
those made by Insley et al. (2017), which were collected in very shallow water and 
are presumably more influenced by local surface ice noise and ice interactions with 
the bottom. The seminal measurements of Mellen and Marsh (1965) do a remark-
able job in summarizing observations succinctly.

Spectra in Zone 2, with the exception of the BSRTO data, were all taken with the 
purpose of understanding the effect of ice cracking on ambient noise and thus were 
computed on short time scales. Measurements were taken at different times of day 
when cracking was known to be quiet or loud due to forcing by atmospheric heating 
and cooling. BSRTO data, shown as monthly averages, have a peak at 2.5 kHz, cor-
responding with the horizontal bands shown in Fig. 6.2. The source of this broad-
band noise may be due to mechanical noise generated by the mooring, though 
further study is required.

Spectra in Zone 3 have peaks between 10 and 50 Hz. All measurements in Zone 
3 were taken at depths shallower than 85 m, which is within the shallow propagation 
channel created by the sounds speed profile. Distant airgun-generated noise is 
observable during the open water months, particularly in the September data of 
Ozanich et al. (2017).

6.5.3  Depth Dependence

Though the spatial properties of noise are important for predicting sonar performance, 
only Greene and Buck (1964) and Ozanich et al. (2017) have reported on the depth 
dependence of Arctic ambient noise. Greene and Buck (1964) determined that 
minimum noise intensity is at the bottom of the ice, increasing to a uniform depth 
dependence beyond a depth of one-half the wave length. Ozanich et al. (2017) rep-
licated those observations using a drifting array and concluded that noise time series 
tends to become normally distributed as the sensor depth increases and the receiver 
effectively monitors a larger area of the surface, an effect also seen in the ice-free 
ocean (Vagle et al. 1990; Barclay and Buckingham 2013b). Close to the ice, local 
overpowering transients skew the noise signal towards non-Gaussianity.
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6.6  Propagation

To both develop a model of natural ambient noise and quantify the effect of 
anthropogenic sources on the underwater soundscape in the Canadian Arctic, 
accurate knowledge of underwater sound transmission loss is required. Transmission 
loss in the Arctic is affected by mechanisms related to the ice canopy, as well as 
scattering and reflection from the seabed and volume scattering and absorption. 
Considerable experimental and theoretical efforts have been invested into 
understanding these mechanisms since the middle of the previous century, though 
an accurate model of a rough, elastic sea ice layer has yet to be demonstrated. The 
ice layer contributes to transmission loss through scattering from the rough underside 
layer, comprised of a local surface roughness as well as large keels (ridges), through 
the conversion of compressional energy to shear energy in the ice layer and interface 
waves and through the bulk acoustic wave properties within the ice itself, such as 
compressional and shear attenuation. The wave speed structure and attenuation 
within the ice layer depends on parameters such as temperature, salinity, and density 
(Rajan et al. 1993). Sea ice thickness can range from a fraction of a wavelength to 
multiple wavelengths, making these effects highly frequency dependent.

Due to the dynamic nature of atmospheric and oceanographic conditions in the 
Arctic, the material properties within the sea ice undergo significant seasonal 
changes and are subject to large spatial variability. Additionally, the measurement of 
the ocean ice roughness profile and the acoustic properties within the ice layer over 
long ranges is technically and logistically challenging. As a result, simplified ana-
lytical models and statistical methods are typically employed for predicting trans-
mission loss in the Arctic. A range of propagation models have been developed, 
including empirically derived relationships, ray models, normal mode models, wave 
number integral models, and parabolic equation (PE) models of varying complexity. 
This section provides a brief overview of under-ice transmission loss measurements 
and modelling.

6.6.1  Measurements

Figure 6.1 shows that in both summer and winter, the upward refracting environment 
in the Arctic allows for very long-range transmission of sound that is either surface 
trapped or in a shallow sound channel centred at 150 m depth. In the ice-free ocean, 
the air-sea interface is perfectly reflecting, making a surface trapped waveguide an 
efficient propagation channel. Surface roughness due to wind waves and swell, and 
bubble layers due to breaking waves, can reduce the channels’ efficiency through 
scattering and cause a deterministic signal to lose coherence as it repeatedly interacts 
with the surface.

Similarly, the underside of the sea ice layer adds losses due to scattering and 
reflection, phenomena quantified in early measurement by Buck and Greene (1964) 
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who measured aircraft-deployed explosive sources at ranges of up to 200 km in the 
deep Arctic Ocean. The frequency-dependent effective attenuation of the ice layer 
was observed to begin at 50 Hz and increase with frequency (Fig. 6.10). During the 
same period, Marsh and Mellen (1963) conducted transmission loss experiments 
over a distance of 800 km and similarly demonstrated the strong frequency depen-
dence caused by the ice layer.

At the time, Canadian defence researchers began studying sound propagation in 
Barrow Strait, a shallow water environment where both the ice layer and the seabed 
contribute to transmission loss. Milne (1960) observed a loss consistent with geo-
metric spreading, in this case cylindrical, over a relatively short range of 18 km with 
an added 1 dB of loss in the 10–20 kHz band per 1.8 km (nautical mile) (Fig. 6.10). 
At these ranges, Milne noted that transmission times between fixed stations were 
more stable than in the open ocean (Ganton et al. 1969).

In order to estimate the importance of ice keels on transmission loss, observations 
of ice ridge densities and sail height were used to infer keel number densities and 
draft in the central Arctic (Zones 1 and 3) by Diachok (1976) and used as input 
parameters for a propagation model that treats the ice as a pressure release (perfect) 
scatterer. The results were used to estimate a frequency-dependent effective attenu-
ation in two different regions of the Arctic, as shown in Fig. 6.10. During this time, 
a Canadian effort by Verrall and Ganton (1977) was focused on improving estimates 
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Fig. 6.10 Effective attenuation per unit distance due to ice cover as a function of frequency 
according to observations (solid red triangle) (Milne 1960), empirical relationships (dashed lines) 
derived by Buck and Greene (1964) and Thiele et al. (1990), and physics-based models by Diachok 
(1976), Fricke (1993), and LePage and Schmidt (1994)
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of the reflection coefficient of shore-fast ice in the Canadian Archipelago. Further 
experiments were carried out to improve the sea ice reflection coefficient at low 
frequency (Livingston and Diachok 1989), and theoretical progress was made on 
rough ice scattering models (Kuperman and Schmidt 1986).

The next series of measurements began in the early 1990s and were planned as 
basin-scale tomographic experiments. By sending precisely timed tomographic sig-
nals across the Arctic basin, the travel times along various deep diving, shallow 
diving, and surface interacting acoustic paths can be used to compute the sound 
speed (thus temperature and salinity) in depth and range, as well as the ice thickness 
and roughness. The Transarctic Acoustic Propagation (TAP) experiment was 
planned as a demonstration project to measure the warming of the Arctic Ocean 
basin between a source placed north of Spitzbergen and two receivers, one near 
Barrow, Alaska, and a second near Alert, Nunavut (Mikhalevsky et al. 1995, 1999). 
The 6-day experiment successfully detected the intrusion of warm Atlantic 
Intermediate Water using a 20.5 Hz signal and led to improved scattering models for 
the ice-water interface (LePage and Schmidt 1994; Fricke 1993) (Fig. 6.10). This 
sets the stage for a year-long monitoring program, Arctic Climate Observations 
Using Underwater Sound (ACOUS), deployed in 1998. ACOUS used a similar 
geometry and source to TAP and successfully inferred the seasonal ice thickness 
and roughness, using a scattering inverse model by Kudryashov (1996) (Gavrilov 
and Mikhalevsky 2006).

Tomographic measurements in the Arctic have continued to the present day, with 
persistent monitoring and increasingly complex ocean acoustic-coupled models. A 
series of experiments monitored the Fram Strait during the previous decade (Sagen 
et  al. 2016) resulting in studies of small- to large-scale processes (e.g., internal 
waves to global scale currents) (Dushaw et al. 2016a, b). In the Canadian Arctic, the 
Canada Basin Acoustic Propagation Experiment (CANAPE) recently concluded, 
with early results demonstrating the effect of the Beaufort Gyre throughout the year 
on propagation between the central Arctic and the Chukchi Shelf (Worcester 2015; 
Ballard et al. 2017). Analysis from these recent data sets will push the underwater 
acoustics community to advance low-frequency, under-ice propagation models 
(Collins et  al. 2019), ocean acoustic-coupled models (Duda et  al. 2018; Ballard 
et al. 2017), and three-dimensional propagation models. These advances will better 
allow the modelling of anthropogenic activity, namely, shipping and oil and gas 
exploration, in the Canadian Arctic.

6.6.2  Modelling

Buck (1966) used their early measurements of under-ice transmission loss to 
develop an empirical model that combines geometric spreading with a frequency- 
dependent effective reflection loss per unit distance term (Fig. 6.10). The model was 
fit to the data at nine frequencies in the band 20–3200 Hz, where the standard devia-
tion for each fit ranged between ±5 and ± 9 dB. Empirically derived models, such as 
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the more recent Thiele et al. (1990) equation, and data summaries, such as the one 
provided in Urick (1984), provide rapid estimates of transmission loss but fail to 
account for the spatial diversity in ice layer properties, as well as the seasonal and 
climate change-driven temporal variability. For this reason, a portable, physics- 
based model of under-ice propagation is desirable.

The early efforts of Marsh and Mellen (1963) and Milne (1960) both focused on 
ray models for quantifying the loss due to ice and worked on estimating reflection 
loss coefficients for the ice-water interface. Diachok (1976) continued this effort, 
incorporating scattering from semi-cylindrical ice ridges (keels) into a ray tracing 
model. The majority of modelling development was then directed at better scatter-
ing physics, ice-water reflection coefficients, and the incorporation of keels and 
roughness into ray tracing and normal mode models (Kuperman and Schmidt 1989; 
Fricke 1993; LePage and Schmidt 1994; Kudryashov 1996).

Kuperman and Schmidt (1986) implemented a full-wave solution to a horizontally 
stratified ocean waveguide with a random rough interface between any combination 
of fluid and elastic layers. This model was able to account for scattering at the ice-
water interface and the conversion of compressional energy to shear energy, but 
only for range-independent problems. This model has provided accurate predictions 
of arrival times for recent tomography measurements in the Fram Strait (Hope 
et al. 2017).

Gavrilov and Mikhalevsky (2006) used a normal mode propagation code to 
demonstrate that the ACOUS tomographic signals likely contained information on 
the ice thickness, though the range-dependent environment added uncertainty to the 
result. In another study, a finite-difference numerical simulation showed both the 
elastic parameters and a rough interface have frequency-dependent effects on the 
propagated and scattered fields, though it was the simulation of fluid ice keels that 
best fits the observations (Fricke 1993).

In the preceding decades, PE propagation models had grown in capability, 
reliability, and accuracy and offered the advantage of accommodating range-
dependent environments at low frequencies, where ray models tended to have 
difficulty computing transmission loss. Recent advances allowed a fully elastic 
seabed and ice canopy to be incorporated into a PE simulation (Collins 2012, 2015). 
Collis et al. (2016) benchmarked such a model against an elastic normal mode code 
and wave number integration solution and demonstrated the PE model’s ability to 
compute transmission loss under a slowly varying range-dependent ice thickness. 
Collins et al. (2019) was further able to demonstrate scattering from a data-derived 
ice surface with keels using a fully elastic PE code over a model range of 40 km.

Diachok (1976) showed that a pressure release rough surface could do a good job 
of matching data, provided the statistics of the keels were well known. When scat-
tering is the dominant loss mechanism, the same approximation may be applied to 
a range-dependent propagation model without the added computational complexity 
of a thin, elastic interface. Ballard (2019) implemented a three-dimensional hybrid 
PE-normal mode propagation code with a pressure release rough surface. She found 
that horizontal reflections from ice keels cause the predicted standard deviation of 
received levels over the model area, though the mean remained nearly constant.
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The recent demonstration of a fully elastic PE code capable of roughness on the 
length scale of ice keels represents a significant advancement in under-ice sound 
propagation modelling (Collins et al. 2019). Careful model data comparisons are 
required to fully quantify the relative loss contributions of scattering due to rough-
ness and ice keels and shear energy conversion. In some cases, range-independent 
elastic models may suffice, while in others, inelastic pressure release rough ice may 
capture the dominant physics relevant to predicting transmission loss.

6.7  Conclusion

The changing ice conditions in the Canadian Arctic will alter the underwater 
soundscape through spatial and temporal shifts in the natural noise-generating 
mechanisms, a reduction in ice-driven transmission loss, and an increase in the 
presence of industrial activity, including shipping. A review of historical 
measurements demonstrates that the power spectral density at any given frequency 
in the 10 Hz to 10 kHz band may vary by 30 dB in the deep water environment of 
the Beaufort Sea or Canada Basin (Zone 1), between 30 and 40 dB in the shallow 
Canadian Archipelago (Zone 2), and by 20 dB in the Lincoln Sea (Zone 3), where 
multi-year ice persists.

These large variations are driven by seasonal variations in forcings, with 
increased ice-generated noise occurring during freeze-up and break-up, increased 
wind noise during open water, and periods of quiet arriving with shore-fast ice. 
Contemporary measurements made by the BSRTO demonstrate this seasonality, 
shown in Fig. 6.8, which compares well with historical measurements made at loca-
tions throughout the Archipelago between 1962 and 1987 (Hutt 2012). In both data 
summaries, the noisiest time occurs during the open water season (August and 
September) when sound generated by wind wave dominates, and the quietest season 
(February to May) is when stable, shore-fast ice is present.

The year-round BSRTO acoustic data, along with concurrent oceanographic, ice 
draft, and meteorological data, presents a significant opportunity to advance the 
ability to predict and model natural ambient noise in the Canadian Archipelago and 
in ice-covered waters in general, using a physics-based and portable approach.

Accurate modelling of the natural noise field is a necessary component of a 
marine spatial planning tool capable of quantifying the potential noise impact of 
industrial activity, including shipping, and presenting useful and meaningful infor-
mation to decision-makers. The other key component of such a tool is a high-fidelity 
transmission loss model capable of operating in a range-dependent, partially or 
fully ice-covered environment. Recent advances in under-ice sound propagation 
modelling appear to meet these requirements, though further validation is required, 
particularly in shallow water and over long ranges. The combination of a portable 
Arctic transmission loss model and ambient noise model, along with an understand-
ing of the sensitivity of their accuracy to input data quality (such as per cent ice 
cover, ice draft, sound speed profile, and meteorological conditions), will allow the 
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realistic prediction of the acoustic footprint of vessels, airguns, and other industrial 
sound sources. Once validated, such a tool could provide an accurate representation 
of the acoustic impact of future use and simulate the effect of management solutions.
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