
409

CHAPTER 23

Topic Modeling in Russia: Current Approaches 
and Issues in Methodology

Svetlana S. Bodrunova

23.1  IntroductIon

23.1.1  Topic Modeling as a Scientific Method

Topic modeling is a method of probabilistic clustering of textual documents 
mostly used for large text collections. It finds itself on the crossroads of proba-
bilistic and predictive text classification, natural language processing method-
ologies, semantic analysis, and discourse studies. In this chapter, we look at 
how the teams involving Russian-speaking scholars have enhanced the topic 
modeling algorithms, tested their efficiency, and employed them for interpreta-
tion of real-world datasets, including those from today’s social media—either 
in Russian only or for the Russian cases in comparison with those in other 
languages.

For many scholars, topic models are about latent semantic analysis, or LSA 
(Steyvers and Griffiths 2007), but, algorithmically, LSA appears to be only one 
option of topic modeling; a large variety of algorithmic approaches and exten-
sions to them have been suggested within the last two decades (Blei and 
Lafferty 2009; Korshunov and Gomzin 2012). The main goal of using any 
topic modeling algorithm is to detect the so-called topics in a text collection. 
In communication terms, a topic is a theme around which the discussion is 
evolving; but, in topic modeling, topics express themselves via collections of 
words and/or documents that the modeling algorithm considers similar and/
or related to each other.
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The basis for the texts to be related to each other is word co-occurrence. 
The method implies that texts belonging to one topic may be described as 
those where particular words stay close to each other or, at all, can be found. 
This understanding leads to the probabilistic iterative process which sees the 
dataset as a “bag of words” where the word order and syntactic links between 
the words are ignored. It defines, by multiple iterations, which words most 
probably stand together in which documents. Computationally, a topic is a 
discrete (multinomial) probability distribution over terms in a given vocabulary 
(Mcauliffe and Blei 2008, 121). Thus, each document belongs to each topic 
with some probability (often negligibly small), but some texts belong to some 
topics with much higher probabilities, with an arbitrary threshold for where to 
cut the “long tail” of nonrelevant texts. The results of the modeling are repre-
sented in two matrices: the word-topic one (the probabilities of particular 
words to belong to a topic) and the topic-document one (the probabilities of a 
topic to be found in a particular document); but the end-users usually assess 
the top words (the words with the highest probability for the topics) and the 
most probable texts in the topics. For the end-user, a topic is a collection (clus-
ter) of texts that belong with high enough probability to one theme slot and 
are expected to be linked by topicality of their content.

The quality of modeling—that is, how well the topics are separated from 
each other, how many texts they involve above the relevance threshold, and 
how interpretable they are—may be measured by the metrics of topic interpret-
ability, coherence, robustness, et cetera. The baseline for topic quality assess-
ment is human coders’ interpretation, but a lot of automated metrics of quality 
have been developed to make the topic quality assessment quicker and easier.

Of the Bayesian bag-of-words algorithms, the one based on Dirichlet distri-
butions and called latent Dirichlet allocation (LDA) (Blei et  al. 2003) is, 
undoubtedly, the most developed today. Along with it, for various types of 
data, several other algorithms have matured and also gained important exten-
sions that allow the scholars to intervene and change the parameters of the 
algorithm. In terms of allowed intervention, topic modeling may be unsuper-
vised, supervised (Mcauliffe and Blei 2008), semi-supervised (Bodrunova et al. 
2013), or weakly supervised (Lin et al. 2011). Alternative promising approaches 
to topic detection mostly try to preserve the semantics that stem from word 
order and grammatical relations between words, like the approaches based on 
Markov chains (Gruber et al. 2007) or n-grams (Wang et al. 2007).

Topic modeling has advantages quite attractive for scholars, as well as short-
comings inherent for the method. Among the latter, there are the principal 
instability of clustering results (i.e. different runs resulting in a slightly different 
shape of topics) and an impossibility of a priori definition of the optimal num-
ber of topic slots for getting the most robust and interpretable topics. Due to 
this, multiple runs are practiced, with the varying number of slots for topics—
usually, 50 to 400, depending on the nature of the dataset. Another inherent 
problem is dependence of the results upon the length of texts in the dataset: 
the longer the texts, the more material there is for an algorithm to analyze; 
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thus, the topics formed of shorter texts are more vulnerable to non- 
interpretability. Another set of complications lies in malformation of topics 
from the human viewpoint; for example, among “bad” topics, there are topics 
dominated by general words, mixed and “chained” topics, or those where one 
theme splits to several topics (Boyd-Graber et al. 2014, 235–37).

Technical issues about topic modeling are, first, its relatively low feasibility, 
as the data for topic modeling, especially the real-world datasets, demand sev-
eral steps of preprocessing (including stemming, lemmatization, and cutting 
out stop-words) and then either human interpretation or automated quality 
assessment plus reading by coders; second, it is the dependence on available 
software and hardware, as collection and processing of large datasets demands 
a lot of resources.

But, despite the aforementioned discrepancies, topic modeling remains 
attractive to the scholars, as it has several key (even if arguable) advantages. The 
first one is that, in comparison with naïve keyword search, the topics unite the 
texts that might belong to a discussion subtheme but do not contain the key-
word, thus enriching our understanding of how people discuss the theme and 
what it is linked to. The second advantage is that topic modeling may be easily 
combined with other methods and can serve as a processing tool for other 
computational goals, including dataset dimensionality reduction. Topic model-
ing has already proven to be efficient “for a wide range of research-oriented 
tasks, including multi-document summarization, word sense discrimination, 
sentiment analysis, machine translation, information retrieval, discourse analy-
sis, and image labeling” (Boyd-Graber et al. 2014, 227).

The third advantage is that the method is believed to be language- 
independent (given that the language is not hieroglyphic): it means that the 
algorithms work with words as independent units of analysis, and this approach 
is suitable for any language. However, today, this assumption is questioned. 
Topic modeling per primo was created for analytical languages such as English, 
and synthetic languages including Russian, where a role of inflexions for trans-
ferring meanings is high, experience additional complications in word prepro-
cessing. Thus, 12 possible case forms of a noun in singular/plural need to be 
distinguished from numerous forms of the same-root verb in singular/plural in 
three tenses; for modeling, both the noun and the verb need to “collapse” into 
singular-nominative (for nouns) or indefinite (for verbs) forms. Moreover, 
contextual linkages between words arranged, for example, with the help of 
diminutives, may be lost in stemming.

An overwhelming multitude of descriptions of topic modeling in general, 
with their advantages and shortcomings (Boyd-Graber et al. 2014; in Russian, 
Korshunov and Gomzin 2012), as well as particular algorithms, may be found 
elsewhere (for more detailed example of the procedures of topic modeling 
applied to a Russian language, see Chaps. 24 and 25). Here, we will focus  
on how the scholars who deal with the Russian-language datasets develop  
the topic modeling methods tackling the issues stated above, including  
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topic quality assessment, and interpret the public discussions in Russia with 
the help of topic models.

23.1.2  Topic Modeling for the Russian Language

To our best knowledge, there has so far been no extensive review of how topic 
modeling has developed for the Russian language. This gap exists despite the 
fact that Russian-oriented topic modeling studies appear to be one of the most 
developed beyond the English-language realm, outnumbering German, 
French, and Spanish in terms of methodological suggestions and cases of appli-
cation. Also, topic modeling for Russian is considered the most developed 
among the highly inflected languages like Slavonic ones. Contributions by the 
scholars working with the Russian-language datasets have become internation-
ally recognized.

To make our review more systematic, we will divide the works into groups. 
For Russian, topic modeling studies may be divided into methodological (that 
develop, compare, and extend models as well as evaluate their quality), applied 
(that apply topic modeling to extract the meanings from datasets), and rela-
tional (that relate topic modeling results to other features of the datasets or 
external factors). Of course, in the case of a rapidly developing method like 
topic modeling, nearly all the works that use it become methodological, as the 
method is used in a particular variation which needs to be chosen, grounded, 
and often reworked or extended. But still we see this distinction as fruitful to 
structure the results that have been achieved by the scholars. Also, a separate 
group of works focuses on topic quality assessment. We will also mention topic 
modeling for short texts like tweets, as, first, modeling for Twitter occupies a 
separate arena in international topic modeling studies and, second, it has also 
started to be developed in Russia (for more, see Chap. 30).

The chapter is, thus, organized as follows. In Sect. 23.2, we provide an over-
view of the methodological papers; here, we summarize the main directions of 
development of topic modeling for Russian and the main issues that the 
researchers work upon, including modeling for short texts. In Sect. 23.3, we 
review the works that deal with topic quality assessment. In Sect. 23.4, we 
focus on both Russian- and English-language papers about meaning extrac-
tion; here, we review the papers that link topic models to other text features, 
research methods, and contextual knowledge. In particular, we will look at 
how topic models are used in a wider context of aspect extraction and senti-
ment analysis. In concluding remarks, we indicate the potential research gaps 
and the prospects for future studies.
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23.2  MethodologIcal StudIeS of topIc ModelIng 
for the ruSSIan language

23.2.1  Model-oriented Works: LDA and pLSA

In the recent decades, there have been several groups within Russia who have 
been focusing on various topic modeling algorithms.

Thus, in a sequence of influential works, Koltsova and colleagues have been 
developing LDA (Koltcov et al. 2014) and a range of extensions and improve-
ments to it. What this group has tried to tackle, with the help of Russian- 
language datasets from LiveJournal and VKontakte, were the dataset-level and 
the topic-level issues.

On the level of dataset, the group has dealt with instability of the results of 
modeling, nonexhaustive LDA results, the quality of sampling and optimiza-
tion of the number of topics; we will now review the group’s achievements in 
the stated order.

Thus, the topics that appear in two runs of the model are, logically, more 
stably present in the dataset than those that appear only once and may be occa-
sional. Based on Kullback-Leibler divergence for topic models, the authors 
have introduced the normalized Kullback-Leibler topic similarity metric 
(NKLS) for multiple runs (Koltcov et al. 2014). They have used NKLS and 
also the Jaccard topic similarity metric (Bodrunova et al. 2017) to assess the 
stability of topics. They have also introduced several LDA extensions to make 
the results more stable: among others, one is granulated LDA (Koltcov et al. 
2016a) similar to the idea of using n-grams (Batura and Strekalova 2018; 
Sedova and Mitrofanova 2017a), and another is LDA with local density regu-
larization (Koltcov et al. 2016b).

Doing topic modeling in search for a particular result (say, the public opin-
ion on a particular event or issue), a researcher cannot be sure that the topics 
(s)he finds in the modeling results represent the full picture of the public dis-
course. Thus, the group has introduced interval semi-supervised LDA (ISLDA) 
that links naïve keyword search with probabilistic clustering by attaching word 
labels to topic slots, thus making the algorithm “crystallize” the topics around 
keywords (Bodrunova et al. 2013). By attaching the same keyword to several 
topic slots, a researcher can exhaust the respective theme in the dataset, at the 
same time getting the topics “thin” enough to see multiple aspects of the dis-
cussion (Koltcov et al. 2017).

As to sampling, it is the core procedure of the method that defines in which 
order the words are sampled (metaphorically, “taken out of the bag of words”) 
to be probabilistically put together. Most researchers use Gibbs sampling for 
LDA (Blei et  al. 2003), while expectation maximization (EM-algorithm; 
Mashechkin et al. 2013) and Expectation-Propagation algorithm can also be 
used (Minka and Lafferty 2002). After introducing the granulated LDA, 
Koltcov et al. (2016c) have also suggested an optimization for Gibbs sampling 
for granulated data.
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And, last but not least, selecting the optimal number of clusters was tackled. 
The number of topics is crucial for the results, and, in unsupervised models, it 
is the only parameter set by the researcher. Usually, multiple runs with varying 
number of topics are necessary to choose the number closer to optimal, and 
automation of selection of the number of topics is a separate scientific task. 
Using the maximum entropy principle, Koltcov et al. (2018) have suggested 
applying Rényi and Tsallis entropies to find the optimum number of topics. 
Other groups of scholars have suggested using text representations by dense 
vectors and sentence embeddings for the same purpose (Krasnov and Sen 
2019; Bodrunova et al. 2020).

Topic-level discrepancies of the method were less a focus of attention for 
this research group, but, in most of their works, they describe the coding expe-
rience and the problems of topic interpretability. Thus, they show that human 
interpretability is linked to the writing style of the authors of the texts in the 
dataset, as well as to the number of topics, and that the focus of the topic 
(“war” vs. “Israeli-Palestinian conflict”) matters much for qualitative studies 
(Koltsova and Koltcov 2013). For dealing with specifically Russian-related 
issues like the synthetic structure of the language, the group has successfully 
used pre-developed decisions on lemmatization and have involved contextual 
interpretations in their works described below, successfully linking the use of 
topic modeling to qualitative studies of social media and beyond (Koltcov et al. 
2017). The group has developed its own software TopicMiner and has worked 
mostly with texts from the Russian LiveJournal, VK.com, and other social 
media datasets.

Similarly, the works by Vorontsov and colleagues (e.g. Vorontsov et  al. 
2015a, 2015b; Vorontsov and Potapenko 2015) have been influential in 
exploring probabilistic LSA (pLSA) and its modifications based on non- 
Bayesian regularization. PLSA differs from LDA, as parameters of discrete dis-
tributions are estimated via likelihood maximization, with nonnegativity and 
normality constraints, while LDA uses Dirichlet distribution and additional 
parameters that help reduce overfitting (Potapenko and Vorontsov 2013, 784). 
In particular, Vorontsov and colleagues have shown that robust pLSA performs 
better than LDA for certain tasks; they have also suggested a generalized learn-
ing algorithm for probabilistic topic models (PTM), arguing that the currently 
used algorithms of topic modeling may all be viewed as specific cases of such an 
algorithm but with differing sets of algorithmic features like regularization, 
sampling, update frequency, sparsing, and robustness (Potapenko and 
Vorontsov 2013, 784).

Within this logic, and also advocating for avoidance of unnecessary probabi-
listic assumptions in natural language processing (Vorontsov and Potapenko 
2015, 304), the group has developed ARTM—a non-Bayesian additive regu-
larization of topic models. The authors have argued that, mathematically, 
“[l]earning a topic model from a document collection is an ill-posed problem 
of approximate stochastic matrix factorization” and that “[m]any requirements 
for a topic model can be more naturally formalized in terms of optimization 
criteria rather than prior distributions. Regularizers may have no probabilistic 
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interpretation at all” (Vorontsov and Potapenko 2015, 304). ARTM as a regu-
larization framework that integrates many potential regularizers for topic mod-
eling parameters, as the authors have shown. The authors’ claim of high 
efficiency of their approach, as well as of BigARTM, an open-source library for 
additive-regularized topic models (Vorontsov et al. 2015a, b), remains unchal-
lenged (Kochedykov et al. 2017). Later, the group has developed TransARTM 
based on hyper-graph multimodal modeling for “transactional data” where 
transactions are interactions between network nodes, for example, users on 
social networks (Zharikov et al. 2018) and have suggested an ARTM improve-
ment by relying on segmental structure of texts (Skachkov and Vorontsov 2018).

Also, this group of scholars has tested two algorithms for the Russian- 
language short texts, namely biterm topic modeling (BTM) and word network 
topic model (WNTM) (Kochedykov et al. 2017, 191). These algorithms were 
also tested against LDA for short texts including tweets (see below) and user 
queries (Völske et al. 2015).

Despite their varying algorithmic preferences, the research groups led by 
Koltsova and Vorontsov have collaborated on additive and regularized topic 
models (Apishev et al. 2016a, b). Also, Vorontsov and colleagues have pub-
lished important methodological and review papers in Russian, including one 
on regularization, robustness, and sparsity of probabilistic topic models 
(Vorontsov and Potapenko 2012).

The similarity between these groups of scholars lies in their focus. First, they 
both develop the methodologies on the level of dataset, and the level of word 
in a text corpus mostly remains their secondary concern. This, it seems, stems 
from the fact that, second, they both treat Russian as “language as such”—just 
as English is used in topic modeling, often without discussing inherent linguis-
tic or contextual limitations of analytical/inflective languages. This has its 
advantages, as the language is not treated as “local,” and thus the scholars 
avoid the “colonial” relations between more universal English and more local-
ized other languages. Also, the authors’ contributions can be easily applied to 
other languages. But, at the same time, they, to some extent, overlook the 
word-level of topic modeling, being, of course, well aware of the achievements 
of Russian computer linguists in developing opinion mining for Russian.

23.2.2  Computer-linguistic Approaches to Topic Modeling

The latter efforts have, for decades, been concentrating in several groups 
vaguely linked to each other via the conference on computational linguistics 
and intellectual technologies called “Dialogue” dedicated to, inter alia, senti-
ment analysis and aspect detection (for details, see dialog-21.ru). For years, in 
the conference proceedings and individual papers, the notion of topicality and 
topic detection has been developing on the level of word semantics and lexical 
relations. Semantic proximity, ambiguity of meaning, inflections and their 
impact upon word semantics, sentiment, and other features of lexical units have 
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been the focus of attention of this sparse “school” or, rather, array of 
research groups.

Here, we find an understanding of goals of topic modeling that differs from 
that in the previously described studies. Topic modeling is seen here as a tool 
for resolution of grapheme-, word-, or fragment-level tasks, such as, for exam-
ple, relevance detection for automatic text annotation (Mashechkin et  al. 
2013), automatic content filtration and genre detection (Voronov and 
Vorontsov 2015), or aspect-based (Rubtsova and Koshelnikov 2015) and non- 
aspect- based sentiment analysis (Koltsova et  al. 2016a; Tutubalina and 
Nikolenko 2015). Such an approach shifts the very notion of what a topic is: 
thus, already as early as in 2000, Loukachevitch and Dobrov (2000) noted that 
topics may be viewed as semantically linked chains of words, thus stating the 
necessity for a topic to preserve both the grammatical and semantic relations 
between lexical units. Loukachevitch, Dobrov and their colleagues who, for 
over two decades, have been dealing with both hard and fuzzy classification 
methods for the Russian language have developed the notions of “thematic 
knots” and “thematic text representation” based not on co-occurrence but on 
semantic relatedness of words in documents (Loukachevitch and Dobrov 
2009; for more, also see Chap. 18).

In accordance to this, within computational-linguistic approaches, topic 
modeling is often used for the tasks that deal with the level of a lexical unit, and 
not always with great success in comparison with other methods of computa-
tional linguistics. Thus, one recent work by Davydova (2019) unites LSA-base 
modeling with the use of contextual vectors for the task of disambiguation and 
differentiation of meaning. It successfully unites LSA with word-vector logic to 
detect thematic relevance of lexemes. In other works (see, e.g., Lopukhin and 
Lopukhina 2016; Lopukhin et al. 2017), though, it was argued that, for lexical 
disambiguation, word2vec approaches were more efficient than LDA and other 
topic modeling approaches  based on bag-of-words logic, as topic modeling 
works on the level of document/dataset.

Thus, the two approaches to developing topic models—the method- 
oriented one and the computational-linguistic one—seem to be moving for-
ward but without being interconnected, not integrating each other’s 
achievements into research practice, even despite co-publications and collabo-
ration. There is an evident lack of works that would both develop the topic 
modeling algorithms and have in mind the peculiarities of the Russian lan-
guage. Despite the evident necessity of integration of the two logics, it is rarely 
found also for other inflective languages; we see this logic explicitly employed 
by only one group working in Slovenian (see, e.g., Mauc ̌ec et al. 2004, and 
later works). Beside this, several works by computer linguists have suggested 
decisions for the Russian language, including adding automated labeling to 
Russian-language topics (Mirzagitova and Mitrofanova 2016) and showing the 
possibility of domain term extraction by topic modeling (Bolshakova et  al. 
2013). Automatic topic labeling by a single word or phrase is expected to ease 
topic interpretation; working upon it continued in the recent years by 
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comparing quality of two labeling algorithms, namely the vector-based Explicit 
Semantic Analysis (ESA) and graph-based method, with the former one pre-
ferred by the authors (Kriukova et al. 2018).

23.2.3  Topic Modeling for the Russian Twitter

Unlike for longer texts, short-text modeling for Russian is also done within 
comparative international context. For instance, there are at least three meth-
odological works that explore topic modeling for the Russian Twitter (Mimno 
et al. 2009; Sridhar 2015; Gutiérrez et al. 2016; for more, see Chap. 30) while 
developing multilingual modeling tools. The first two do not discuss individual 
results for any single language, and the third only observes one difference in 
description of sports between Russian- and English-language Twitter. Similarly, 
only a small handful of works applies topic modeling to Russian Twitter to 
detect substantial meanings or discussion features. Thus, one work (Chew and 
Turnley 2017) has shown the divergence between Russian- and English-
language “master narratives” on Russian cyber-operations.

The works by Bodrunova and colleagues appear to be the only continuous 
effort (since 2013) to combine topic modeling for Twitter with various other 
instruments of automated text analysis, also in comparison with other lan-
guages (Bodrunova et al. 2019a, c). Thus, we have tested three topic model-
ing algorithms, namely unsupervised LDA, WNTM, and BTM (Blekanov 
et al. 2018), and have shown that BTM works best, as measured by normal-
ized PMI and Umass (see below). We have also applied BTM to detect the 
dynamics of topicality in conflictual discussions (Smoliarova et al. 2018) and 
have demonstrated that the saliency of topics in time may help detect pivotal 
points in mediated discussions. Experiments with datasets on Twitter in three 
languages, including Russian (Smoliarova et  al. 2018, Bodrunova et  al. 
2019a), show that sentiment of tweets is linked to topicality: thus, more 
interpretable topics are more sentiment-loaded, in particular negativity-
loaded (Bodrunova et al. 2019a). Another study (Bodrunova et al. 2019b) 
has shown that topic interpretability may be linked to topic robustness and 
topic saliency.

23.3  QualIty aSSeSSMent and InterpretabIlIty 
of the ruSSIan-language topIcS

All around the world, a vast array of works on topic modeling is dedicated to 
finding and testing the metrics of its quality. Arguably, these metrics may be 
divided into those assessing the overall quality of the modeling and those of the 
topic level. Here, we will review the contribution by the Russian scholars to 
topic modeling quality studies.

One of the first metrics that were used to assess the modeling itself was 
perplexity—a predictive metric of how well the current distribution matrices 
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predict the results for new samples. Perplexity has been assessed by Koltcov 
et al. (2014); they have shown that it is unclear how to use it for qualitative 
studies in topic modeling, due to inability to establish how dictionary- 
dependent perplexity is linked to human interpretability of topics. Instead, to 
measure the quality of modeling, the group has introduced word and docu-
ment ratios that allow drastically cutting the dictionary of the dataset for com-
putation and suggested a new metric for topic stability measurement. The idea 
of this metric is that “good” topics are both human-interpretable and stable in 
multiple runs. As we mentioned above, Koltsova and colleagues have intro-
duced normalized Kullback-Leibler divergence-based metric of topic similarity 
(NKLS) that allows for detecting similar and stable topics.

They have also improved another traditional metric such as term frequency–
inverse document frequency (tf-idf). Tf-idf calculates values for each word in a 
document through an inverse proportion: frequency of the word in a particular 
document against the percentage of documents the word appears in—which 
gives a hint on how relevant a given word is in a given document. Tf-idf values 
allow for calculating the tf-idf coherence metric, to see whether the topics are 
composed of the words highly relevant for them (Koltcov et al. 2017).

Coherence as a measure of topic quality is one of the basic metrics suggested 
in early years of topic modeling, but later, other automated metrics were intro-
duced. An extensive study of nine automated metrics juxtaposed to the human- 
coding baseline was performed by Nikolenko (2016). The author has looked 
at several classes of metrics, including coherence, pairwise pointwise mutual 
information (PMI), and metrics elaborated by the author based on distributed 
word representations where each word is represented as a vector in a semantic 
space (word2vec approach). The author shows that normalized PMI (NPMI) 
suggested in the paper outperforms PMI as well as other conventional metrics 
like tf-idf, but vector-based metrics work even better than NPMI.  But the 
question remains whether both NPMI and word2vec metrics work well for 
short texts, as there is evidence that NPMI marks the topics as good while they 
remain low-interpretable for human coders (Bodrunova et  al. 2019b). For 
automated topic assessment versus human interpretability, an important 
attempt to introduce a quality metric has recently been made. Mavrin et al. 
(2018) have introduced a new interpretability score for top words, based both 
on assessing the word probability against an external dataset of frequently used 
words and on pairing the words and assessing the pairs’ coherence. In parallel, 
Alekseev et  al. (2018) have suggested intra-text coherence as a metric to 
improve interpretability, fairly arguing that topic coherence and interpretability 
cannot stand for each other, due to a very small percentage of text volume 
covered by the topic’s top words. Another work has discussed metrics based 
both on linguistic and probabilistic similarity for hierarchical topic modeling, a 
special sort of topic modeling (Belyy et al. 2018).

But none of these works has primarily focused on the causes in human 
(non-)interpretability of the topics, mostly seeing human coding as a base-
line—perhaps because, for longer texts, when interpretability was at stake, the 
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models performed well enough. Thus, Koltsova and Koltcov (2013) have 
shown that, for long texts like LiveJournal posts, circa two-thirds of the topics 
are interpretable after LDA has been applied. They have also identified three 
types of uninterpretable topics: “language” (other than Russian), “style” (writ-
ing styles, including offensive language), and “noise” (uninterpretable texts/
combinations of texts) (Koltsova and Koltcov 2013, 218). In our pilot studies, 
though, we have seen that topics for Twitter are less interpretable, with only up 
to 40–45% identified as such in all the three languages (Bodrunova et al. 2019a, 
b); thus, it is not the nature of Russian alone that seems to be causing lower 
topic interpretability in the case of Russian Twitter. Also, we  examined the 
features of top words and found that their negative sentiment could actually 
raise topic interpretability (Bodrunova et al. 2019a).

23.4  uSe of topIc ModelIng 
for content InterpretatIon

In this part of our chapter, we provide a short overview of how the topic mod-
els have been applied to social and language studies. A detailed review, though, 
would demand a separate chapter, as many findings by scholars working with 
the Russian data are illuminating enough; here, we will only indicate the exam-
ples of content-exploring research aiming to demonstrate the variety of possi-
ble applications of topic modeling for today’s social science. Also, many works 
have already been discussed above, and, here, we will only mark the major 
findings.

The works exploring content may be divided into “purely applicational” and 
“relational.” The former apply the methods to generate findings relevant for 
social science; the latter relate such findings to other phenomena or research 
methods. Also, content-exploring research has scrutinized both social media 
and text collections beyond them.

In social media studies, topic modeling was first employed to map the 
agenda of the Russian LiveJournal (Koltsova and Koltcov 2013), finding that 
the topical structure of posts of the top 2000 Russian LiveJournal authors was 
quite stable across time and, thus, challenging the notion of dissipative social 
media agendas. Later, this structural finding was amplified by analyzing the 
structure of co-commenting communities in LiveJournal (Koltsova  et  al. 
2016b) which showed that the role of individual authors and active commenta-
tors was higher than that of topics for the stability of commenting structure.

The two major themes explored via topic modeling have been politics and 
ethnicity. Thus, Koltsova and Shcherbak (2015) have shown how the bias in 
political LiveJournal posts correlated with the ratings of the leading parties and 
presidential candidates in the 2011–2012 election campaigns in Russia. This 
chapter is an example of combining topic modeling as a dataset reduction 
instrument with manual coding and descriptive statistics performed for the 
reduced dataset. Also, Smoliarova and colleagues (2018) have shown that 
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assessment of topic saliency (i.e. which topics stick out and when) may help 
detect pivotal moments in development of conflictual political discus-
sions online.

Other important works add to media effects theory, including agenda set-
ting and media framing. They, inter alia, demonstrated how agendas on the 
Ukrainian conflict were gradually diverging on the Russian and Ukrainian TV, 
thus coming from different framing to building differing agendas (Koltsova 
and Pashakhin 2017), and that the agendas in news and user comments on 
Russian regional news portals diverge (Koltsova and Nagornyy 2019). Later, a 
full-cycle methodology was suggested for co-analysis of news topicality and 
user feedback (Koltsov et al. 2018). Another group of scholars has also applied 
LDA to analysis of newspaper coverage on climate change in 2000–2014 
(Boussalis et  al. 2016) identifying national-level and newspaper-level factors 
influencing the volume and framing of the coverage.

In a separate line of research, the scholars have explored ethnic content of 
the Russian social media (Apishev et al. 2016b; Nagornyy 2018a), including 
detection of most hated ethnicities (Bodrunova et al. 2017), as well as user 
ethnicity and gender versus attitudes toward ethnic groups (Nagornyy 2018b). 
Here, topic modeling has produced results unavailable by means of surveys or 
field research. It has been shown that Americans (outside Russia) and Caucasian 
nations (inside Russia) provoke the most negative discussion; also, a clear divi-
sion of attitudes in the Ukrainians-related topics had shown up in LiveJournal 
much before the Ukrainian conflict started.

Last but not least, beyond the social networking realm, LDA has been 
applied to Russian and English prose with the aim of facilitating translation of 
fiction (Sedova and Mitrofanova 2017b) and to a corpus of musicological texts, 
with the purpose of automated defining syntagmatic and paradigmatic rela-
tions between terms (Mitrofanova 2015). In the former work, the authors have 
added bigrams to the LDA algorithm to detect the differences in various trans-
lations of novels. The paper shows high differences in topical structure between 
English and Russian versions of novels but shows that this diversity may be 
used for lexical and topical comparison of prose translations. The latter paper is 
of descriptive nature and was conducted to show that automated text cluster-
ing provides the results that are in line with expert knowledge on musicology.

23.5  concluSIon

Among highly inflected languages, Russian is today the most researched upon 
in terms of topics models and their applications. The scholars working with 
Russian-language data have successfully employed the existing methods and 
have suggested both their universally applicable modifications and new quality 
metrics. Significant results going much beyond the modeling methodology 
have been achieved in analysis of social structures of online communication, 
agenda setting and framing, ethnic studies, and political factors of user 
discussions.
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At the same time, we have identified a gap between method-oriented works 
that develop topic modeling for Russian as “language as such” and the math- 
linguistic approach that is Russian-oriented but often sees topic modeling as a 
secondary, not very useful tool for aspect extraction. Also, there is already a 
slight “method fatigue” among the researchers who have, to a large extent, 
reached the limits of the method and are willing to combine it with other 
methods for resolving tasks in social science. Topic modeling suits well for 
mapping subthemes inside a stable corpus of documents or understanding the 
configuration of a particular subtheme beyond the naïve search; it fits a bit less 
for regular monitoring or precise classification of highly noisy data from social 
media. There is also lack of studies of human interpretability of Russian- 
language topics and the factors behind it. In future, we need more discussion 
on how the properties of Russian influence the modeling results, how text 
semantics may be used to enhance topic extraction, and whether topic model-
ing may be used to monitor the dynamics of the discussions. Also, within prac-
tically all Slavic languages, no attempts have so far been made to use topic 
detection in image studies; all these fields are open for rigorous research.
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