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                                     Abstract

A long-standing challenge in Reinforcement Learning is enabling agents to learn a model of their environment which can be transferred to solve other problems in a world with the same underlying rules. One reason this is difficult is the challenge of learning accurate models of an environment. If such a model is inaccurate, the agent’s plans and actions will likely be sub-optimal, and likely lead to the wrong outcomes. Recent progress in model-based reinforcement learning has improved the ability for agents to learn and use predictive models. In this paper, we extend a recent deep learning architecture which learns a predictive model of the environment that aims to predict only the value of a few key measurements, which are indicative of an agent’s performance. Predicting only a few measurements rather than the entire future state of an environment makes it more feasible to learn a valuable predictive model. We extend this predictive model with a small, evolving neural network that suggests the best goals to pursue in the current state. We demonstrate that this allows the predictive model to transfer to new scenarios where goals are different, and that the adaptive goals can even adjust agent behavior on-line, changing its strategy to fit the current context.

Keywords
	Reinforcement Learning
	Prediction
	Neural networks
	Neuroevolution




                                
                            

                            
                                
                                    
                                        
                                            
                                                
                                                   This is a preview of subscription content, log in via an institution.
                                                
                                            

                                        

                                    
                                
                                
                                    
                                        
                                            
 
  
   Buying options

   
    
     	
       
        Chapter
      
	
       
        USD   29.95
       

      
	
       Price excludes VAT (USA)
      


             
      	Available as PDF
	Read on any device
	Instant download
	Own it forever

Buy Chapter
     

    

    
     	
       
        eBook
      
	
       USD   39.99
      
	
       Price excludes VAT (USA)
      


        
      	Available as EPUB and PDF
	Read on any device
	Instant download
	Own it forever

Buy eBook
     

    

    
     	
       
        Softcover Book
      
	
       USD   54.99
      
	
       Price excludes VAT (USA)
      


        
      	Compact, lightweight edition
	Dispatched in 3 to 5 business days
	Free shipping worldwide - see info

Buy Softcover Book
     

    

   

  

  
   Tax calculation will be finalised at checkout

   Purchases are for personal use only
Learn about institutional subscriptions
  

 

 
 


                                        

                                    
                                
                            

                            

                            
                            
                                
                            


                            

                            

                             Notes
	1.https://neat-python.readthedocs.io/.


	2.https://youtu.be/NCzrO5KHMXQ shows an agent playing according to this strategy.


	3.https://youtu.be/6pTnkCGV6NI shows an agent playing according to this strategy.
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