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Abstract. One of the biggest challenges for voice based biometric solu-
tions is in handling replay spoofing attacks. These attacks pose enor-
mous threat on speaker verification system wherein the recorded voice of
a genuine user is played in front of the authentication system to attempt
unauthorized access. The problem with such system is to distinguish
between origin of the input signal whether it comes from a human (live
signal) or a device (spoofed signal). In this work, we compare filterbank
based features and attempt to choose prominent features by employing
some dimensionality reduction strategies. Low level, short-term spectral
features have been used to represent audio files. Three methods for fea-
ture selection and feature construction are implemented and tested on
these features. Results obtained on ASVspoof 2017 version 2 corpus indi-
cate that entropy based feature selection approach gains 9.98% relative
improvement over other approaches for feature reduction studied in this
work, and an overall performance gain of 13.2% in terms of equal error
rate reduction.

Keywords: Replay attacks - ASVspoof 2017 - Feature selection -
Entropy - Dimensionality reduction

1 Introduction

Feature reduction is an approach wherein a set of features is replaced with an
alternative, lower dimensional representation without significant loss of informa-
tion. This is done either by removing irrelevant features from original set (known
as, feature selection), or by transforming the original input feature space to a
new, reduced feature space (feature transformation) by deriving new features
(feature construction). Apart from improving performance, feature reduction
helps in decreasing training time for model, and computational cost.

Voice, as a biometric, is the easiest mode of communication, and suits the best
for person recognition. It provides hands-free access, too. Automatic Speaker
Verification (ASV) aims at identifying authenticity of a given voice signal by
analysing its characteristics, determining the source of the audio signal, and
comparing it with stored patterns of the claimant user. The claim is rejected
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if the calculated score between the stored model and claimed model does not
exceed above a predetermined threshold. An ASV system operates in two phases:
(i) enrollment phase - during this phase, the system works by preparing models
of all registered speakers, (ii) testing phase - in which the model of a test sample
is compared with that of a claimant speaker from stored models, and decision
is finally given based on some scoring mechanism. Replay attacks are carried
out by presenting pre-recorded audio samples of a genuine speaker to the ASV
system. Hence this kind of attacks are often referred to as presentation attacks.

The main contribution of this paper is two fold: (1) We attempt to explore
the best set of features which can address the problem of replay spoofing, and
(2) investigating the most suitable feature reduction strategy for this task.

The rest of the paper is organized as follows. Section 2 discusses about the
existing literature related to this work. An audio representation using filterbank
features is given in Sect. 3. Section 4 discusses our proposed work, experimental
setup and results discussion. Finally, the paper is concluded in Sect. 5.

2 Related Work

The use of feature selection strategies for speaker identification task dates back
in 1975 when [12] proposed a new probability-of-error criterion to rank 92 fea-
tures derived from audio signals from a synthetic dataset. Only top 5 features
were used in their experiment. Noisy and corrupted speech frame removal based
feature selection was proposed in [14] on 2006 NIST SRE database. An Ant
Colony Optimization (ACO) based feature selection for ASV system was pro-
posed in [8] to optimize dimensionality of feature space on TIMIT dataset!. A
review of ensemble for feature selection is provided in [1].

A combined approach of feature-feature and feature-class mutual information
was proposed in [4] to find optimal features from a high dimensional feature set.
Another study in [9] shows that minimal-redundancy-maximal-relevance crite-
rion (mRMR) based feature selection yields promising scope on feature selection
and classification accuracy over three classifiers and four datasets. A feature
selection based approach using mutual information on incomplete data has been
presented in [10], and found effective in terms of computational time and classi-
fication accuracy on incomplete data.

Some studies claim that high frequency components in a signal are better able
to distinguish live speech from recorded speech. Inverted Mel-filtered cepstral
coefficients (IMFCC) based features, which strongly emphasize high frequency
regions of the signal have been found very successful in replay spoofing detection
[3,6,13,15]. With this motivation, we investigate the best subset of filterbank
features, and an alternative reduced representation for replay spoofing detection
in this work. We explore entropy measures through decision tree feature selection.
Further, we also evaluate the effectiveness of a variant of long-term spectral
statistics (LTSS) based features, proposed in [7], and compare their performance
with principal component analysis (PCA) based feature construction.

! https://catalog.ldc.upenn.edu/LDC93S1.
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3 Audio Representation

An audio signal can be represented by several features which characterize the
inherent details inside the speech signal for a particular task. Often, in case of
this high dimensionality, it becomes difficult to manage or visualize the feature
space. Moreover, separability among classes is also not clear, feature selection
and dimensionality reduction plays key role in such cases.

3.1 Filterbank Based Features

We extracted four filterbank based features using Bob toolkit? as suggested in
[11], and computed their derivatives to obtain the dynamic information. Figure 1
depicts these filterbank structures. A typical process of extracting mel frequency
cepstral coefficients (MFCC) features is shown in Fig. 2. Rest of the features are
computed using the same process by replacing triangular mel-filter bank with
respective filterbank.
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Fig. 1. Filterbanks used for computation [11]
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Fig. 2. MFCC feature extraction

A feature vector is 156-dimensional vector consisting of all four features (each
with 39 coefficients). A feature set is 39-dimensional vector consisting of all
features of same kind. In nutshell, feature set is a subset of original feature
vector. For example, an MFCC feature set comprises 39 coefficients, whereas the
entire feature vector is comprised of 156 coefficients. This feature vector is made
up of concatenation of coefficients from all four feature sets.

2 https://www.idiap.ch/software/bob/.
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3.2 Entropy Based Feature Selection

Decision trees were primarily meant for classification and regression purpose,
but they have also got popularity for feature selection task. A decision tree is
typically built by arranging the most representative features near the root of the
tree, and discarding the least important features from the dataset. This helps in
feature elimination. Decision trees use measures like entropy (information gain)
or gini index to decide the feature containing the maximum information with
respect to class label information. Information Gain (Entropy) represents the
discriminative power of a specific attribute. The foundation of decision trees is
based on choosing the most important and meaningful attributes or features in
a supervised manner. In this work, we exploit this phenomenun to reduce the
dimensionality of our original feature vector.

3.3 Feature Construction

Feature construction is carried out by transforming the existing feature space
into new feature space which has less dimensions, yet most of the information is
preserved.

PCA transforms data points from existing feature space to a lower dimen-
sional feature space. These lower dimensional features, termed as principal com-
ponents, are linear combination of original features. These components are
obtained in such a way that the first principal component (PC) captures the
direction of the maximum variance, and subsequent components get the next
possible highest variance. Every principal component is orthogonal to all other
PCs.

Long-term spectral statistics (LTSS) features are obtained by computing the
mean and variance of frame level short-term features. These features are not
calculated exactly using the methodology used in [7], but motivated from there.

4 Proposed Approach

In this work, we compare two main approaches for reducing features: (i) feature
construction through dimensionality reduction i.e. feature construction using
(a) principal component analysis, and (b) LTSS based features, and (ii) feature
subset selection using entropy.

4.1 Approach

Figure 3 describes the scenario of experiments. In one scenario, a PCA based
reduction was carried out and impact of principal components over accuracy
was computed, whereas in other scenario, entropy based feature selection was
exploited. In this scenario, entropy values of all feature sets were computed. All
the coefficients with entropy above 0.1 were selected, and rest were discarded.
Entropy values for different coefficients of IMFCC feature set is shown in Fig. 4.
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Fig. 4. Entropy values for IMFCC features

4.2 TImplementation Scenario

In this section, we discuss scenario for implementation for our proposed work.
Since the lower order coefficients contain more information pertaining to speaker-
specific characteristics, we used the first 13 coefficients as the static features.
After appending dynamic features, each audio file was represented by a feature
of 39 coefficients.

A neural network classifier was trained with single hidden layer. Python
Scikit-learn library was used for implementation. A Gaussian Mixture Model
(GMM) with default parameters was also used for classification. A typical per-
formance metric for speaker verification systems is equal error rate (EER). It
is calculated based on threshold at which false acceptance rate (FAR) and false
rejection rate (FRR) are equal. We have presented our results in terms of EER.
We tested the proposed approach on ASVspoof 2017 version 2.0 corpus [5]. More
details of the dataset can be found from [2].
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Table 1. Results of four systems in terms of Equal Error Rate (EER) over features
selected using entropy measure on two classifiers

Original feature set | No. of coefficients | Index | ANN | GMM
ALL156 156 — 0.4578 | NA
BEST10 10 — 0.4567 | NA
MFCC39 3 3,5,7 10.4391 | 0.4908
LFCC39 1 2 0.5156 | 0.5094
RFCC39 3 3,5,7 10.4445|0.51
IMFCC39 3 1,2,3 10.397 | 0.4926

4.3 Results and Discussion

Initially, a 156-dimensional feature vector was used to classify the dataset, and
it achieved 0.4578 equal error rate (EER) on a multilayer perceptron classifier.

Table 2. EER performance of PCA Table 3. LTSS features performance (EER)
based dimensionality reduction on

Eval set System | Using mean and variance | Mean only
Feature | # of components| EER IMFCC|0.5008 0.5433
MFCC 2 0.4704 MFCC |0.4986 0.4410
LFCC 2 0.5502 RFCC ]0.4995 0.5

RFCC |2 0.5180 LFCC |05 0.4648
IMFCC|2 0.5708

MFCC |3 0.5393

LFCC |3 0.5535

RFCC |3 0.5150

IMFCC|3 0.5660

Table 1 lists the number of coeflicients chosen from each feature set using
entropy based feature selection. It is evident that all are static coefficients. A
combination of ten best coefficients was used as a feature representation for
audio which produced an EER value of 0.4567, stating that there is no sig-
nificant improvement on performance if we combine the best coefficients from
all four feature sets. As seen from Table 1, it is observed that using only three
best coefficients of IMFCC feature yield considerable improvement of 13.2% on
the performance (0.4578 to 0.397). GMM classifier also provided similar perfor-
mance, hence we carried out further experiments with neural network. Using
maximum mutual information (MMI) feature selection method, we obtained the
same set of coefficients for each feature.
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Table 2 summarizes the results on reduced data with two and three principal
components. It can be seen that for 2-dimensional case, MFCCs show the best
performance, whereas IMFCCs show the worst performance. This indicates that
PCA is not able to capture high frequency characteristics of features while per-
forming dimensionality reduction. Moreover, results with three PCs show either
degradation or slight improvement in performance for all features. MFCC per-
formance is highly affected due to addition of one more principal component. In
no way, PCA based model is able to outperform the entropy based model.

We extracted a variant of long-term spectral statistics (LTSS) based features
in following way. Mean and variance of all coefficients across all frames was
computed to represent these long-term parameters. Thus, every audio file was
represented by two dimensions for each feature. Table3 shows the results of
LTSS features on the evaluation set of the dataset. Each feature is represented
by two coefficients i.e. mean and variance. It can be seen that in this case also,
MFCCs give good results and they achieve the minimum EER. However, it is
interesting to note that its performance is not better than the one shown in
entropy based feature selection scenario. This shows that feature construction is
related to human auditory perception and its representation (in lower dimension)
goes alongwith auditory nerve behaviour. The best performance is given by a
subset of static IMFCC features which is a relative improvement of roughly 10%
compared to LTSS mean based classification.

Table 4. Performance of systems with combination of mean and variance coefficients.

# of coef- |Features EER | # of coef- |Features EER
ficients ficients

4 MFCC+LFCC |0.4815 |6 MFCC+LFCC+RFCC 0.4712
4 MFCC+RFCC |0.4645|6 MFCC+LFCC+IMFCC 0.4779
4 MFCC+IMFCC|0.4666 |6 MFCC+RFCC+IMFCC 0.4728
4 LFCC+RFCC (0476 |6 LFCC+RFCC+IMFCC 0.4958
4 LFCC+IMFCC |0.5436 (8 MFCC+LFCC+RFCC+H+IMFCC|0.5

4 RFCCH+IMFCC |0.5047

Results also show that RFCC features are not sensitive to standard deviation
or variance coefficients as there is negligible change in their performance with or
without variance. However, other three features show some sensitivity towards
these coefficients. The equal error rate drops by almost 7.82% (0.5433 to 0.5008)
when variance information is appended for IMFCCs. In contrast, MFCC and
LFCC show good results in absence of variance information.

We tried different combination of these features to examine its effect on
overall performance. From the results shown in Table4, we can observe that
minimum EER is achieved with combination of mean and variance of MFCC
and RFCC features, yet they cannot outperform the standalone MFCC feature
performance on the same case.
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5 Conclusion and Future Work

We presented a comparative analysis of filterbank based short-term spectral fea-
tures using feature selection and feature construction approach. A comparison
was given among entropy based feature selection, and PCA and LTSS based
feature construction. In this paper, we attempted to explore the possibility of
finding best representative feature reduction strategies for the task of voice play-
back spoofing detection. Results indicate that entropy based feature selection
gives promising results. Further, it can be seen that IMFCC features capture
the replay attack information more significantly than any other feature. This
shows that human perception (MFCCs) may not help much for detection of
playback spoofing attacks, and this may also fail while performing subjective
evaluation of such systems.

In future, recent techniques for feature visualization can be adopted to see
class distribution among input data points. This information may be helpful for
designing robust feature selection strategies.
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