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Abstract. Attribute profiles integrate spectral and spatial information
present in an image. The construction of attribute profiles is based on
attribute filtering which requires proper threshold values. In the liter-
ature, only a few approaches are available to automatically detect the
threshold values. Among them, the recently presented state-of-the-art
method overcomes the prior limitations but is computationally demand-
ing. In this paper, we present a simple and computationally efficient
method to detect the threshold values automatically. The proposed
method obtains the candidate threshold values directly from the tree
representation of the image and selects suitable threshold values in two
stages. In the first stage, we separate the larger attribute values to pre-
serve important components and then the lower attribute values are clus-
tered in the second stage to detect the final threshold values. Using these
threshold values attribute profiles are constructed for two real hyperspec-
tral data sets considering three different attributes. The experimental
results demonstrate that the proposed method is effective and faster
than the state-of-the-art method.

Keywords: Hyperspectral image · Attribute profiles · Threshold
selection · Spectral-spatial classification

1 Introduction

Hyperspectral images (HSIs) are acquired in hundreds of contiguous channels
with a fine spectral resolution that allow accurate class-discrimination among the
surface objects. This classification accuracy is further improved by integrating
the spectral and spatial information of the HSI. An effective way of integrating
spectral and spatial information is by constructing attribute profiles (APs). The
characterization of spectral-spatial information with APs has gained tremendous
popularity over the last decade [3,6]. APs are concatenation of original image
and the filtered images obtained by applying attribute filters (AFs). AFs process
a given image based on its connected components while preserving the geometry
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of the objects. It can merge the objects to their background based on comparison
of values for any characteristic (attribute) that can be computed for a connected
component with a predefined threshold value [10]. Several attributes related to
the shape, scale or gray-level of the image are suggested in the literature [6,10].
A sequence of threshold values helps in multiscale characterization of the image
providing a set of filtering results which on concatenation along with the original
image create an attribute profile (AP) [3]. For hyperspectral images an extended
AP (EAP) is generated by concatenating the APs constructed for each of its
component images in the reduced dimension [4,6].

One major issue in the construction of APs is the selection of proper threshold
values employed during attribute filtering. To address this issue, in the literature
few methods attempted to construct large profile and select the informative fil-
tered images from it [1,9]. In these approaches we need to create the large profile
considering manual sampling of large number of threshold values. With a goal
for creating low dimensional APs having sufficient spectral-spatial information,
a small number of techniques are present in the literature that detect threshold
values automatically [2,5,7,8]. In [7] an interesting approach is presented that is
sensitive to the preliminary clustering or classification for detection of candidate
threshold values. Approaches in [5] and [8] are concentrated on single attributes
namely area and standard deviation respectively. Another interesting approach
is presented by Cavallaro et al. in [2] that overcomes the prior limitations and
automatically detects threshold values by exploiting regression to approximate
the curve generated after computing a measure for all the possible threshold
values. This method is computationally demanding.

In this paper, we propose a simple and computationally efficient method to
detect the threshold values automatically. The proposed method represents the
given image using a tree structure. This tree structure represents the nested con-
nected components of the image which can be exploited for obtaining attribute
values as candidate threshold values. Then, on the unique candidate threshold
values two-stage clustering operation is performed. In the first stage to pre-
serve important connected components the larger attribute values are separated
from the lower attribute values that mostly represent noise. In the second stage
the lower attribute values are clustered into required number of groups whose
representatives are selected as final threshold values to construct APs. Such
constructed APs are compact in size and represent sufficient spectral-spatial
information. Experiments are conducted on two real hyperspectral images that
confirm the effectiveness and efficiency of the proposed method over the state-
of-the-art method.

2 Basics of Attribute Profiles

The attribute profiles are constructed based on the connected operators called
attribute filters (AFs). AFs process a gray-scale image by filtering the connected
components (CCs) from the image. For this, the gray-scale image is represented
with the help of a tree structure. Among the several tree representations available
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in literature, max tree (min tree) is considered in this paper [10]. Next, the
nodes of the tree are filtered based on a criterion formulated considering an
attribute and a threshold value. Finally, the filtered image is obtained from the
filtered tree. As introduced in [10], AFs when uses max-tree representation for
filtering bright objects is termed as attribute thinning; whereas, its dual attribute
thickening uses min-tree representation to filter dark objects. An AP consists of
the original gray-scale image I and the attribute thinning γλi

and thickening φλi

results obtained considering a sequence of threshold values λi. It is defined as:

AP (I) = {φλt
(I), φλt−1(I), ..., φλ1(I), I, γλ1(I), γλ2(I), ..., γλt

(I)} (1)

For spectral-spatial analysis of an HSI H, an EAP is created by concatenating
APs constructed on first � component images (Cj) that are most informative.
An EAP can be formulated as:

EAP (H) = {AP (C1), AP (C2), ..., AP (C�)} (2)

3 Proposed Method

In this paper, we propose a simple and computationally efficient method for
automatic selection of the suitable threshold values to construct attribute pro-
files by overcoming the prior limitations of the state-of-the-art. The proposed
architecture is shown in Fig. 1. Initially, first � informative components of HSI
are extracted using PCA. For each component, a max-tree as well as a min-tree
is created. In a max-tree (min-tree) the nodes at different level depict the nested
CCs of the gray-level image with the whole image at the root and the smallest
CCs at the leaves. For the constructed trees, separate sets of threshold values
are automatically selected by the proposed method which are used to construct
an AP. APs constructed for each component image are concatenated to form
an EAP. The constructed EAP has rich spectral-spatial content which is fed to
SVM classification.

In order to select the threshold values for each PC, the tree representation
of the given PC is processed to retrieve the attribute values of each node. These

Algorithm 1. Proposed threshold selection for attribute filtering of an image
Input: Tree T , Attribute A, Number of thresholds K
Output: Set of K thresholds.

1: Obtain the attribute value for each node of the tree T and store in a vector V .
2: Retain only the unique values of V in sorted order.
3: Cluster the vector V into two groups: G1 (low to medium range values) and G2

(higher range values).
4: Cluster G1 into K groups.
5: Chose representatives from each of the K groups and return as thresholds.
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Fig. 1. Proposed architecture of automatic attribute profiles for HSI. Figure shows for
each PC of HSI suitable threshold values are automatically obtained by exploiting the
tree representation of component image and clustering technique.

Fig. 2. The results of two-stage clustering for first PC of the Indian Pines data set
considering area attribute. (a) All unique attribute values are clustered into two groups;
(b) The first group of attribute values is clustered again into three groups to detect
three thresholds (one from each cluster).
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(a) Indian Pines (b) University of Houston

Fig. 3. Color composite and available reference ground truth for the HSIs (a) Indian
Pines and (b) University of Houston.

attribute values are stored in a vector from which only unique attribute val-
ues are retained for further processing. Among the unique attribute values the
smaller ones come from the CCs which are mostly noise whereas the larger ones
depict important CCs that need to be preserved. In the first stage of the pro-
posed method, we separate the larger attribute values from the smaller ones by
applying a clustering algorithm to secure that the larger CCs do not get filtered.
Figure 2(a) shows two groups of attribute values obtained for the max-tree corre-
sponding to first PC of a real HSI with low to medium range of attribute values in
one group and higher attribute values in the other group. In the next stage, only
the group having lower attribute values is considered for further processing. This
group is re-clustered into K groups where K is the number of required thresh-
olds. An example with three clusters is shown in Fig. 2(b). The representatives
of each cluster are chosen as final threshold values. Algorithm1 summarizes the
proposed method. For choosing representatives from each cluster the centroid of
each cluster is a suitable option. However, the first cluster in the second stage
may have extremely small values because of which it may not incorporate much
spatial information, so the maximum attribute value from the first cluster and
the centroids of the rest of the clusters are considered as threshold values for
constructing APs.

4 Experimental Results

The effectiveness of the proposed method is assessed by the experimental results
obtained on two different HSI data sets. The first HSI1 is collected by the sensor
AVIRIS. The imagery is from an agricultural land situated at Indian Pines, USA.
Its size is 145 × 145 pixels with 20 m spatial resolution. The total number of
spectral bands available for use after preprocessing is 200. The spectral coverage
is ranging from 400–2500 nm. The second HSI data set2 is collected by the sensor
CASI. The imagery includes the campus of University of Houston spreading over

1 Accessible at http://engineering.purdue.edu/∼biehl/MultiSpec.
2 Accessible at http://hyperspectral.ee.uh.edu.

http://engineering.purdue.edu/~biehl/MultiSpec
http://hyperspectral.ee.uh.edu
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Table 1. Average overall accuracy (OA), related standard deviation (std) and kappa
coefficient (kappa) for profiles constructed by the state-of-the-art and the proposed
method considering three different attributes and two different hyperspectral data sets.
The best results are highlighted in boldface.

Data set EAPCC EAPP EAPG EAPprop

Attributes 25 35 25 35 25 35 25 35

Indian Pines Area OA 83.26 88.20 96.07 96.09 95.88 96.05 96.60 96.91

kappa 0.8086 0.8652 0.9551 0.9554 0.9530 0.9550 0.9612 0.9648

std 0.4167 0.3118 0.3345 0.1752 0.2162 0.2458 0.3031 0.2659

DBB OA 82.20 87.19 93.25 96.24 89.20 95.92 95.30 96.62

kappa 0.7964 0.8536 0.9230 0.9571 0.8767 0.9534 0.9464 0.9614

std 0.2918 0.4421 0.2125 0.2322 0.3815 0.1848 0.2706 0.2979

SD OA 86.28 93.15 94.96 94.55 94.10 94.35 94.06 95.87

kappa 0.8433 0.9218 0.9425 0.9378 0.9326 0.9355 0.9322 0.9529

std 0.4155 0.2944 0.3020 0.3705 0.3200 0.2003 0.3095 0.1616

University of Houston Area OA 88.73 91.54 96.92 97.57 95.35 96.83 97.08 97.28

kappa 0.8782 0.9086 0.9667 0.9737 0.9498 0.9657 0.9684 0.9706

std 0.3396 0.1882 0.1874 0.1863 0.2703 0.2830 0.1881 0.1909

DBB OA 88.56 90.93 93.68 97.36 91.48 96.46 95.44 97.58

kappa 0.8763 0.9019 0.9316 0.9714 0.9079 0.9617 0.9506 0.9739

std 0.1815 0.2598 0.3395 0.1580 0.2106 0.2470 0.2375 0.1949

SD OA 91.29 94.89 95.06 95.85 93.26 95.53 96.02 96.11

kappa 0.9058 0.9447 0.9465 0.9551 0.9270 0.9517 0.9570 0.9579

std 0.2117 0.3947 0.2271 0.2672 0.1581 0.2047 0.1806 0.2297

some of its neighboring urban area in Texas, USA. The imagery has 144 spectral
bands between the range 380–1050 nm. Each image is of 349 × 1905 pixels and
2.5 m spatial resolution. Figure 3 shows false color image alongside the related
map showing the available reference samples. The proposed method is tested
using the attributes area, diagonal of bounding box (DBB) and standard deviation
(SD). The corresponding EAPs are constructed on the HSIs after reducing their
dimension using principal component analysis (PCA) and considering the first
5 PCs those correspond to most of the cumulative variance in the original HSI
data. The constructed profiles obtained by the proposed method are compared
to those obtained by the recent state-of-the-art [2]. The different measures used
in [2] (number of connected components, pixel count and sum of gray-values)
generate different profiles referred as EAPCC , EAPP and EAPG respectively.

For classification we have employed a one-against-all support vector machine
(SVM) classifier with radial basis function (RBF) kernel. The SVM parameters
{σ, C} are obtained by applying grid search with five-fold cross-validation. The
SVM is trained with 30% randomly selected labeled data for each class whereas
the rest 70% labeled data are used for testing. The experimental results are
reported after running ten times to nullify random effects of the results and
taking average of the quality indices namely overall accuracy (OA), the average
kappa coefficient (kappa) and the standard deviation (std). The experiments are
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Table 2. Computational time in seconds required to construct EAP of 35 in size by
proposed and state-of-the-art method.

Attribute Indian Pines University of Houston

tCC tP tG tprop tCC tP tG tprop

Area 874 869 854 17 8068 8258 8253 466

DBB 384 377 393 17 7525 6181 7632 463

SD 30859 31349 31442 18 1097565 1007517 1087365 564

carried out using 64-bit Matlab (R2015a) running on a workstation with CPU
Intel(R) Xeon(R) 3.60 GHz and 16 GB RAM.

Table 1 demonstrates the classification results of the EAPprop (created using
the proposed method) and the EAPCC , EAPP and EAPG considering two dif-
ferent HSI data sets. The profiles for both the proposed and state-of-the-art are
constructed considering the first two (leading to profile size 25) and the first
three (leading to profile size 35) automatically detected thresholds. One can see
from the table that the accuracies delivered by the EAPprop are mostly better
than the EAPCC , EAPP and EAPG in both the data sets. This signifies the
potentiality of the proposed method in automatically generating compact as well
as informative attribute profile for HSI classification. One can see that the first
two thresholds are able to incorporate most of the spatial information because of
which the next thresholds could incorporate only little additional information.
This is visible from the difference of accuracies obtained considering two and
three thresholds.

The results on computational time again show the advantage of the proposed
technique over the state-of-the-art method. Table 2 demonstrates the computa-
tional time needed for construction of attribute profile of size 35 using both
the recent state-of-the-art method and the proposed method. Time required for
constructing EAPCC , EAPP , EAPG and EAPprop is indicated by tCC , tP , tG
and tprop respectively. From the table, one can see that for all the attributes in
both the data sets the proposed method is much faster than the state-of-the-
art method. This confirms that the proposed method is more efficient than the
state-of-the-art method. Note that, more time is needed by the state-of-the-art
method for creating GCF after computing a measure of interest for all possi-
ble threshold values and employing regression to approximate the GCF curves.
The time is also proportional to the number of candidate thresholds. This is
visible from the time required in case of attribute SD in Table 2. In contrast,
the proposed technique employs only a simple two-stage clustering to detect the
threshold values. This makes the proposed technique faster.

Parameter Sensitivity: The proposed method employs two stage clustering for
which different combinations of clustering algorithms are tested. Although, all
the combinations have nominal difference, the best results as reported in Table 1
are obtained when hierarchical agglomerative clustering with single linkage is
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used at first stage and K-means is used at second Stage. For choosing represen-
tatives from each cluster, best results are obtained when we consider maximum
attribute value in the first cluster and centroid in the rest.

5 Conclusion

This paper introduces a simple and computationally efficient method for auto-
matically selecting threshold parameter values to construct attribute profiles.
The proposed method automatically obtains the candidate threshold values
exploiting the tree representation of an image and selects suitable threshold
values in two stages. In the first stage, the significant connected components
that possess higher attribute values are preserved by separating them from the
lower values which mostly represent noise. In the second stage, the final thresh-
old values are obtained by clustering the lower attribute values and considering
their representatives. The APs constructed using these detected thresholds are
compact in size and possess sufficient spectral-spatial information. Experiments
are carried out on two real HSI data sets. The experimental results show that
the proposed method has mostly better accuracy and is much faster than the
state-of-the-art method.
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