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Abstract. This study focuses on the investigation of the significance of
stop consonants in view of the classification of Kannada dialects. Major-
ity of the studies proposed have shown the existence of evidential differ-
ences in the pronunciation of vowels across dialects. However, consonant
based studies on dialect processing are found to be comparatively lesser.
In this work, eight stop consonants are used for characterization of five
Kannada dialects. Acoustic characteristics such as cepstral coefficients,
formant frequencies, spectral flux, and rolloff features are explored from
spectral analysis of stops. The consonant dataset is derived from standard
Kannada dialect dataset consisting of 2417 consonants obtained from 16
native speakers from each dialect. Support vector machine (SVM) and
decision tree-based extreme gradient boosting (XGB) ensemble classi-
fication methods are employed for automatic recognition of Kannada
dialects. The research findings show that the stops existing for shorter
duration also convey dialectal linguistic cues. Combination of spectral
properties has contributed to the identification of distinct dialect-specific
information across Kannada dialects.

Keywords: Kannada dialect classification · Stop consonants ·
Spectral features · SVM · XGB

1 Introduction

Automatic identification of dialects may be considered as a prominent research
area in the speech community due to its implications to automatic speech recog-
nition (ASR) systems. The primary task of the dialect identification is to rec-
ognize the speaker’s regional variety of the language spoken. Due to overlaps in
vocabulary and phonetic similarities among the dialects, dialect identification
problem is considered to be more challenging than language identification [1].

The present paper explores the identification of five Kannada dialects from
the stop consonant utterances. The Kannada language is an official language
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spoken in Karnataka state. Very few dialect related studies are found in lit-
erature w.r.t. Kannada language. Stop consonants represent one of the broad
categories of phones. The production of a stop involves a complete closure of the
oral cavity followed by the release in the form of noise burst. The stop conso-
nants are differentiated from each other in terms of the manner of articulation
(whether voiced and aspirated) and the place of articulation. Because of their
short duration, the classification of stops is a challenging problem.

Literature gives comparatively fewer works available for consonant-based
dialect processing.

A study is proposed with the investigation of the existence of dialectal infor-
mation in the bursts during the production of the stop consonants of two Greek
dialects, namely, standard Greek and Cypriot [15]. A study has analyzed the
pre-nasalization differences during the production of the voiced stop consonants
among two dialects of Greek. The acoustic cues of voice onset time (VOT) and
F0 are captured to represent the laryngeal contrast of Korean stops between
Chonnam Korean and Seoul Korean dialects. These acoustic features have effec-
tively modelled the cross-dialectal variations among the stops [7]. Cretan and
Thessalonikan dialects of Modern Greek are considered and measured amplitude
and duration features. This model has suggested the more complex and interac-
tive influences of dialects, gender, and stress in the realization of pre-nasality in
the voiced stops [10]. Few systems can be found for addressing dialect processing
of Kannada language. An author has considered only two dialects of Kannada
earlier and used only pronunciation variations among vowels. They used acoustic
features for their analysis [13].

However, very few systems have been found for analysis of Kannada conso-
nants from the dialect perspectives. A study has included the analysis of dialec-
tal variations among four primitive dialects for the task of speech recognition.
However, this has not included any analysis w.r.t. stop consonants [9]. Research
findings with consonant-based Kannada dialect processing are found to be lim-
ited because of the following reasons. 1. Availability of Standard dialect dataset
for Kannada language. 2. Accurate segmentation of stops is a difficult task due
to the duration of the stops. 3. Plosives comprise the stops and affricates and are
considered particularly challenging to recognize because of their highly dynamic
characteristics differs with vowels. And this has motivated to consider this prob-
lem for dialectal analysis.

In this study, eight un-aspirated unvoiced and voiced consonants namely,
/p/, /b/, /T/, /t/, /D/, /d/, /k/, and /g/ are used for classification of Kannada
dialects. These eight consonants are commonly known as plosive sounds, as they
are produced due to the constriction occurred at different regions in the mouth.
Among these, /k/ & /g/ are velar, /p/ & /b/ are labial, /t/ & /d/ are dental,
and /T/ & /D/ are retroflex consonants. Plosives of Kannada have typically
observed with silent period in the closure phase, as closure duration of /k/, /t/,
/T/ and /p/ are longer when compared to /g/, /d/, /D/ and /b/. Also, voiced
plosives show the voicing bar at the lower frequencies. A stronger vertical spike
is observed showing release burst for /k/, /t/ and /p/.
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Table 1. Kannada dialect dataset

CENK CSTK HYDK MUBK STHK

No. of speakers 30 34 37 26 29

Gender (Male+Female) 18+12 19+15 25+12 12+14 16+13

Duration (in min.) 112 132 120 130 128

Occurrences of both palatal stops in natural communication are compara-
tively rare in Kannada language. Hence, in this work, four types of stops pro-
duced at the velar, dental, retroflex, and labial consonants are analyzed indi-
vidually to see their significances across five dialects. Spectral characteristics
representing features such as the first three formant frequencies, Mel frequency
cepstral coefficients (MFCCs), spectral flux, centroid, rolloff, and entropy are
extracted from stops. Dialect classification systems are developed with SVM
and XGB ensemble techniques.

The present paper is organized as follows. Consonant dataset details are pro-
vided in Sect. 2. Details of extracted spectral features and employed classification
models are discussed in Sect. 3. Information regarding the experiments carried
out, results and analysis are given in Sect. 4. Conclusions of the current work are
presented in Sect. 5 along with future directions.

2 Consonant Based Dialect Dataset

The consonant dataset used in this work is derived from spontaneous Kannada
dialect dataset [5]. It consists of five distinct Kannada dialects spoken across Kar-
nataka, namely: Central Karnataka Region (CENK), Coastal Karnataka Region
(CSTK), Hyderabad Karnataka Region (HYDK), Mumbai Karnataka Region
(MUBK), and Southern Karnataka Region (STHK). Text-independent sponta-
neous speech is recorded from native dialect speakers. The age group of speakers
lies between 21–72 years. Majority of the speakers are from rural areas, and they
are not moved to any other places for a long time. An interview style is followed
to make speakers talk continuously in a reasonably quiet environment. Detailed
information regarding Kannada dialect dataset is presented in Table 1.

It is observed that the duration of plosive sounds is concise; hence, segmenta-
tion and extraction of significant dialect-specific features from them is a tedious
task. Hence, in this work, all consonants collected are in terms of monosyllables
(CV units), and plosive sounds are combined with vowels /a/, /u/, /i/ or /o/.
Since co-articulation between them is comparatively less [11]. The /CV/ tokens
are identified in spoken utterances manually using Praat tool. The onset of stop
burst and offset of the vowels are identified through simultaneous inspections of
both waveform and the spectrogram [2]. /CV/ syllables are segmented by detect-
ing burst onset, /CV/ transition and complete vowel utterances. Majority of the
/CV/ units are chosen from the word-initial position. A plosive dataset consid-
ered in this study consists of total 2417 stops extracted from 16 (9 Female + 7



Spectral Feature Based Kannada Dialect Classification 85

Male) speakers from each dialect. The total number of consonant clips available
for each dialect are as follows, CENK-455, CSTK-478, HYDK-484, MUBK-501,
STHK-499.

3 Spectral Feature Extraction and Classification Models

In this paper, acoustic characteristics those significantly differentiates stops con-
sonants of five dialects of Kannada are extracted. Features such as formants,
standard MFCCs, spectral flux, centroid, rolloff, and entropy are explored to
represent spectral behavior. These features try to capture vocal tract variations
among different consonants across Kannada dialects.

3.1 Spectral Feature Extraction

Formants: Due to the oral cavity is closed during the constriction at the specific
place at vocal tract, formants may not be available. However, closure is followed
by the release of noise burst, due to which front cavity is excited by a sud-
den reduction in downstream. This, in turn, leads in shifting of formants either
upwards or downward along with amplitude. This is depending on the place of
constriction of the consonant and the following vowel. Three formant frequen-
cies play a significant role in identifying different vowels. Similarly, vowels, along
with stops, can also encapsulate variations occur during the pronunciation vari-
ations [14]. LPC based McCandless formant tracking algorithm is employed to
extract the three formant frequencies from plosives with a 10 ms overlapped 20
ms frame [12]. LPC is a widely used method for formant extraction due to its
compact and accurate computation. Figure 1 presents the utterance of /k/ con-
sonant manually segmented from the word “Kannada” from five male speakers
of five Kannada dialects.

MFCCs: Spectral changes between the five Kannada dialects are captured using
MFCC features. These features have proven to capture the vocal tract variations
of speech signal successfully. The coefficients extracted resembles the human
auditory system. 13 MFCCs are extracted from a speech signal using block
processing approach from a 20 ms frame with a shift of 10 ms.

Spectral Flux: Timbre is the speaker-specific feature of the sound unit that
helps to compare the similarity of two speech utterances. The spectral flux usu-
ally corresponds to a perceptual roughness of sound. In this work, flux feature
is computed and used to measure the spectral changes existing between two
successive frames. It is computed by extracting the power spectra of one frame
against the same of the previous one [8].

Fl(i,i−1) =
WfL∑

k=1

(ENi(k)) − (ENi−1(k))2 (1)
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Fig. 1. Utterance of /k/ manually segmented from word “Kannada” five male speakers
of five Kannada dialects, (a) CENK, (b) CSTK, (c) HYDK, (d) MUBK, (e) STHK

where ENi(k) = Xi(k)
∑WfL

l=1 Xi(l)
, here ENi(k) is the kth normalized DFT coefficient

at the ith frame, WfL is the frame size.

Spectral Entropy: Spectral entropy of a signal measures the distribution of
spectral power. Spectral entropy is used to capture the abrupt changes within
the energy levels of consonants. While computing spectral entropy of a frame,
corresponding spectrum is divided into L sub-bands (bins). The energy Ef of
the f th sub-band, for f = 0, . . ., L-1 is calculated using Eq. (2). Then, energies of
all bins are normalized by dividing with the spectral energy of the whole frame,
i.e., ef = Ef

∑L−1
f=0 Ef

, the entropy of each normalized energy value is calculated

using the Eq. (3)

E(i) =
1

WfL

wL∑

k=1

|xi(k)|2 (2)

H = −
L−1∑

f=0

ef. log2(ef) (3)

In this work, the value of L is set to 10 indicating that each frame is divided
into 10 bins.

Spectral Roll-Off: Spectral rolloff feature is treated as a spectral shape descrip-
tor of an audio signal and it is used to differentiate voiced and unvoiced sounds.
This feature is defined as the frequency below which a certain percentage (gen-
erally 90%–95%) of the magnitude distribution of the spectrum is concentrated.

3.2 Classification Models

In this work, standard SVM and multiple classifiers based XGB algorithms are
used for the implementation of dialect recognition systems from stops. The SVM
classification method is employed to capture dialect-specific cues. It is designed
with the one-versus-rest approach to handle the 5-class pattern classification
problem. Radial basis function (RBF) kernel function is used for separating
hyperplane with the maximal margin in a high dimensional feature space [3].
Apart from this, nowadays, ensemble algorithms are gaining popularity. These
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Fig. 2. Spectral rolloff variations among five Kannada dialects, (a)-CENK, (b)-CSTK,
(c)-HYDK, (d)-MUBK, (e)-STHK

are powerful prediction and classification techniques in enhancing the perfor-
mance with a combination of multiple classifiers over single classification meth-
ods. However, use of these methods for speech processing in specific for dialect
identification is rarely found [6]. Hence, XGB method is used for classifying five
dialects. Among ensembles, the most commonly used gradient boosting involves
three significant steps: The first step is the selection of a suitable loss function;
here, multi-class logloss is used as the problem addressed is a classification prob-
lem. Next step is choosing a base classifier, and decision trees are used in this
paper, where trees are constructed using the greedy approach. Few parameters
such as best split, number of leaf nodes, maximum levels are fine-tuned to pro-
duce a better performance. In the third step, trees are added one at a time; a
gradient descent procedure is used for minimization of loss during the addition
of trees. The XG boost library is used for implementation to handle five dialect
classes [4].

4 Experiments and Results

This section provides details of the spectral analysis of stops through features
explored from stops from five dialects along with complete details of experiments
and results obtained.

From Fig. 1, it can be noticed that there are variations in the pronunciation
of consonant /k/ across five dialects. Varying length and energy of the burst
regions can be seen among five dialects. Spectral rolloff is generally treated as a
spectral shape descriptor of an audio signal and it is usually used for discrimi-
nation of voiced and unvoiced sounds. In this study, the histograms are plotted
for the spectral rolloff feature and are presented in Fig. 2. The rolloff parame-
ters are extracted from /k/ stops spoken from five dialect speakers. From these
histograms, it has been observed that the spectral rolloff value distributions
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Table 2. Average dialect recognition performance from consonants level utterances
using SVM and XGB methods (Accuracies in %)

Sl. no. Features extracted Kannada dialects

SVM XGB

1 MFCCs 73.33 78.00

2 Spectral flux, rolloff, centroid, F1 and F2 59.37 68.76

3 Spectral flux, rolloff, centroid, F1 and F2 + MFCCs 77.65 78.33
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Fig. 3. Histograms of four spectral features, drawn for utterance of /k/ from five dialect
speakers. (a) CENK, (b) CSTK, (c). HYDK, (d) MUBK, (e) STHK

are comparatively lower with CSTK and CENK dialects over three remain-
ing dialects. It is also observed that the dialect MUBK and STHK dialect is
with higher values of the spectral rolloff sequence. Besides, the variation is more
intense for these two dialects. Whereas, CSTK and CENK dialects are noticed
with lower values of spectral rolloff.

In order to show the differences across dialects with consonant /k/, cen-
troid, flux, and two formants (F1 and F2) features are considered. The same
above mentioned histogram is used. Figure 3 is drawn to show the spectral vari-
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ations across dialects. Formants F1 and F2 are seen to be the distinguishing
features among dialects with /k/ stops. However, the spectral centroid is seen
with lesser variations. Even spectral flux feature considered is also contribut-
ing to several differences among dialects. Based on the analysis of the features
as mentioned above in the characterization of dialects, several experiments are
conducted by using these features for classification of dialects. In this work, sin-
gle and ensemble SVM classification methods are employed for the development
of Kannada dialect classification systems. Average dialect classification perfor-
mance obtained from consonant utterances are presented in Table 2.

From the results obtained from the Table 2, it is observed that MFCCs are
seen to be powerful features in classification of dialects from very shorter utter-
ances such as stop consonants. Even spectral features are also captured the
dialectal cues from stops. The combination of features has demonstrated an
accuracy of 78.33%, which is slightly higher than MFCC features alone. How-
ever, from these analyses, it is noticed that dialect specific evidence are present
even at consonant level utterances. Spectral attributes can effectively model the
dialectal variations of stop consonants.

5 Conclusions

The present paper has proposed a Kannada dialect identification system from
the stop consonants. For this purpose, spectral features are extracted from
the shorter stop consonants to capture dialect-specific features. Stop consonant
dataset is used in this is created from Kannada dialect dataset. SVM and XGB
classification models are employed for automatic recognition of dialects. Com-
bination of spectral features has demonstrated the better classification perfor-
mance over MFCC features alone. A highest of 78.33% of dialect recognition
performance is achieved with the use of stop consonants. However, in this paper,
consonants considered are associated with vowels sounds. In the future, conso-
nants alone can be used for classification of dialects. Dialect-specific features
can be explored from the burst regions of the consonants as they consist of more
relevant dialectal information. Apart from spectral analysis, excitation source
features can also enhance dialect recognition performance.
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