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Abstract. Modeling the dynamic variation of facial expression from a sequence
of images is a key issue in facial expression recognition. However, the analysis
of complete sequence temporal information requires significantly computational
power. To improve the efficiency, a dynamic frame sequence convolutional
network (DFSCN) is proposed in this study. In the proposed DFSCN, an
expression sequence simplification method is first proposed to reduce the
sequence length and takes the reduced new sequence as the input of DFSCN. An
adaptive weighted feature fusion method for spatiotemporal feature learning is
then put forward in DFSCN. A still frame convolutional network (SFCN) is
introduced for complementing the still appearance information and the fine-
tuning of DFSCN. Finally, these two models are combined together by weighted
fusion to enhance the performance. Two public-available databases, CK+ and
Oulu-CASIA, are used to evaluate the performance of the proposed approach.
Experimental results show that the proposed method can effectively capture the
dynamic process of expression sequence and the recognition performance is
superior to other state-of-the-art methods.
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1 Introduction

Automatic Facial Expression Recognition (FER) has become an attractive research
topic in the field of computer vision, due to its significant role in numerous applications
such as medical treatment [1], security monitoring [2] and many other human-computer
interaction systems. Existing researches on FER can be divided into two categories
depending on the type of data: dynamic video sequence-based and static image-based.
Dynamic video sequence-based approaches can effectively extract useful temporal
features from consecutive frames of input, whereas static image-based methods mainly
focus on spatial information from the current single image. Extensive researches have
demonstrated that the performance of sequence-based methods is usually better than
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that of image-based one [3, 19] due to better exploiting of the dynamic spatial-temporal
feature of facial expression. The expression recognition based on dynamic sequence
usually proceeds from original sequence or the processed facial sequence, such as
STM-ExpLet [3], DTAGN [4], PHRNN-MSCNN [5], FACRN-FGRN [6] and etc.
Generally speaking, the research based on facial landmarks or other indirect infor-
mation is more complicated than using the original sequence, because it requires
special processing, and pretreatment may affect the recognition performance of the
model. Therefore, it is a meaningful essay to use only the original sequence for facial
expression recognition while ensuring high recognition accuracy.

There have been many pioneers in the research of expression recognition based on
original expression sequence. Jung et al. [4] proposed a deep temporal appearance
network (DTAN) to extract useful temporal features and achieved satisfied recognition
rate. Huang et al. [6] introduced a facial appearance convolutional recurrent network
(FACRN) to combine CNNs and RNNs [10] to learn characteristics from consecutive
frames. In the above methods, the sequence is input into the network with original
length and these networks can hardly process all the frames in one pass because of the
varied length of sequence, then the efficiency of learning dynamic change of whole
expression decreased [7]. Subsequently, Zhang et al. [18] proposed a new CNN
architecture which imports a frame-to-sequence model based on the last few frames of
the sequence for facial expression recognition, which fixed the problem of not being
able to process all frames at once. Although this method reduces the original expression
sequence to analyses the facial changes and achieves a certain recognition rate, it
discards the frames in front of the sequence, that is to say the temporal correlation of
the whole sequence is not fully considered. Therefore, it is of great value to enable the
network to efficiently process expression sequences while preserving the temporal
correlation of sequences, especially in the case of long sequences.

Usually, the sequence length of dynamic expression datasets, such as CK+ [13]
and Oulu-CASIA [14], are varied. Meanwhile, as shown in Fig. 1, the variety of
expression includes at least three stages for all expression databases, namely initial
state, transition state and peak state. In each stage, the expression changes slightly or
even almost unchanged, so the similarity of expression frames in the same stage is
extremely high and the information contained are also similar. Based on the above
analysis, if the redundant expression frames are eliminated and then the remaining
sequences are used for expression recognition, the requirement for the network to
process all sequences at once can be satisfied. And the time correlation of the sequence
is also preserved.

CK+:

Oulu:

Fig. 1. Sequential expressions in two datasets. The expression of sequence can be divided into
three parts: initial state (red box), transition state (green box) and peak state (pink box). (Color
figure online)
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In this work, we introduce a sequence simplification method to reduce the original
expression sequence. Firstly, we propose a Dynamic Frame Sequence Convolutional
Network (DFSCN). In our DFSCN model, we simplified the expression sequence to a
fixed length and employ a convolutional structure to learn apparent characteristics for
each extracted frame. Secondly, an Adaptive Weighted Feature Fusion (AWFF)
algorithm is proposed in order to combine the previously obtained groups of spatial
features to model the expression of the entire sequence. Considering frames still
contain abundant spatial information, especially for frames with obvious expressions
[19], a Still Frame Convolutional Network (SFCN) is also introduced to complement
the spatial characteristics of DFSCN and fine-tune DFSCN. Finally, we use a score
fusion approach to combine the DFSCN and SFCN together for final prediction. The
contributions of this paper can be listed as follows:

• A deep network framework to extract temporal and spatial features of dynamic
expression sequences for facial expression recognition is constructed.

• A new method to construct input sequences which can effectively shorten the length
of the original sequence without losing global information of the sequence is
proposed.

• A special feature fusion method is proposed to fuse the static features of different
frames in the newly generated sequence, thus enhance the richness of temporal
features.

This rest of this paper is structured as follows. Section 2 gives a detailed
description of our DFSCN and SFCN. The performance of our proposed work com-
pared with the state-of-art is evaluated in Sect. 3. Section 4 gives a conclusion of the
whole paper.

2 Our Approach

Our proposed methodology is shown in Fig. 2. Our method consists of two kinds of
networks: Dynamic Frame Sequence Convolutional Network (DFSCN) and Still Frame
Convolutional Network (SFCN). Firstly, we introduce random frame extraction strat-
egy and adaptive weighted feature fusion module in DFSCN to capture dynamic fea-
tures of expression sequences. Secondly, SFCN is constructed to capture spatial
features from still frames and fine-tune DFSCN. Finally, the two networks are inte-
grated to boost the accuracy of facial expression recognition. The details of each
component will be discussed in this section.

2.1 Image Pre-processing and Data Augmentation

Face Detection and Pre-processing. The expression frames in commonly used
datasets, such as CK + and Oulu-CASIA, usually contain regions other than faces,
which are helpless for expression recognition. Thus, we used the C++ library algorithm
Dlib [15] for face detection and then cropped the detected faces. In addition, the
obtained images were grayed and the size were normalized to 224 � 224 � 1.
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Data Augmentation. The existing facial expression datasets are relatively small, so
the problem of overfitting is prone to occur during training. Therefore, various data
augmentation techniques are required to increase the volume of data. The commonly
used data enhancement methods include image rotation, noise addition and so on.
Rotating image and increasing image brightness are used for data expansion in this
paper. Image rotation is that the image revolves around a point and rotates at a certain
angle clockwise or counterclockwise to form a new image. In this work, each image is
rotated with seven angels, which can respond effectively to the change of slight. The
image rotation formula is as follows:
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where P0ðx0; y0Þ is the pixel coordinate point of the original image, Pðx; yÞ is the pixel
coordinate point of the rotated image, and h is the angle of every rotation, h 2 {−15°,
−10°, −5°, 5°, 10°, 15°, 180°}. In addition, the brightness of datasets is increased
by 5° and 15° respectively. Finally, we have ten times as much data as before.

2.2 Group Domain Frame Extraction

As shown previously in Fig. 1, the image sequence in public facial expression data-
bases usually starts from a neutral face and gradually evolves into a peak expression.
Thus, as shown in Fig. 1, in order to capture the information of each state and then
mine the dynamic emotional changes of the whole sequence, we propose to sample a
subset of frames representing the overall temporal dynamics of the sentiment sequence
from the original whole sequence as the input of DFSCN. Same as [7] and [8], in this
work, each expression sequence is split into N subsequences fS1; S2; . . .; SNg of equal
size, and one frame is selected randomly from each subsequence. Given the length of a
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Fig. 2. Overall architecture of our method.
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sequence is L, the newly generated clip CL is formed for representative frame
extraction as follows:

Ci ¼ randðSiÞ; i 2 f1; 2; . . .;Ng ð2Þ
CL ¼ fC1;C2; . . .;CNg ð3Þ

where Ci is the extracted frame from the subsequence Si, randð�Þ represents the ran-
dom selection of a frame from the specified sequence, CL is the newly generated
sequence. After the original sequence is sampled, we employ N CNNs to process the
extracted frames independently in one process. Then, N sets of feature maps are
obtained, all of which contain only static information (shown in Fig. 2).

2.3 Adaptive Weighted Feature Fusion

Up to this point, the frames selected from sequences are processed independently. In
order to learn how facial expressions are made up of different appearances over time,
we stack the multiple groups of features with AWFF method and feed them into a 2D-
CNN (Conv4) for further study. The detailed implementation process is shown in
Fig. 3. When each frame in CL is sent to the three CNNs (Conv1, Conv2, Conv3)
respectively, we obtained N groups of features fG1;G2; . . . ; GNg. For any network,
the feature map of convolution layer h can be expressed as:

fh ¼ f ðwh � xh þ bhÞ ð4Þ

where wh is the connection weight between the upper layer and the next layer, xh is the
initial input for the hidden layer, and bh is the bias of the hidden layer. f �ð Þ is the
activation function.

In our AWFF model, the spatial features of the i-th i 2 ½1;N�ð Þ channel include
m feature maps, which are expressed as Gi ¼ fH1

i ;H
2
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Fig. 3. Schematic diagram of spatial feature fusion.
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N sets of features, a weight W j
i will be assigned to the j-th j 2 ½1;m�ð Þ feature map in

Gi. The fusion formula is as follows:

Fk ¼ Wk
1 � Hk

1 þWk
2 � Hk

2 þ . . .þWk
N � Hk

N ; k 2 f1; . . .;mg ð5Þ
P ¼ fF1;F2; . . .;Fmg ð6Þ

in which Fk is the k-th feature fused from N group, P is the total feature output obtained
after the fusion. In our work, the weight of W j

i is updated adaptively to achieve the best
fusion effect. Based on this method, we can more concisely combine the spatiotemporal
information of the expression sequence.

2.4 The Detail of the Network Structure

In this paper, Our DFSCN model is designed as [Conv1(64) - Conv2(128) - Conv3
(256)] � N-AWFF - Conv4(512) - Conv5(512) - FC1(4096) - FC2(4096) -FC3(7/6),
as shown in Fig. 2. The values in parentheses represent the total number of neurons
used in the corresponding layer. For example, Conv2 (128) indicates that the number of
convolution kernels of the second convolutional layer is 128. AWFF is designed to fuse
the output of the N-channel [Conv1(64) - Conv2(128) - Conv3(256)] to learn the
temporal features of the sequence. The weight information dimension in the AWFF
module is N � m. Besides, each convolution layer is sequentially followed by a max-
pooling layer and Relu [22].

The biggest difference between DFSCN and SFCN lies in the feature processing
method after the third convolution layer. For SFCN, the feature obtained after the third
convolution layer is directly transmitted into the next convolution. However, for
DFSCN, as shown in Fig. 2, N sets of features are obtained after N respective inputs,
and then a method called adaptive weighted feature fusion is introduced to combine the
features to get a new feature group and send it to Conv4.

SFCN network is designed to compensate for the spatial characteristics of DFSCN
and fine-tune DFSCN as there is no relevant fine-tuning model for DFECN. The
parameter settings of SFCN are similar to those of the DFSCN. We first train the SFCN
network with the last frame of the original sequence, and then use parameters of
Conv1, Conv2, Conv3, Conv4, Conv5, FC1, FC2, FC3 of SFCN to initialize the
network layer parameters with the same name in DFSCN, respectively. Finally, the two
models are fused to boost the recognition performance.

It is worth noting that the size of the convolution kernel of the five convolution
layers in this paper is all 3 � 3, which is quite same with VGG [9]. There are two main
reasons for this. Firstly, as the size of the convolution kernel increases, the number of
parameters of the convolution kernel increases relatively, so the computational amount
of convolution is bound to increase. Secondly, the network we designed must be
moderate in depth and appropriate in parameters so as to avoid the problem of over-
fitting caused by the small amount of data. Other than this, small receptive field is more
capable of learning image features from details and distinguishable.
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2.5 Model Fusion

In order to maximize the superiority of the two models, the DFSCN and SFCN are
integrated by following fusion function [5]:

OðxÞ ¼
X1
i¼0

biðSiðxÞþPiðxÞÞ ð6Þ

where PiðxÞ 0\Pi xð Þ\1ð Þ is the predicted probability of expressions in DFSCN and
SFCN. P0ðxÞ comes from the softmax layer of DFSCN while P1ðxÞ comes from SFCN.
SiðxÞ is sorted based on the prediction categories of expression. It can be expressed as:

Siðx1Þ; . . .; SiðxnÞ ¼ SortedðPiðx1Þ; . . .;PiðxnÞÞ ð7Þ

where n refers to the total number of categories of expressions, SiðxÞ 2 f1; 2; . . .; ng. In
addition, bi is a balance index for balancing different models. After a lot of comparative
experiments, the value of bi is set to 0.5 which can achieve the best performance as
shown in Fig. 4.

3 Experiment

In this section, we compare our models with some of the most advanced methods in
facial expression recognition. This paper focuses on the emotion from neutral to peak.
Thus, two widely used databases, namely CK+ and Oulu-CASIA, are used to assessing
the performance of our approach. Details of our experimental results are given below.

3.1 Datasets

Description of CK+. The Extended Cohn-Kanade (CK+) database is one of the most
extensively used databases for facial expression recognition. There are 593 video
sequences from 123 subjects with a duration ranging from 9 to 60 frames in this
database. Among these videos, 327 sequences are marked with seven typical emotional

Fig. 4. Performance of our proposed work using the weighted fusion method with different
values of bi. We changed the value of bi from 0 to 1 with interval of 0.01.
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expressions (anger, contempt, disgust, fear, happiness, sadness, and surprise). Each
expression sequence reflects the expression from neutral to emotional vertex. We adopt
the most commonly used 10-fold validation method [4] to verify our experimental
results.

Description of Oulu-CASIA. The Oulu-CASIA database contains 2880 expression
sequences collected from 80 subjects. There are six types of emotions: anger, disgust,
fear, happiness, sadness, and surprise. Similar to CK+ database, all of these sequences
begins with a neutral expression and then gradually transit to the peak expression. We
use 10-fold cross validation mentioned in the description of CK+.

3.2 Implementation Details

Depending on the characteristics of CK+ and Oulu-CASIA datasets, we set the value of
N to 4. Figure 5 shows that more than 85% of sequences in these two datasets are
between 10–30 in length. If these sequences are divided into fewer intervals, it may
cause a loss of temporal features of sequences longer than 30. If the sequences are parted
into more intervals, there will be more difficulties to network training. After compre-
hensive consideration, the sequences are divided into four groups, taking into account
the sequences of different lengths. Notably, if the length of the sequence is not a multiple
of N = 4, we pad the sequence with the last frame until the condition is satisfied.

In this paper, experiments were carried out under the environment of tensorflow, a
python-based deep learning framework. We firstly initialize the corresponding layer of
SFCN by using the weights of VGG16 pre-trained on the ImageNet dataset [17]. When
training our facial expression recognition network, we set the batch size of training to
16, the initial learning rate to 0.00001, and the training epoch to 300. For updating the
network weight, we use Adam optimization algorithm [21]. Compared with the basic
SGD algorithm [20], Adam can avoid local optimum and update faster. As for DFSCN,
Adam optimization algorithm is also adopted. Meanwhile, we set the training batch size
as 16, the initial learning rate as 0.00001, and the training epoch as 32, which means
that the learning rate of 8 epochs decreased to 0.1 of the original learning rate.

It is important to note that we first train SFCN and then DFSCN. The model obtained
from SFCN is not only used for classification, but for fine-tuning DFSCN. As shown in
Fig. 2, the parameters obtained from the first three convolution layers of SFCN are

11%

63%

20%

5%
CK+

L<=10 10<L<=20

20<L<=30 L>30

1%

44%
48%

7%Oulu-CASIA

L<=10 10<L<=20

20<L<=30 L>30

Fig. 5. Statistical analysis of sequence length in CK+ and Oulu-CASIA. L represents the length
of the original sequence.
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loaded into the four single channels of DFSCN, and then the parameters of SFCN
obtained from the fourth convolution layer to the last full connection layer are loaded
into the feature fusion network of DFSCN. After all the two networks are trained, the
fusion approaches mentioned in Sect. 3.5 is adopted for expression classification.

3.3 Experimental Results

In the experiments, we first evaluate the performance of each network separately, then
the two streams are combined together by weight fusion to achieve complementary
network performance. As for the comparison experiments, our model is mainly
compared with hand-crafted methods and deep learning methods [3, 4, 6, 11, 12, 16,
23, 24].

Accuracies and Analysis. Tables 1 and 2 show the recognition accuracy of our model
on each database, as well as the comparisons with other algorithms. From the two
tables we can see that the performances of DFSCN and SFCN alone are not comparable
to many other algorithms, while the recognition accuracy after fusion is higher than
most of the advanced methods. In CK+, the accuracy of our model is higher than
traditional algorithm, such as STM-ExpLet [3]. Compared with the recently proposed
deep learning algorithm, the final accuracy of our model is slightly lower than that of
DTAGN [4], but higher than that of other methods [6, 11, 16]. In Oulu-CASIA, our
recognition accuracy even exceeds all the previous researches. Meanwhile, it can be
clearly found that our method is better than hand-crafted methods [3, 11, 12, 23, 24],
which is mainly attributed to the feature extraction ability of our network. Our model
also has significant advantages over the deep learning approaches [4, 6], which is
largely related to our frame-to-sequence network connectivity and the fine-tuning
approach we use.

After the integrating our DFSCN and SFCN, the performance has reached the
highest level, and this is shown in Fig. 6. In other words, the integration of DFSCN and
SFCN improves the richness of network features, and the two channels complement
each other. The combination of the two can boost the whole recognition accuracy,
which proves the effectiveness of our method.

Table 1. Overall accuracy in CK+ database.

Method Accuracy

HOG 3D [11] 91.94%
Cov3D [16] 92.30%
3DCNN [11] 85.90%
3DCNN-DAP [11] 92.40%
STM-ExpLet [3] 94.19%
DTAGN [4] 97.25%
FACRN-FGRN [6] 95.63%
SFCN 92.97%
DFSCN 95.41%
Fusion 96.64%

Table 2. Overall accuracy in Oulu database.

Method Accuracy

HOG 3D [11] 70.63%
AdalLBP [23] 73.54%
Atlases [24] 75.52%
STM-ExpLet [3] 74.59%
3D SIFT [12] 75.83%
DTAGN [4] 81.46%
FACRN-FGRN [6] 76.50%
SFCN 78.13%
DFSCN 80.63%
Fusion 83.13%
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Confusion Matrix. Table 3 gives the confusion matrices of our model on the two
datasets, respectively. In CK+, our model achieved high recognition accuracies on six
emotions except Contempt (Co). In our results, Contempt (Co) is easily misdiagnosed
as Sad (Sa) due to the similarity of the expression variation between sad and contempt,
especially the change of mouth, as shown in Fig. 7(a). As for Oulu-CASIA database,
our model performed well in recognizing Fear (Fe), Disgust (Di), Sad (Sa), and other
expressions except Anger (An). The main reason for the poor recognition effect of our
model on Anger (An) may be that the volunteers in this dataset have similar facial
expressions when expressing Anger (An), Disgust (Di) and Sad (Sa), as shown in
Fig. 7(b), which makes the algorithm of this paper not distinguish enough. Moreover,
the image quality of the Oulu-CASIA is not as clear as CK+, which may be another
reason for the low recognition accuracy.

(a) CK+                                                             (b) Oulu-CASIA 
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Fig. 6. Comparison of accuracy of three networks (SFCN, DFSCN and Fusion) on two
databases. (a) CK + . (b) Oulu-CASIA.

Table 3. Confusion matrix of our proposed method for two databases.

(a) CK+ database
An Co Di Fe Ha Sa Su

An 96 2 2 0 0 0 0
Co 6 83 0 0 0 11 0
Di 2 0 98 0 0 0 0
Fe 0 0 0 96 4 0 0
Ha 0 0 0 0 100 0 0
Sa 7 0 4 0 0 89 0
Su 0 1 0 0 0 0 99

(b) Oulu-CASIA database

An Di Fe Ha Sa Su
An 68 15 3 3 12 0
Di 11 78 1 1 6 3
Fe 1 1 81 7 1 7
Ha 0 0 3 97 0 0
Sa 15 4 0 1 80 0
Su 0 0 4 0 1 95
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4 Conclusion

In this paper, we presented a new deep network structure that provides a new approach
for the effectively modeling of the dynamic changes of facial expression based on the
image sequences through the combination of the static characteristics of sequences.
Specially, the proposed DFSCN uses simplified sequences as the network input to
study the dynamic variations of expression sequences with the combination of our
adaptive weighted feature fusion method. To supplement static appearance information
and fine-tune DFSCN, the SFCN is proposed to extract useful spatial information from
the last frame of each sequence. These two networks capture dynamic and static
information, respectively, at the same time, and complement each other to improve the
performance of facial expression recognition. We evaluated our two models using two
public-available datasets, CK+, and Oulu-CASIA, respectively. The experimental
results demonstrate that the proposed methods have achieved the same accuracy as the
state-of-the-art methods.
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