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Abstract. Person re-identification (Re-ID) is a task which aims to deter-
mine whether a pedestrian in a camera has emerged in other cameras. Ear-
lier works stress importance of the supervised learning methods, however,
creating labels by hand is too slow and expensive. Hence, supervised meth-
ods are always limited in real-world applications. To address the prob-
lem, we propose a novel domain adaptation framework for unsupervised
person Re-ID. First, target data are clustered and selected to add rela-
tive reliable supervised information for target domain. Second, a novel
domain adaptive network is designed to decompose the representations
to person-related and domain-related part. The former aims at learning
domain-invariant and discriminative representation by a adversarial loss
and a Re-ID loss with the label smoothing regularization. And the latter
further improve a model’s ability of extracting domain-invariant features
by separating the domain unique features. What’s more, during learning
representation for target domain, a labeled source data not only is uti-
lized to initialize the model but also participate in the training as a bene-
ficial supervision information to generalize the Re-ID model. Experimen-
tal results on Market-1501 and DukeMTMC-reID evidence the superior
performance of the proposed model over state-of-the-art methods.
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1 Introduction

Person re-identification (Re-ID) is a retrieval task of identifying the same per-
son image captured from distinctively non-overlapping camera views. It has
become an increasingly popular task in video surveillance due to its applica-
tion and research significance. Despite the best efforts from many computer
vision researchers, it remains an unsolved problem. It is difficult that the person
image often undergoes dramatically changes in appearance and background due
to changes in view angle, background clutter, illumination conditions and so on.
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Recently, as the deep learning based technologies are developed, the per-
formance of person Re-ID has been improved significantly by learning robust
representations with invariance property [5,9,23] or learn an effective distance
metric [7,20,21]. All of those approaches focus on the supervised way which
requires a plenty of large-scale, high-quality annotated data. However, collect-
ing and annotating data for every new task are extremely expensive and time-
consuming. Therefore, the supervised methods may be limited in real-world sce-
narios.

Source Target
id=1 id=2 id=3 id=4 id=5 id=6

bookcase mug keyboard bookcase mug keyboard
Source Target

(a) open set domain adaptation

(b) closed set domain adaptation

Fig. 1. The difference of open set domain adaptation and closed set domain adaptation.
For the former, target dataset contains absolutely different categories compared with
the source dataset. For the latter, target dataset contains only images of the categories
of the source dataset.

To address the aforementioned challenge, a common solution is the unsu-
pervised domain adaptation [2,14] which attempts to transfer knowledge from
labeled source data to unlabeled target data. However, the source dataset and
the target dataset are drawn from two different distributions. Hence, if the model
trained on the source dataset is directly used on the target dataset, the accuracy
will decline dramatically. In addition, standard unsupervised domain adaptation
method is denoted as the closed set problem which assume that the source and
target domains contain the same set of classes. This assumption is not appro-
priate for domain adaptive person Re-ID which is an open set task. As shown
in Fig. 1, open set domain adaptation includes images of unknown classes which
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are not present in source domains. Therefore, most domain adaptation methods
cannot be directly applied to person Re-ID task.

To make a person Re-ID model practical, existing methods solve the prob-
lem from two aspects. One way is to generate cross-domain source data which
have similar style with target data [3,17]. Another way is to design a domain-
shared model to learn the domain-invariant features from both source data and
target data [10]. Different with previous works, in this paper, a novel method is
designed to effectively transfer discriminative representation from a large number
of labeled source dataset to unlabeled target dataset.

First, the model pre-trained on labeled source dataset is deployed to extract
features for target unlabeled dataset. And then the clustering method is per-
formed on the target features. However, it is obvious that the assigned pseudo
labels may not be correct, so only relative reliable samples are selected to train
model in a supervised way. The rest samples with unreliable labels in target data
still are unlabeled but also take part in the training afterwards in an unsuper-
vised way.

Second, to address the domain shift between datasets, a novel domain adap-
tive model is designed by decomposing the representations to person-related
discriminative representations and domain-related representations, as shown in
Fig. 2. For person-related discriminative representations, the domain-adversarial
loss is performed on the source and the target data with relative reliable labels
to match the feature space distributions of different datasets. Meanwhile, con-
sidering the confidence of target labels, the Re-ID loss with label smooth regu-
larization is designed to recognize the identity of pedestrians. What’s more, to
reduce information loss, a decoder is designed to reconstruct feature maps from
the person-related and domain-related features on source dataset and all target
dataset.

To sum up, the contributions of our work are:

(1) Different from existing unsupervised Re-ID models, we propose to solve
the Re-ID task by adapting the representation learning from the auxiliary
labeled datasets.

(2) We are the first to integrate the cluster method with the domain-invariant
model. The learning strategy facilitates the model to pay more attention to
the domain-invariant and discriminative features at the same time effectively
reduce the loss of information.

(3) Extensive experiments and ablation study on Market-1501 and DukeMTMC-
reID demonstrate the proposed method is effective and can be applicable to
unsupervised cross-dataset transfer learning problem.

2 Related Works

Supervised Person Re-ID Methods. Most of the existing works focus on the
supervised method [7,11,15,26] which train a model based on a sufficient number
of labeled images across cameras. Main stream works can be categorized into
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two ways. One way is representation learning [11] which explores to design the
discriminative features. Metric learning [7,15] is another powerful way to address
the problem of person re-identification and it aims at learning the similarity of
two images. However, directly deploying these trained methods to the real-world
environment always leads to poor performance due to domain shift and the lack
of label information.

Deep Domain Adaption. With the popularity of deep learning methods, more
and more researchers use deep neural networks to enhance the performance of
domain adaption. Yosinski et al. [18] demonstrate the generalizability of layers
and find the first 3 layers of neural network learn mostly general features and
higher layers learn higher levels of representations. Tzeng et al. [13] first propose
the DDC method which fixed the first seven layers of AlexNet and add adaptive
metrics to the previous layer of the classifier to solve the adaptive problem of deep
network. Then Long [8] propose the DAN method to extend the DDC method.
In contrast to the DDC method which only has one adaptive layer and a single
kernel MMD, the DAN method add three adaptive layers at the same time and
adopt a multi-kernel MMD measurement (mk-mmd) with better representation
ability. Bousmalis et al. [2] propose a novel method, the Domain Separation Net-
works (DSN), for learning domain-invariant representations. However, in person
Re-ID datasets, the source dataset and the target dataset have totally different
identities, so traditional domain adaptation methods is not suitable to our task.

Domain Adaption in Person Re-ID. Although we have made a great
progress in the field of supervised learning methods, it is inevitable to label these
images manually, and the work is really expensive. Hence, it is necessary for us
to further study unsupervised methods. Peng et al. [10] propose a multi-task dic-
tionary learning model to transfer a learn a view-invariant representation from
the labeled source dataset to the unlabeled target dataset. However, hand-craft
methods always have a poor performance on large-scale dataset. Fan et al. [4]
propose a method by clustering the unlabeled training set and using CNN fine
tuning for iterative training. However, the method only use a labeled source data
to initialize the model but ignore the labeled source data during the training of
target domain. Recently, Generative Adversarial Networks (GAN) become more
and more popular. In order to achieve cross-dataset classification tasks, there
are many methods utilize GAN to transfer the style of different domain per-
son images [3,17,26]. For example, Deng et al. are inspired by CycleGAN and
apply it to generate images with similar target domain style. In [25], Zhong
et al. introduce a Hetero-Homogeneous Learning (HHL) to learn camera-
invariant network for target domain. However, the methods based on GAN is
difficult to keep person identities during the progress of generating images.

3 Methodology

3.1 Problem Definition

In this section, we introduce some notations and definitions that are used in
this paper. Assume the labeled source dataset Ds = {(Is

i , ys
i )}Ns

i=1 including Ns
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Fig. 2. Illustration of the proposed model. During training, the source data and all
target data is input Resnet-50 (conv1-conv4) to extract features. And then, the model
is decomposed to the person-related part and the domain-related part. For person-
related part, only source and target (t1) data is input to domain and ID classifier
to learn domain-invariant discriminative features. For domain-related part, on the one
hand, explicitly modeling what is unique to each domain is able to improve the ability of
the model to extract domain-invariant features. On the other hand, for source, target
(t1) and target (t2), domain-related part is combined with person-invariant part to
reconstruct image for reducing information loss.

image samples and the unlabeled target dataset Dt = {It
i }Nt

i=1 including Nt

image samples, where Is
i and It

i collected from different domains. The goal of
the proposed domain-adaptive model is to make use of labeled source samples
Ds to learn a model M : It

i �→ yt
i and make it equally effectual on the target

samples Ds by learning the domain-invariant discriminative representations.
To minimize the discrepancy of the source dataset and target dataset effec-

tively, a novel domain adaptation framework is designed. First, a model pre-
trained on source labeled data is utilized to extract features of target data. And
the cluster method is adopted to generate weak labels for target samples and
only those samples Dt1 = {It1

i , yt1
i }Nt1

i=1 with more reliable labels are selected.
It is a good way to supply the supervised information for the target dataset.
The rest target data Dt2 = {It2

i }Nt2
i=1 still are unlabeled. Second, source data,

target data with weak labels Dt1 , target data without labels Dt2 are input the
proposed domain-adaptive model (DAM). As shown in Fig. 2, Resnet-50 [6] is
adopted as the backbone of the feature extraction module. As is known, in the
neural network, the features extracted by the first several layers are general fea-
tures. And with the deepening of network layers, the latter layers emphasise
more on the specific features of learning tasks. To perform cross-dataset person
Re-ID and further improve Re-ID performance, we keep the first several layers
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and introduce 2 branches to learn the person-related and domain-related repre-
sentations after Conv4 respectively. For the first branch, the features (fs

c , f t1
c ) of

the source Ds and target data Dt1 are input to domain classifier and ID classifier
to learn domain-invariant discriminative representations. Specially, the labels of
target data Dt1 may deviate from the ground truth, thus, the cross entropy with
the label smoothing regularization(LSR) is deployed. For the second branch,
the domain-related features (fs

d , f t1
d and f t2

d ) is combined with person-related
features (fs

c , f t1
c and f t2

c ) to reconstructed image for reducing the information
loss.

3.2 Clustering

Firstly, the original model φ(·; θ) trained on labeled source dataset is utilised to
initialize the parameters of target model. And then generating weak labels for
target dataset by clustering based on such model. The idea is formulated as:

min
y,C1,...,CJ

K∑

k=1

∑

yi=k

‖φ(xi; θ) − Cj‖2 (1)

where CJ is the cluster center of samples and yi is the sample label. But not
all generated weak labels are correct, in order to avoid erroneous labels making
the model get stuck in a bad local optimum or oscillating, we merely select
these more reliable samples which are more closer to the each ID class center
Cj . To achieve this, a threshold is set, if the distance between sample and the
corresponding cluster center is lower than the threshold, then xi is selected as
a reliable sample and is placed into target data Dt1 for supervised training;
otherwise, xi is placed into target dataset Dt2 for unsupervised training.

3.3 Learning

To alleviate domain shift for cross-dataset person Re-ID, a novel domain-
adaptive model is designed. All data is input to Resnet-50 (conv1-conv4) to
extract general features, and 2 branches (conv5) to learn person-related and
domain-related parts respectively. For person-related part, the goal is to learn
domain-shared and discriminative features related to person Re-ID by adver-
sarial loss and Re-ID loss. Domain-related part is combined with person-related
part to reconstruct image by reconstruction loss.

Adversarial Loss. Early methods for domain adaptation always try to find a
common feature space. However, inspired by generative adversarial nets (GAN),
more and more adversarial learning approaches have showed state-of-the-art per-
formance for cross-dataset transfer learning. Hence, in the paper, adversarial
learning [8] is adopted to make the features’ distributions become more similar
during training by confusing domain classification.

The adversarial loss trains the adversarial discriminator using a standard
classification loss. During the forward propagation, the model leaves the input
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unchanged, but during the backpropagation, the gradient is reversed by multi-
plying a negative scalar. Mathematically, the adversarial layer can be treated as
a function g(·):

forward : g(x) = x

backward : g(x) = −x
(2)

The objective function of adversarial loss optimized by the stochastic gradient
descent can be expressed as:

Ladv = −
Ns+Nt1∑

i=0

di log d̂i + (1 − di) log(1 − d̂i) (3)

where di denotes one hot encoding of domain labels, and d̂i denotes the domain
category prediction. Under the effect of adversarial loss, even if there are dif-
ferences between the two domains, the outputs of feature extractor still are
domain-invariant features.

Re-ID Loss. In order to make the model discriminative and preserve identity
information, the Re-ID loss is designed to predict the output labels of source
dataset and target data Dt1 . This part mainly focuses on learning the discrimi-
native representations of pedestrians. Re-ID loss can be denoted as minimizing
the negative log-likelihood of the ground truth class:

Lid = −
Ns+Nt1∑

i=0

q(i) log p(i) (4)

where q(i) denotes the ground truth distribution and p(i) is the predicted prob-
ability prediction.

However, considering the noise caused by weak labels or existing mislabeled
samples in real data, we apply the label smoothing regularization (LSR) [12] to
alleviate the influence of noisy samples by re-weighting the samples with weak
labels. The LSR function can be written as:

qLSR(i) =

{
ε

Ns+Nt1
i �= y

1 − ε + ε
Ns+Nt1

i = y
(5)

where ε ∈ [0, 1] is a hyper-parameter denoting the confident of the ground truth.
And the cross-entropy loss with qLSR(i) is expressed as:

LidLSR
= −(1 − ε) log(p(y)) − ε

Ns + Nt1

Ns+Nt1∑

i=1

log(p(i)) (6)

Reconstruction Loss. In order to reduce information loss in above procedure,
a shared decoder is introduced to reconstruct the input sample by concatenating
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the person-related and domain-related representations. The reconstruction loss
is defined as:

Lrec =
Ns∑

i=1

‖Decoder(fs
c + fs

d )‖22 +

Nt1∑

i=1

∥∥Decoder(f t1
c + f t1

d )
∥∥2

2
+

Nt2∑

i=1

∥∥Decoder(f t2
c + f t2

d )
∥∥2

2

(7)

where fs
c , f t1

c , f t2
c denote the person-related representations of source, target Dt1

and target Dt2 respectively. And fs
d , f t1

d , f t2
d denote the domain-related repre-

sentations of source, target Dt1 and target Dt2 respectively.
In short, the final integrated training objective can be written as follows:

Ltotal = Lid + αLadv + βLrec (8)

where α and β are hyper-parameters and control the relative importance of each
item. The model is trained by minimizing Ltotal. The experiments is a iteration
progress until the model is stable. In general, the number of iterations is typically
< 5 in our experiment.

4 Experiment

4.1 Datasets

Table 1. Comparison with State-of-the-art Methods.

Methods Duke → Market Market → Duke

Rank-1 Rank-5 Rank-10 mAP Rank-1 Rank-5 Rank-10 mAP

UMDL [10] 34.5 52.6 59.6 12.4 18.5 31.4 37.6 7.3

PUL [4] 45.5 60.7 66.7 20.5 30.0 43.4 48.5 16.4

CAMEL [19] 54.5 – – 26.3 – – – –

TJ-AIDL [16] 58.2 74.8 81.1 26.5 44.3 59.6 65.0 23.0

SPGAN+LMP [3] 57.7 75.8 82.4 26.7 46.4 62.3 68.0 26.2

CamStyle [26] 58.8 78.2 84.3 27.4 48.4 62.5 68.9 25.1

HHL [25] 62.2 78.8 84.0 31.4 46.9 61.0 66.7 27.2

Ours 68.0 82.3 87.7 39.5 58.1 74.5 79.7 29.6

For experiments, two widely used benchmark datasets Market-1501 [22] and
DukeMTMC-reID [24] are chosen. The details are described as follows:

Market-1501 consists of 32,668 annotated bounding boxes of 1,501 identi-
ties which is collected in front of a supermarket at Tsinghua University. Images of
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each identity are captured by at most six cameras and each annotated identity is
present in at least two cameras. There are 19,732 images with 751 identities used
for testing and 12,936 images with 750 identities used for training. Market-1501
dataset adopts Deformable Part Model (DPM) as pedestrian detector.

DukeMTMC-reID is sampled from video at 120 frames per image, result-
ing in 36,411 images. There are 1,404 people under more than two cameras, and
408 people under only one. It is composed of 16,522 training images of 702 iden-
tities, 2,228 query images of the other 702 identities and 17,661 gallery images.

A single-shot experiment setting is adopted. In each experiment, the source
dataset is supposed to be labeled, and target dataset is supposed to be unlabeled.
What’s more, both rank-1 accuracy and mean Average Precision (mAP) are
employed for person Re-ID evaluation.

4.2 Implementation Details

The model is implemented by using Pytorch. ResNet-50 [6] model is adopted with
weights pre-trained on ImageNet as basic model. If Market is viewed as the source
dataset with labels, Duke will be considered as the target datset without labels,
and vice versa. During the progress of training, stochastic gradient descent with
a momentum of 0.9 is adopted. And the learning rate is set to 0.001 and decay to
1×10−4 and 1×10−5 after 20 epochs and 120 epochs respectively. The maximum
number of iterations is set to 200. For the label smoothing regularization(LSR),
ε = 0.1. For the clustering step, standard kmeans clustering is adopted and
k-means++ [1] is used to select initial cluster centers.

4.3 Comparison with State-of-the-Art Methods

We compare our approach with state-of-the-art methods when tested on Market
and Duke, as shown in Table 1. From the results, it is evident that our model with
the performance in Rank-1 accuracy = 68.0% (58.1%) and mAP = 39.5% (29.6%)
is able to get better performance on Market (Duke) when compared with existing
unsupervised methods including hand-craft method UMDL [10], based on weak
labels method PUL [4], based on attribute-identity method TJ-AIDL [16], and
based on GAN methods SPGAN [3], CamStyle [26] and HHL [25]. Specially,
when the method is compared with PUL [4] which also use a labeled source
data to initialize the model but ignore the labeled source data during training,
our method leads to +22.5% (+38.0%) and +19.0% (+13.2%) improvement on
Market (Duke) in Rank-1 and mAP, respectively. And when compared with
current best results HHL [25], our model is 5.8% (11.2%) higher than HHL [25]
on Market (Duke).

4.4 Ablation Studies

The Effectiveness of Adversarial Loss. As shown in Tables 2 and 3, when
our method is compared to the direct transfer method, the loss gains 25.7%
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Table 2. Methods comparison when tested on Market.

Methods Duke → Market

Rank-1 Rank-5 Rank-10 mAP

Direct transfer 42.3 59.5 67.1 17.5

Ours w/o Ladv 66.3 80.8 86.9 37.6

Ours w/o Lid(LSR) 67.1 81.6 87.5 38.7

Ours w/o Lrec 66.9 81.2 87.1 38.1

Ours 68.0 82.3 87.7 39.5

Table 3. Methods comparison when tested on Duke.

Methods Market → Duke

Rank-1 Rank-5 Rank-10 mAP

Direct transfer 29.3 45.4 52.0 14.5

Ours w/o Ladv 56.3 72.8 77.9 27.8

Ours w/o Lid(LSR) 57.2 73.6 78.1 28.7

Ours w/o Lrec 56.9 73.8 78.5 28.5

Ours 58.1 74.5 79.7 29.6

(28.8%) improvements in Rank-1 accuracy on Market (Duke). This indicates
that adversarial loss is effective by confusion the domain classification, and the
abundant unlabeled data have been well utilized by learning domain-invariant
features.

The Effectiveness of Re-ID Loss with LSR. As Table 2 (Table 3) shown,
when we introduce Re-ID loss with LSR, the result can improve by +0.9%
(+1.8%) in Rank-1 on Market (Duke) respectively. This shows that Re-ID loss
with LSR indeed helps for unsupervised Re-ID by re-weighting the samples with
generated weak labels.

The Effectiveness of Reconstruction Loss. We observe that reconstruction
loss is able to improve the Rank-1 by +1.1% (+1.2%) on Market (Duke). The
experiment demonstrates that reconstruction loss is an effective way to reduce
the loss of information.

4.5 The Impact of the Cluster Number

We evaluate the impact of the cluster number which is set to 300, 500, 700, 900,
1100. As shown in Fig. 3, our method is robust for the number of cluster. Even if
the number of cluster is different from the actual situation, our method can still
exceed many methods. Specially, when the cluster is close to the actual number
of categories, our method have the best effect.
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Fig. 3. The impact of cluster number on Market and Duke.

5 Conclusion

This paper proposes a novel unsupervised cross-dataset transfer learning method
for Re-ID task. The proposed model aims to learn discriminative representation
by leveraging the labeled dataset. To achieve that, we design a special domain
adaptation framework for person Re-ID. In contrast to most existing approaches,
our method combine cluster method and domain-invariant model to train the
target model in an iterative way. We also show the importance of making full use
of the relative reliable weak labels information on the target dataset. Extensive
experiments demonstrate the effectiveness and robustness of the proposed model.
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