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Abstract. Joint photographic experts group (JPEG) image is the most popular
image format used in our daily life. Different from the reversible data hiding
(RDH) in spatial domain image, JPEG RDH needs to consider not only the
visual quality, but also the file storage size of the marked image. In this paper,
we firstly implement the matrix embedding (which is originated from
steganography) strategy into the field of JPEG RDH. Via considering the phi-
losophy behind the JPEG encoder, those quantized discrete cosine transform
(DCT) coefficients that may introduce less distortion are adaptively selected for
modification in the embedding process. Experimental results demonstrate that
higher visual quality and less storage size of the marked JPEG image can be
obtained compared with the state-of-the-art methods.
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1 Introduction

Reversible data hiding (RDH) is a discipline developed at the end of last century [1]. It
can imperceptibly hide data into digital images, and more importantly, the original
image can be reconstructed completely while extracting the embedded data.

The RDH algorithms have been proposed on the basis of three fundamental
strategies: lossless compression (LC) [2, 3], difference expansion (DE) [4, 5], and
histogram shifting (HS) [6, 7]. Recently, some HS based strategies, such as two-
dimensional histogram modification [8], multiple histograms modification [9, 10], and
optimized histogram modification [11–13] were proposed, which have been
approaching the rate distortion (i.e., the embedding rate vs. visual distortion) upper
bound. However, those methods designed for uncompressed image cannot be applied
to JPEG image directly, since they may lessen the visual quality or increase the storage
size of the marked JPEG image unpredictably.

In [2], Fridrich and Goljan firstly proposed a JPEG RDH algorithm. With dividing
some elements of the quantization table by an integer, space can be created for
embedding information, which was further improved by Wang et al. [14]. These
methods can preserve the visual quality of the marked image well. However, the
storage size of the marked JPEG image may greatly increase. In [15], Mobasseri et al.
proposed a JPEG RDH algorithm via modifying the Huffman table of the JPEG file,
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which was further improved by Qian and Zhang [16], and Hu et al. [17]. These
methods can preserve the visual quality and storage size of the JPEG file perfectly.
However, the embedding capacity is limited, and this may restrict its application. In
[18], Huang et al. extended the HS strategy from spatial domain into JPEG domain.
Through expanding the quantized DCT (qDCT) coefficients with values 1 and −1 to
carry message bits, and with a new adaptive selection (i.e., block selection) strategy, a
tradeoff between the embedding capacity and distortion (including visual quality and
storage space of the marked image) can be obtained. Recently, some new adaptive
selection (i.e., block selection and frequency selection) strategies were proposed by
Wedaj et al. [19] and Hou et al. [20].

In this paper, we present a new JPEG RDH algorithm with matrix embedding [21,
22]. As we know, matrix embedding is a technique initially proposed for in the field of
steganography. Through using it, less alternation needs to be made to the cover image
while embedding the same amount of information bits. However, matrix embedding is
designed for secret communication and can only ensure the successful extraction of the
embedded information bits. If it is utilized in RDH directly, the original carrier image
cannot be restored after data hiding. In this paper, we firstly design a new approach to
apply matrix embedding technology to JPEG RDH, which can restore the original
carrier image completely while extracting the embedded message bits. Experimental
results demonstrate that compared with the state-of-the-art algorithms, good visual
quality can be easily obtained. Meanwhile, the storage size of the original JPEG file can
be well preserved.

The remainder of this paper is organized as follows. In Sect. 2, the proposed matrix
embedding based RDH scheme for JPEG image is introduced. Experimental results and
the comparison study are discussed in Sect. 3. Finally, we conclude in Sect. 4.

2 Proposed Scheme

In this section, an overview of HS-based RDH is introduced first, and then, we give our
proposed RDH scheme for JPEG images.

2.1 Introduction of HS-Based RDH

HS is the most widely used RDH approach nowadays. As introduced in [18], the HS-
based JPEG RDH algorithm consists of four steps, which are shown in Fig. 1.

The first step is to generate a sequence with a small entropy from the host image,
which is shown in Fig. 1(a). The sequence can be realized by using the original qDCT
coefficient histogram, the difference histogram, or the prediction error histogram. As
pointed out in [18], the original qDCT coefficient histogram of JPEG image is quite
sharp, and the data hiding can be easily performed on the qDCT coefficient histogram.

The second step is to divide the obtained histogram into two regions, i.e., inner
region and outer region, which is shown in Fig. 1(b). In general, some higher bins are
divided into the inner region, while the remaining bins are divided into the outer region.
For example, in Fig. 1(b) the histogram bins corresponding to coefficients with value 0,
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1 and −1 are simply divided into inner region, and the remaining are divided into the
outer region.

The third step is shifting, which is shown in Fig. 1(c). In this step, the bins in the
outer region are shifted on both sides. Note that the shifting (and the subsequent
expansion) of bins is achieved by modifying the corresponding qDCT coefficient
values of the carrier image.

The fourth step is expansion, which is shown in Fig. 1(d). That is, the bins in the
inner region are expanded to carry data. For example, for the coefficient with value 1, if
message bit 1 is embedded, the coefficient becomes 2; otherwise if message bit 0 is
embedded, the coefficient remains unchanged. Note that in this step, the coefficients
with value 0 are not expanded to carry message bits.

As seen, in the third step the bins in the outer region are shifted to both sides, so
that the inner and outer regions are still separate from each other after data hiding. In
the receiving end, the receiver can easily extract the message bits and restore the
original image.

2.2 Proposed JPEG RDH

As seen, for HS based JPEG RDH, the distortion mainly comes from two aspects, i.e.,
shifting and expansion. Previously, the researchers mainly focused on how to reduce
the number of shiftings and expansions, such as using more accurate prediction

Fig. 1. The illustration of inner and out regions of HS method. (a) The original qDCT coefficient
histogram of JPEG image, (b) the inner region and outer region, (c) shifting step, (d) expansion
step.
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algorithms to generate PEE histograms, and using adaptive selection strategies.
However, for JPEG image, even though the two RDH methods have the same number
of shiftings and expansions, they may result in different visual qualities and storage
sizes due to the quantization, run length coding and Huffman coding in the com-
pressing process. Thus locating those modification positions that may introduce less
distortion is another important factor. As mentioned before, matrix embedding is a
previously introduced technique for steganography to improve the embedding effi-
ciency (i.e., increase the number of bits embedded per embedding change). It can
decrease the necessary number of changes. Furthermore, some modern matrix
embedding strategy [22] can adaptively select those coefficients that may introduce less
distortion for modification. Thus in this section, we will show how to apply matrix
embedding to JPEG RDH.

Matrix Embedding. Suppose that the message sequence to be embedded is

m ¼ m1; . . .;mp
� �T

, where mi 2 0; 1f g. The least significant bits (LSBs) of the qDCT

coefficients selected for data hiding is x ¼ x1; . . .; xq
� �T , where xi 2 0; 1f g and q� p. It

is assumed that the sender and recipient share a binary matrix A of dimension p� q,
which can be generated randomly or according to different matrix embedding strate-
gies. The data hider will modify some bits in x, so that the modified binary column

x0 ¼ x01; . . .; x
0
q

� �T
satisfies:

Ax0 ¼ m ð1Þ

Thus, the sender needs to solve a system of linear equations over Galois field GF
(2). According to the law of matrix embedding, the rank of the generated matrix A
should be equal to p in general. Since the binary matrix A is with the dimension p� q
and q[ p generally, the above equation may have multiple solutions. Therefore, the
sender can select the solution that may result in higher visual quality and less file size
increments.

After data hiding, the embedded message should be extracted without error. With
sharing a secret key with the sender, the recipient can extract the modified LSB

sequence x0 ¼ x01; . . .; x
0
q

� �T
, the decoding is very simple because the recipient can

extract the embedded message according to Eq. (2) directly, i.e.,

m ¼ Ax0 ð2Þ

However, the philosophy behind the matrix embedding can only ensure that the
embedded message is extracted without error. As we know, in the field of RDH, the
carrier image should also be restored completely. How to restore the carrier image will
be explained in the next.

Distortion Function Designing. As introduced before, Eq. (1) may have many
solutions, and the sender can select the solution that may result in minimal distortion.
However, which solution can lead to minimal distortion?
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Figure 2 illustrates the standard JPEG quantization table [23] corresponding to the
quality factor (QF) of 80. It is known that the inverse discrete cosine transform (IDCT)
is a linear transformation. Thus the modification to the qDCT coefficient associated
with smaller quantization step may result in less visual distortion in the marked image
[24, 25]. Based on this observation, in JPEG RDH, the message bits should be
embedded into those coefficients belonging to the relatively low frequencies.

Without loss of generality, the non-zero qDCT coefficients selected for RDH are
represented by c ¼ c1; c2; . . .; cNð Þ, where N represents the number of coefficients.
Those selected coefficients are divided into two groups, i.e., wet group (WG) and dry
group (DG) [26]. In our method, all the coefficients with values 1 and −1 are divided
into DG, and the rest are divide into WG. The coefficients in WG are assigned a large
cost value and should be kept unchanged as many as possible; the coefficients in DG
can be modified and assigned a cost value that is closely related to its associated
quantization step. Suppose the quantization step associated with ci is qi. The distortion
is represented as follows.

dci ¼ qai if ci 2 DG
1 if ci 2 WG

�
ð3Þ

where a is a parameter that controls the impact of the quantization step. For all
coefficients c1; c2; . . .; cNð Þ, the distortion values dc1 ; dc2 ; . . .; dcNð Þ can be computed
according to Eq. (3).

2.3 Embedding, Extraction, and Restoration

As before, the nonzero qDCT coefficients selected for RDH are represented by
c ¼ c1; c2; . . .; cNð Þ. Note that in our algorithm, the direct current (DC) coefficients are
excluded, and only some non-zero alternating current (AC) coefficients are selected for
matrix embedding. The number Nð Þ of coefficients selected for RDH is determined by
the number of message bits to be embedded and the distribution of AC coefficients.

Suppose the number of message bits is L, the number of coefficients with values 1
or −1 (i.e., the dry coefficients) in the selected sequence c should be no less than
b� L b� 1ð Þ, where b is a control parameter. With an appropriately selected b value,
the efficiency of the matrix embedding can be improved, whereas less wet coefficients
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92 73 83 93 54 04 14 04
02 62 13 53 14 84 84 04
01 41 22 62 23 24 54 73
7 9 51 22 72 44 14 13
6 7 9 21 02 53 23 52
6 5 6 01 61 32 82 22
5 5 6 8 01 32 42 22
6 4 4 6 01 61 02 42

Fig. 2. Standard JPEG quantization table corresponding to QF = 80.
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(i.e., the coefficients do not have values 1 and −1) need to be modified in the
embedding process. For the selected coefficient sequence (note that how to select the
coefficient sequence c will be introduced in Sect. 2.4), a coefficient histogram can be
constructed. The Bin 1 and Bin −1 are grouped into the inner region, and the rest of the
bins into the outer region. Our algorithm has the following four steps.

The first step is to shift all outer coefficients to both sides as follows.

eci ¼ ci if cij j ¼ 1
ci þ sign cið Þ if cij j[ 1

�
ð4Þ

where

sign xð Þ ¼
1 if x[ 0
0 if x ¼ 0
�1 if x\0

8<
: ð5Þ

After that, the shifted sequence ~c ¼ ec1 ; ec2 ; . . .;fcNð Þ can be obtained.
The second step is to embed the message with matrix embedding. Suppose the

message sequence to be embedded is m ¼ m1;m2; . . .;mLð Þ, where L represents the
number of message bits to be embedded and mi 2 0; 1f g. The LSB sequence of the
shifted sequence ~c is represented with x ¼ x1; . . .; xNð ÞT ., where xi 2 0; 1f g and N � L.
In our algorithm, the Syndrome-trellis Codes (STCs) [22] will be selected to embed the
message bits because of its high embedding efficiency. According to our above anal-
ysis, when applying matrix embedding to the LSB sequence of those selected non-zero
AC coefficients, the coefficients with minimal distortion, i.e., those dry coefficients in
DG will be preferentially modified. Suppose that the modified LSB sequence corre-
sponding to the minimal distortion is y ¼ y1; . . .; yNð Þ. The distortion is computed as
follows.

D x; yð Þ ¼
XN

i¼1
dci f xi 6¼ yið Þ ð6Þ

where

f xð Þ ¼ 1 if x is true
0 if x is false

�
ð7Þ

After achieving the optimal binary column y, the shifted coefficient sequence ~c is
modified as follows.

eeci ¼ eci þ sign ecið Þeci if xi 6¼ yi and ecij j ¼ 1
else

�
ð8Þ

In Eq. (8), themodified coefficient sequence is represented with eec¼ ffc1 ; ffc2 . . .;� ffcN Þ.
Note that in Eq. (8), when xi ¼ yi, nomodification needs to bemade. In the case of xi 6¼ yi
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and fCi

��� ��� ¼ 1, the corresponding coefficient eci needs to be expanded to carry the message

bits. Since fCi

��� ��� ¼ 1, the introduced distortion may be small according to our distortion

definition in Eq. (3). In the case of xi 6¼ yi and fCi

��� ��� 6¼ 1, the LSB of corresponding

coefficient eci may also need to bemodified in thematrix embedding process, otherwise the
embedded message may fail to be extracted correctly. However, according to Eq. (3), the
coefficient not equal to 1 or −1 (i.e., the wet coefficients) may introduce a large distortion

while being modified. Thus in the case of xi 6¼ yi and fCi

��� ��� 6¼ 1, the coefficient will remain

unchanged during the embedding process. But we will record the position of such coef-
ficient, and the location will be embedded into some DC coefficients of the carrier image
later as side information. In the experiments, we will demonstrate that with careful
selection of the parameter b, few wet coefficients need to be modified in the embedding
process.

In the extraction process, the side information are extracted first. Then locate the

modified coefficient sequence eec . Suppose the LSB sequence of eeci is represented byeeyi ¼ eeyi ; ffy2 . . .; ffyN� �T
. Note that according to the extracted side information, if there

are some wet coefficients which need to be modified in the matrix embedding process
(these coefficients are not really modified and only the locations are recorded), we need
to flip those elements in the extraction process. After flipping, suppose the coefficient
sequence is ~y ¼ ey1 ; ey2 . . .; eyq� �

. The message extraction and image restoration can be
described as follows:

m0 ¼ A~yT ð9Þ

c0i ¼
sign eeci� �

if 1� eeci��� ���� 2

eeci � sign eeci� �
if eeci��� ���� 3

8<
: ð10Þ

where ~yT represents the transpose of ~y, m0 is the extracted message bit, and c0 ¼
c01; c

0
2. . .; c

0
N

� �
is the restored quantized coefficient sequence, respectively.

2.4 Adaptive Selection Strategy

As shown, in our proposed method, the outer coefficients (with magnitude greater than
1) are shifted so that the inner and outer regions of the coefficient histogram are still
kept separate from each other after data hiding. However, the inner coefficients are not
expanded directly as that in the HS-based RDH scheme. As we know, if the number of
the message bits to be embedded is L, in the HS-based RDH scheme, generally about
L=2 inner coefficients need to be expanded since the message bits to be embedded are
assumed to be uniformly distributed. When matrix embedding is adopted, the inner
coefficients that need to be modified is generally less than L=2 because of the efficiency
of the matrix embedding. That is the main reason why our new method may introduce
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less distortion. Secondly, according to our analysis previously, when some adaptive
matrix embedding strategy is adopted, those coefficients that may introduce less dis-
tortion (including visual quality and file size) will be chosen for modification prefer-
entially. That is the second reason that our method may have better performance.

However, as discussed in [22], the efficiency of matrix embedding has a close
relationship with the relative wetness and relative payload, where the relative wetness
represents the number of wet coefficients (i.e., the coefficients not with values 1 and
−1) per those coefficients selected for matrix embedding, and the relative payload
represents the number of bits to be embedded per those dry coefficients (i.e., the
coefficients with values 1 and −1) selected for matrix embedding. In order to make sure
that the number of wet coefficients is as few as possible (though those wet coefficients
are kept unchanged, the locations of some wet coefficients may need to be recorded in
the matrix embedding process according to the introduction above), the relative wet-
ness or relative payload should be decreased as low as possible. Moreover, the outer
coefficients do not carry any information, but they need to be shifted; this invalid
shifting may lead to worse visual quality and larger storage size of the marked image.

Thus, for our block selection strategy, the first goal is to find the 8 � 8 blocks with
fewer outer coefficients, and the coefficients belonging to these coefficient blocks will
take precedence for data hiding. As described in [18], the 8 � 8 blocks with more zero
coefficients will have fewer outer coefficients in general. Moreover, even the two
blocks have the same number of non-zero coefficients, they may result in different
distortion because those non-zero coefficients may be associated with different quan-
tization steps.

Suppose that in one 8 � 8 block Bi, the non-zero qDCT coefficients are represented
with NZ1; . . .;NZKð Þ, and the quantization steps associated with those coefficients are
Q1; . . .;QKð Þ, where K � 63. Thus for each block, the distortion value is represented by

DBi ¼ Qc
1 þQc

2 þ � � � þQc
K ð11Þ

where the parameter c is selected as 2 in all our experiments. Those 8 � 8 blocks with
less DBi will be chosen for RDH preferentially in our proposed algorithm.

Note that in the proposed algorithm, all the zero AC coefficients remain unchanged
in the embedding process, and the distortion of each 8 � 8 block will never change in
the data hiding process according to Eq. (11). The receiver can easily locate the blocks
utilized for data hiding, then extract the embedded information and restore the host
image.

2.5 Embedding, Extraction, and Restoration Steps

In the embedding process, side information such as message length, the parameter of
STCs, the number of wet coefficients that need to be modified, and the positions of
these wet coefficients, are embedded in the key determined l DC coefficients with LSB
substitution. The original LSBs of those DC coefficients are appended as part of the
payload before embedding. In the extraction and recovery process, the LSBs of the DC
coefficients are read first to find the side information.
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The embedding steps are as follows.
Step (1) Entropy-decode the original JPEG file to get the qDCT coefficients. Then,
Compute dci for each coefficient ci according to Eq. (3), and calculate DBi according to
Eq. (11) as well as the number of AC coefficients with values 1 and −1 for each 8 � 8
block Bi.

Step (2) Find the minimum threshold value TD, and the corresponding 8 � 8 blocks
whose distortion values computed according to Eq. (11) are no less than TD. Note that
the number of ±1 coefficients (represented by S) belonging to those blocks should
satisfy the following condition, i.e., S� b� Lþ lð Þ, where L denotes the number of
message bits to be embedded, l represents the number of side information bits. For the
ease of explanation, the nonzero AC coefficients in those blocks utilized for matrix
embedding (ME) are called ME coefficients in the following.

Step (3) Scan all nonzero AC coefficients in a secret key determined order. If the
coefficient to be visited is a ME coefficient, it will be shifted according to Eq. (4).
When the number (represented by S) of visited coefficients is equal to b� Lþ lð Þ, the
scanning is completed.

Step (4) Extract all the LSBs of theME coefficients visited in step 3, and embed the
information bits (i.e., the message bits to be embedded and the LSBs of the prede-
termined DC coefficients) with matrix embedding using the STCs [22]. The modified
LSB sequence can be obtained, and the marked coefficient sequence can be computed
according to Eq. (8). Note that in this step, all the wet coefficients are kept unchanged
and the positions of those wet coefficients that may need to be modified in the matrix
embedding process are recoded, which will be embedded into those predetermined DC
coefficients in the next step.

Step (5) After all information bits (including the message bits and the LSBs of the
predetermined DC coefficients) are embedded into the AC coefficients, the message
length, the wet coefficient positions that may needed to be changed, and some other
side information are embedded into the predetermined DC coefficients with LSB
substitution.

Step (6) Entropy-encode the obtained coefficients to get the marked JPEG file.

The extraction and restoration steps are as follows.
Step (1) Entropy-decode the marked JPEG file to get the quantized DCT

coefficients.
Step (2) Locate the predetermined DC coefficients, and extract the side information.
Step (3) Locate ME coefficients according to the key determined order, extract the

information bits having been embedded and restore the original AC coefficients
according to Eqs. (9) and (10), respectively.

Step (4) Restore the LSBs of the DC coefficients via using the extracted information
bits.

Step (5) After all the qDCT (including DC and AC) coefficients are restored,
entropy-encode the restored coefficients again to get the original JPEG file.
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3 Experimental Results

In our experiments, the secret message bits are randomly generated, and the JPEG
images are compressed with the optimized Huffman table by using the IJG toolbox
[23]. The 1,000 images randomly selected from BOSSbase [27] are utilized in our
testing.

To evaluate the performance of the proposed new scheme, the state-of-the-art RDH
scheme [18] designed for JPEG images is selected for comparison. Note that, the main
difference between our new proposed method and the scheme in [18] is the utilization
of ME technology. The parameters regarding to ME are selected as a ¼ 2; b ¼ 1:25,
c ¼ 2 and h ¼ 16, where a is a parameter to control the impact of the quantization step
in Eq. (3), b is a parameter to control the message length, c is a block selection
parameter, and h regarding to the efficiency of ME [22]. In addition, in order to
demonstrate the efficiency of the proposed block selection strategy, experimental
results corresponding to the proposed algorithm without using the old block selection
strategy [18] is also illustrated, which are represented with the label “Old Adaptive”.

Two aspects, namely visual quality and file size preservation, are discussed. The
peak signal-to-noise ratio (PSNR) value, which is calculated between the original JPEG

Fig. 3. Average PSNR values corresponding to different embedding payloads: (a) QF = 70
(b) QF = 80 (c) QF = 90.
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image and the marked JPEG image, is used as a measure to evaluate the visual quality
of the marked JPEG image.

3.1 Visual Quality

Three widely used image quality factors, i.e., QF = 70, 80, 90 are tested. The testing
results are shown in Fig. 3(a)–(c), where the horizontal axes represent the embedding
payloads and the vertical axes represent the average PSNR values. The quality factor is
shown in the title of each sub-figure. It is observed from Fig. 3 that the average PSNR
values obtained by the proposed method are larger than those obtained by Huang
et al.’s method [18] in general. However, without use of the block selection strategy
(labeled as “Old adaptive”), the average PSNR values obtained by the proposed method
will decrease, which implies the efficiency of our new adaptive selection strategy.

3.2 File Size Preservation

Figure 4 shows the average increased file sizes between the marked images and the
original images. In Fig. 4(a)–(c), the horizontal axes represent the embedding payloads

Fig. 4. Average increased file sizes corresponding to different embedding payloads: (a) QF = 70
(b) QF = 80 (c) QF = 90.
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and the vertical axes represent the increased file sizes (bits). The solid magenta line in
each sub-figure is used as a reference; every point on the line represents that the length
of the embedded message bits is equal to the increased file size. As discussed earlier,
the corresponding image quality factor is shown in the title of each sub-figure.

It is observed from Fig. 4 that the proposed method can preserve the file size
constantly better than Huang et al.’s method [18]. Even if the block selection strategy is
not applied in the embedding process, the increased file size of the proposed method is
still less than that of Huang et al.’s methods. This implies that the proposed method can
preserve the file size better than Huang et al.’s method.

4 Conclusions

Although a remarkable progress has been made in the field of JPEG RDH nowadays,
compared to that in the airspace, there are still many shortcomings. Regardless of the
visual quality or file size preservation, the performance of current methods is far from
the upper bound. What’s more, what is the upper bound for JPEG image, is still a
problem. New JPEG RDH algorithms are called for. In this paper, we present a new
RDH scheme for JPEG images. The main contributions of this paper are as follows:

(1) We firstly introduce matrix embedding (which is originated from steganography)
into JPEG RDH. Via using matrix embedding strategy, more message bits can be
embedded with less modifications. Moreover, those qDCT coefficients that may
introduce less distortion can be adaptively selected for modifications in the
embedding process.

(2) A novel block selection strategy has been proposed in this paper, which may result
in better visual quality and less storage size of the marked JPEG file. It can also be
utilized by other RDH schemes to improve their performance.

(3) Experimental results demonstrate that higher visual quality and less storage size of
the marked JPEG image can be obtained compared with the state-of-the-art
methods.
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