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Abstract. The automatic keyphrases extraction from texts is a useful task for
many computational systems in the natural language processing and text mining
fields. Although several solutions to this problem have been developed, the
semantic analysis has been one of the linguistic features less exploited in the
most reported proposal, causing that the obtained results still show low accuracy
and performance rates. This paper presents an unsupervised method for key-
phrase extraction, which is based on the use of lexical-syntactic patterns for
extracting information from texts and a fuzzy modelling of topics. An OWA
operator which combines several semantics measures has been applied in the
topic modelling process. This new approach was evaluated with Inspec and
500N-KPCrowd datasets and compared with other reported systems, obtaining
promising results.

Keywords: Automatic keyphrase extraction � Linguistic patterns � Topic
modelling � Semantic processing � OWA operator

1 Introduction

The exponential growth of textual and unstructured data in digital format have pro-
voked that to distill the most relevant information from the amount of available
information constituted a significant challenge to the textual information processing.
The development of computational solutions based on the application of natural lan-
guage processing (NLP) and text mining techniques emerging as the most promising
alternatives to deal with this challenge. In this context, a high-level description of a
document can be achieved through relevant words or phrases, by its strong relationship
with the main topic (s) that are addressed in the documents, so that the automatic
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keyphrase extraction constitute an essential task for many text mining solutions [3, 10].
The keyphrase provides a concise understanding of a text, enabling one to grasp the
central idea and the main topics discussed in a text document and facilitates the
construction of text representation models, as graph-based models.

Several automatic keyphrases extraction solutions have emerged over the last few
years, some following a supervised approach [8, 9] and others following unsupervised
techniques [1, 6, 11, 14–17]. In this work we focused on unsupervised keyphrase
extraction, where a human-annotated training data for applying some machine learning
algorithm do not require in this process. The solutions reported still show low rates of
accuracy and performance [3, 10], and the semantic constitutes one of the linguistics
feature less exploited in the most reported proposal, fundamentally in unsupervised
approaches. According to [10], it is essential to focus on semantically and syntactically
correct phrase aspects and make sure that the keyphrases are semantically relevant to
the document topic and context. Topic modelling for keyphrase extraction from texts
has been reported in [1, 14, 15], however the semantic analysis in those proposals has
not been considered or not in all its possible dimensions, constituting a weakness. The
semantic analysis of textual content, at the level of words meaning or relationships
among them, is usually subject to subjectivity, vagueness and imprecision problems,
due to the inherent ambiguity of the natural language, which constitutes a challenge for
the computational solutions that requires intensive semantic processing. The fuzzy
logic offers several techniques for dealing with these problems, such as fuzzy set
techniques, fuzzy clustering algorithms, aggregation operators, and others. Despite
these advantages, few keyphrase extraction proposals that apply a fuzzy logic approach
to carried out some semantic analysis level have been identified [15].

In this paper, an unsupervised method for automatic keyphrase extraction from a
single document is proposed. The method was conceived through the combination of
the use of lexical-syntactic patterns with a graph-based topic modeling, which is carried
out from the fuzzy logic perspective. In this sense, syntactic and semantic measures are
combined, applying the aggregation operator OWA (Ordered Weighted Averaging)
[18], to increase the semantic processing level of the candidate phrase in the topic
identification. The method was evaluated with the Inspec [8] and 500N-KPCrowd [9]
datasets, and the performance was measured using the precision, recall, and F-score
metrics. The results were compared with those obtained by other state-of-the-art
unsupervised proposals, reaching improvement the results respect to those systems
included in the comparison. Concretely, the contributions of this paper are the fol-
lowing: (1) we propose a new way for processing the semantic information in topic
modelling based keyphrase extraction solutions, applying a fuzzy aggregation operator
(OWA), and (2) we prove on two datasets that the fuzzy topic modelling proposed can
improve the accuracy in the unsupervised automatic keyphrase extraction process.

The rest of the paper is organized as follows: Sect. 2 summarizes the analysis of the
related works; Sect. 3 describes the proposed method; Sect. 4 presents the experi-
mental results and the corresponding analysis. Conclusions and future works are given
in Sect. 5.
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2 Related Works

The solutions of automatic keyphrase extraction in text documents are usually designed
in 4 phases: pre-processing, identification and selection of candidate phrases, keyphrase
determination, and evaluation [10]. The unsupervised approach has the advantage of
using only the contained information in the input text to determine the keyphrases, and
several solutions have been reported [1, 6, 11, 14–17].

In TopicRank [1], a strategy based on the identification and analysis of topics to
extract the relevant phrases is proposed. In this method, the longest sequences of nouns
and adjectives in the text are extracted as candidate phrases, and the syntactically
similar noun phrases are clustered into a theme or topic, using a hierarchical
agglomerative clustering (HAC) algorithm [12]. Next, a graph is constructed where
each vertex represents a topic and the arcs are labeled with a weight that represents the
strength of the contextual relationship in the text among the contained candidate phrase
in a topic regarding those that were grouped in another topic to which it relates. Finally,
the selection of only one keyphrase from each topic is carried out, which is a weakness
because a topic can be represented by more than one keyphrase in the same text. This
proposal is improved in [14], through conceiving a more flexible procedure of key-
phrase selection from topics and incorporating the definition of a distance between
phrases function in the candidate-phrases clustering process, although semantic pro-
cessing remains limited, as in the case of [1]. Liu et al. [6] also consider the clustering
of candidate phrases to represent the document themes, and a cooccurrence-based
relatedness measure is applied for computing the semantic relatedness of candidate
terms in this process.

In TextRank [11] the candidate terms and their relationships are represented in an
unweighted and undirected graph, whose vertexes represent the terms and the arcs
represent co-occurrence relationships between them. An algorithm similar to PageRank
[2] is applied to the constructed graph for determining the relevance of each vertex.
Next, the third part of the vertexes of the whole graph is selected as the most relevant
vertexes. Finally, the relevant terms are marked in the text and the sequences of
adjacent words are selected as keyphrases. A similar solution is considered in the
Salience Rank algorithm [17], but the use of PageRank [2] to obtain a ranking of the
words in the document is combined with other word salience measures in the context of
an LDA (Latent Dirichlet Allocation) based topic modelling approach. In [15], the co-
occurrence graph of the input text’s words is created, which is customized for each
topic by employing the semantic information obtained from the topic model (built over
the Wikipedia’s articles) to form the topical graphs. Next, the communities and central
nodes of these topical graphs are detected. In this process, the fuzzy modularity cri-
terion for measuring the goodness of overlapped community structures is applied. The
co-occurrence graph is also applied in RAKE [16]. In this approach, the graph is
constructed with all individual words founded in the candidate keyphrases, and used to
calculate the scores of each word and keyphrase. The word score is calculated through
the word degree as well as the word frequency. For multiple-word expressions, they
calculated the weights by summing the members’ weights up.
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According to the related works analyzed, the graph-based terms representation and
the topic modelling appear as promising alternatives for the unsupervised keyphrase
extraction from text. The unsupervised methods offer more significant strengths than
supervised ones; nevertheless, have as a weakness that graph-based approach not
guarantee that the extracted keyphrases represent all the main topics of the document
and fail to reach a reasonable coverage level of the text document [10]. The good
keyphrases of a document should are semantically relevant to the document theme or
topic and cover the whole document well [6]. In this sense, can be seen in the analyzed
works a low use of the semantic analysis in the clustering and topic modelling process
carried out or in other task included. This semantic processing has focused on com-
puting the co-occurrence relatedness [6, 11, 15, 16] or distance-based contextual
relationship [14]. However, there are other semantic analysis level and measures, such
as: semantic similarity and semantic relatedness measures, which have not been
explored. Our work is aimed at assessing the benefits of these other semantic measures
in the topic modelling from the fuzzy logic perspective to improve the outcomes of the
unsupervised keyphrases extraction process.

3 Keyphrase Extraction Using OWA Operator

The proposed method was conceived through the combination of the use of lexical-
syntactic patterns with a topic modelling carried out from a fuzzy perspective. This
method has four phases: (1) text pre-processing, (2) fuzzy identification of topics,
(3) relevance evaluation of topics, and (4) keyphrases selection. The lexical-syntactic
patterns were defined for extracting candidate phrases from the text, and a fuzzy
clustering of candidate phrases is proposed for identifying the main topics in the texts,
to increase the semantic analysis in this process respect other proposals [1, 14, 15].
Also, a more flexible mechanism of keyphrases selection from the relevant topics
identified is incorporated, that allows extracting more than one keyphrase and solving
the weakness identified in TopicRank [1].

3.1 Text Pre-processing

In this phase, different NLP tasks are carried out for extracting the syntactic information
from the text, which is required in the candidate phrases extraction process. Initially,
plaintext from the input file is extracted, segmented into paragraphs and sentences, and
the set of tokens (e.g., words, numbers, and others) are obtained from each sentence.
Subsequently, the deep syntactic analysis using the Freeling parser is performed. The
extraction of candidate phrases is based on the identification of conceptual phrases and
a set of defined lexical-syntactic patterns are defined for this purpose, such as: [D | P |
Z] + [<s-adj>] + NN; [D | P | Z] + [<s-adj>] + NN + NN; [Z] + <sn>; NN + [IN] +
NN; JJ + NN + [NN], in a similar way to that reported in [14]. These patterns have
been defined according to the grammar labeling used by Freeling, and they combine a
set of relevant grammatical categories in the composition of concepts. Most of these
patterns have their origins in the most frequent patterns identified in the concepts
included in several ontological knowledge resources analyzed, e.g. the ontology of the
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DBpedia project [4], which has more than 1000 concepts of different domains from
Wikipedia. Through these patterns the coverage of the text in this process is increased,
respect to other proposals that only consider noun phrases.

3.2 Fuzzy Identification of Topics

The topics identification process is carried out using a hierarchical agglomerative
clustering algorithm [12] of the extracted candidate phrases, which is addressed as a
fuzzy logic problem for reinforcing the semantic analyses in the phrases clustering.
Although the use of clustering algorithms for topics modelling has also been reported
in [1, 14, 15], the semantic analysis in those proposal has not been considered or not in
all its possible dimensions. This is a weakness considering the assumption that a topic
could be modelled through the cluttering of concepts that frequently appear together as
well as concepts with similar meanings or semantically related. To address this
weakness, in our new unsupervised approach the phrases clustering process is carried
out considering the resultant score of combining the syntactic similarity and distance
between phrases measures reported in [14] with other two semantic similarity measures
applying a fuzzy aggregation operator. These two semantic similarity measures were
conceived according to the sentence-to-sentence similarity metric reported in [5] and
using two word-to-word semantic similarity-relatedness metrics from WordNet::Sim-
ilarity package, specifically the Jiang & Conrath and Leacock & Chodorow metrics
[13]. Additionally, the words distance metric reported in [14] was redefined (Eq. 1):

D F1;F2ð Þ ¼ 1 if F1 and F2 appear in the same paragraph
1� ave dist F1;F2ð Þ

TW in other cases

�
ð1Þ

where ave_dist(F1, F2) is the average distance [14] in words that exists between the
words included in the pair of phrases F1 and F2, and TW is the total of words in the text.

In this method, the OWA operator [18] is applied for aggregating the resultant
numerical values (ai) from the four defined measures into a single one similarity-
relatedness score (SRS) of a pair of candidate phrases. These measures represent
features with different semantic “meaning” for the phrases clustering, as well as dif-
ferent relevance levels for the decision making in this process. OWA operators are very
useful for dealing with such problems, modelling the semantics and relevance levels
through weights assigned to each measure. To combine these syntactic, distance and
semantic measures using an OWA Operator allows to achieve clusters of phrases
strongly related among them from different semantic dimensions, and at the same time,
to achieve a wide coverage of the whole document in the topic modelling process.

Definition: An OWA operator of dimension n is a mapping denoted fowa : R
n ! R

that has associated an n-dimensional weight vector W = [w1, w2, …, wn]
T such as

wi 2 [0, 1] and
P

i wi ¼ 1. The function fowa is defined according to Eq. 2, with bj the
jth largest element in the collection a1 … an.

fowa ai; . . .; anð Þ ¼
Xn
j¼1

wjbj ð2Þ
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There are different methods for determining the weights to be used in an OWA
operator and the use of linguistic quantifiers is one of them [20], e.g. RIM (Regular
Increasing Monotone) quantifiers. Yager proposed a method to calculate the weights of
an operator OWA by means of RIM quantifiers [19], which is defined in Eq. 3.
Specifically, in our proposal, we apply the RIM quantifier “Most (Feng & Dillon)”
reported in [7] (see Eq. 4), as the first approach to measure the performance of the
OWA operator in the keyphrase extraction problem.

wj ¼ Q
j
n

� �
� Q

j� 1
n

� �
ð3Þ

Q xð Þ ¼ 0 si 0� x� 0:5
2x� 1ð Þ0:5 si 0:5 x� 1

�
ð4Þ

The hierarchical agglomerative clustering process is carried out by means of cre-
ating a square symmetric matrix of size n (total of candidate phrases identified), where
each topic identifies a row, and a column and the intersection between each pair of
topics contains the SRS (weight value) between a pair of candidate phrases that rep-
resent the corresponding topics. Initially, each candidate phrase is considered as a topic.
In each iteration, the pair of topics with the highest weight value is clustered. The
weight values average is used as a clustering strategy of a pair of topics, according to
the reported in TopicRank [1]. The phase concludes generating a graph representation
of the text, in which the identified topics are represented as vertices and these are linked
by labeled arcs with the weight of the relation between them. Each weight represents
the strength of the existing semantic relationship between the pair of topics. The topics
A and B have a strong semantic relationship if the candidate phrases that includes those
topics which frequently appear closer in the text. The weight Wij is calculated according
to Eqs. (5) and (6). Equation (6) refers to the reciprocal distance between the positions
of the candidate phrases ci and cj in the text, where pos (ci) represents all positions (pi)
of ci.

Wi;j ¼
X
ci2Ti

X
cj2Tj

D ci; cj
� � ð5Þ

D ci; cj
� � ¼ X

pi2pos cið Þ

X
pj2pos cjð Þ

1
pi � pj
�� �� ð6Þ

3.3 Relevance Evaluation of Topics

In this phase, the relevance of each topic represented in the constructed topics graph is
evaluated using the TextRank [11] model. The relevance score computed to each topic
Ti is based on the concept of “voting” (inspired in the PageRank algorithm [2]): the
adjacent topics of Ti with the highest score contribute more to the relevance evaluation
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of the topic Ti. The relevance score S(Ti) is obtained through the Eq. 7, where Vi is the
set of adjacent topics of Ti in the graph, and k is a muffled factor that usually is 0,85 [2].

S Tið Þ ¼ 1� kð Þþ k �
X
Tj2Vi

Wi;j � S Tið ÞP
Tk2Vj

Wj;k
ð7Þ

3.4 Keyphrases Selection

The selection of keyphrases from the most relevant topics identified in the previous
phases is carried out according to the following criteria: (1) candidate phrase that first
appears in the text; (2) most frequently used candidate phrase; and (3) candidate phrase
that has more relationship with the others of each topic (centroid role). A mechanism
that allows combining the three criteria has been implemented in our proposal, offering
the possibility of extracting more than one keyphrase from each topic and greater
flexibility in its execution, respect to the reported in [1] (only one of the criteria is
considered affecting the coverage in the keyphrases extraction process). If more than
one candidate phrase (associated with a topic) with the same higher frequency is
identified, and the frequency value is higher than 1, then all of them are selected.
Otherwise, only the first candidate phrase that appears in the text will be chosen.

4 Experimental Results

The proposed method was evaluated using the Inspec [8] and 500N-KPCrowd [9]
datasets, which contain texts collections written in English. Inspec is a collection of 500
paper abstracts of Computer Science & Information Technology journals with manu-
ally assigned keyphrases by the authors. 500N-KPCrowd contains 450 broadcast news
stories from 10 different categories and is considered to see how the proposal perform
on texts of general domain. The performance of the method was measured using the
precision (P), recall (R), and F-score (F) metrics and the obtained results were com-
pared with those obtained by others unsupervised methods reported, which have been
evaluated with the selected datasets.

As shown in Table 1, the proposed method reached higher values in most metrics
and both datasets, respect to those obtained by the state-of-the-art proposals compared.
The best results were obtained with Inspec, where the method achieved a better balance
between precision and recall, which is a very challenging target to reach and conve-
nient for the increasing the applicability of this type of solutions. In this case, it’s
evidenced that the proposed fuzzy approach for the semantic processing and topic
modelling not only contributed to increase the accuracy in the keyphrase extraction, but
also increase the recall, which obtained result was very encouraging (near to the 60%).

The achieved recall with 500N-KPCrowd was the less satisfactory results of our
proposal, although the results of precision and F-score were significantly better than
those obtained by the other proposals. Although the recall of TSAKE [15] is the highest
in the case of 500N-KPCrowd, its precision is approximately 30% lower than our
method, and in the same way the F-score (9% lower).
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The low value obtained of recall can be derived from the presence of a high number
of annotated named entities as keyphrase in 500N-KPCrowd. The identification of
named entities as candidate phrase from the text was not considered within the defined
patterns in the pre-processing phase of the proposed approach, because this type of
sentence is not identified often as a keyphrase. On the other hand, the OWA operator
applied in the proposed fuzzy modelling of topics includes the aggregation of several
semantic measures, which may fail in the case of named entities. This situation sug-
gests specific analysis for this type of phrases in the next approaches of our proposal.
Nevertheless, through the experiments carried out, the achieved effectiveness
improvement by our method and the fuzzy-based semantic processing proposed in the
automatic keyphrase extraction from two types of texts, such as: paper abstracts and
news stories, has been demonstrated.

5 Conclusions and Future Works

In this paper, a new unsupervised method for automatic keyphrase extraction from text
was presented, in which the use of lexical-syntactic patterns to identify the candidate
phrases was combined with a fuzzy modelling of topics. The use of the linguistic
patterns allowed to increase the possibilities for identifying the candidate phrases, and
the coverage of the text. Several syntactic and semantic measures to modeling the most
relevant linguistics features of the candidate phrase were aggregated applying an
aggregation operator OWA. The aggregation of these measures through the OWA
operator allowed to increase the semantic processing of the candidate phrase in the
topic identification, which is a little-considered aspect in most of the reported pro-
posals. The proposed method was evaluated on two datasets with different types of
texts, and the obtained results were compared with those obtained by other unsuper-
vised schemes. The most significant results were obtained on Inspec, where a better
balance between precision and recall was achieved, at the same time that their values
were higher than the obtained by other proposals. These metrics were also improved on
500N-KPCrowd, although the recall must be enhanced. Considering the obtained
results, the proposed method reached higher values in most of the metrics, demon-
strating the contribution of the applied fuzzy topic modeling for improving the

Table 1. Experimental results with Inspec and 500N-KPCrowd datasets

Systems Inspec 500N-KPCrowd
P R F P R F

TextRank [11] 31.2 43.1 36.2 26.5 6.3 10.3
TopicRank [1] 36.4 39.0 35.6 26.2 23.9 25.0
TSAKE [15] 40.1 20.3 26.9 14.3 46.6 21.9
Salience Rank [17] 26.5 29.8 26.6 25.3 22.2 22.9
RAKE [16] 33.7 41.5 37.2 12.0 3.8 5.8
Method proposed 42.1 59.9 47.9 45.5 22.8 30.8
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keyphrases extraction process, in paper abstract and in more general domain texts, such
as the news stories.

The improvement of the recall results on general domain texts will be one of the
challenges to solve in the future, considering specific analysis for the named entities.
Additionally, others linguistic quantifiers applied to the OWA operator will be eval-
uated for measuring their performances in the keyphrase extraction process.
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